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#### Abstract

Networked storage-systems and communication systems typically use codes to protect data from failures. As reliability settings in these two types of systems are different, codes developed for storage systems can out-perform communication codes applied to storage systems. In this work we show such codes, as well as their applications.


## I. Introduction

To combat device failures, storage systems typically partition data into groups, and protect each data group by some form of an ECC (error-correcting code), e.g., RAID (redundant array of independent disks) [1]. Coding theory has been extensively studied in the context of communications, where the important considerations are rate, errorcorrection capabilities, and computational complexity.

Coding theory in the context of storage systems, might also have other considerations:

- Recovery penalty and update penalty - When bits are updated, or when they need be recovered, other bits need be accessed. In most communication-based codes, the number of accessed bits is proportional to the group size and not to the actual number of errors. In the setting of storage systems, this influences the number of devices actively engaged in reliability-related operations. When communicationbased codes are used for high-performance storage-systems, small group-sizes are therefore typically used. This, however, can be shown to lead to a decrease in the $M T T D L$ (mean time to data loss).
- Importance of block-error probability - In many communication settings, the guarantee that each bit can be recovered with high probability, is sufficient (i.e., a low bit error-probability guarantee). Parts of a corrupted message, which the code does not recover, can be retransmitted. In most storage applications, the guarantee should be that, with high probability, all bits can be recovered (i.e., a low block error-probability guarantee). Bits from a data group that have been lost due to a device failure, and cannot be corrected by the code, are irrevocably lost.
- Dynamic data-group location - In communication settings, there is little question on data-group location, as once a group is encoded, it is simply transmitted. In storage systems, the location of data groups among devices is dynamic, as data can be corrected and migrated from failed devices to replacement devices. This blurs the distinction between coding theory and algorithm design.
- Difference in access types - In communication systems, the types of access to message bits are usually not considered. In storage systems, the cost of reading or writing a bit, is typically not the same as that of an $R M W$ (read-modify-write) operation.

[^0]In this work we study $L D G M$ (low-density generation matrix) codes which are powerful, efficient, low-complexity codes, having low recovery and update penalties. We show how these codes can be applied for storage systems in two settings. We first show a simple application to large groups of reference data, which are data rarely modified. We then analyze a random sparing dynamic layout based on these codes. We then preform new analysis on repetition codes (i.e., multi-way mirroring), which allows to estimate the MTTDL of a group mirroring sub-systems (as opposed to a single mirroring sub-system).

We prove the results discussed in the paper, and show software-simulations results verifying the analysis.
Related Work. Reliability has been extensively studied for communication channels, most relevantly the erasure channel and the binary symmetric channel [2], [3]. Bounds on channel capacity were found for uniform errorprotection [4] and unequal error-protection [5], [6]. Wellknown code-families for uniform error-protection are Hamming codes [7] and BCH codes [7] with some of their variants, e.g., Reed-Solomon codes [8]. More recently, low-complexity codes have been studied [9], in particular, capacity-achieving codes, e.g., Turbo codes [10], and LDPC and LDGM codes [11], [12], [13].

Reliability in storage systems was originally studied in the context of small-capacity systems [14], [15], [1], and in conjunction with performance improvement via parallelism, e.g., RAID. The schemes were later extended in some directions. Concatenated codes were studied, e.g., two-dimensional codes [16], and new RAID levels [17]. Questions on coding-group placement within devices were studied, e.g., various distributed striping and sparing techniques [18], [19], [20], [21], [22], [23]. Effects of physical device-topologies were studied [24]. Storage reliability via coding was extended in the direction of disaster recovery as well [25].

The important idea of hierarchical protection of data based on data activity, was shown in work on HPAutoRAID [26], a work to which ours is an extension. Differential coding based on data activity was studied in the context of very large, concrete systems [27], [28].

Later work in storage reliability has considered largercapacity systems, and therefore a failure model taking into account multiple simultaneous errors. Some excellent analytical work can be found in [29], [30], [31]. New work oriented toward overall system design and implementation and the conjunction of several system aspects (e.g., security, load-balancing, and meta-data location) can be found in a series of papers on OceanStore [27], [32], [28].
Definitions and Notations. We consider a system
composed of $n$ storage devices. Each devices is composed of $c$ equal-sized blocks, and has a read/write bandwidth of $r$ blocks per time unit. We model the devices' failure laws as being distributed i.i.d. exponentially with mean $\frac{1}{\lambda}$ [1]. The failure of a device corresponds to the erasure of all data on it. Given a systematic erasure-code composed of $m$ data bits and $\alpha \cdot m$ check bits, we define the storage rate as $\frac{1}{1+\alpha}$. Given a component $C$, its reliability function, $R_{C}(t)$, is the probability that it will be functioning at time $t$ [39]. The system MTTDL is the mean time to data loss in the system.

For any $p$, we use $[p]$ to denote the set $\{1, \ldots, p\}$. We use $I(\cdot)$ to denote the indicator function.

Paper Organization. The remainder of the paper is organized as follows. In Section II we describe the variant of LDGM codes we propose for storage systems. In Section III we discuss a simple application to reference data. In Section IV we discuss an application to a randomplacement technique. In Section V we analyze multi-way mirroring.

## II. LDGM Codes for Storage-Systems

In this section we discuss a variation of $L D G M$ (lowdensity generation-matrix) codes. $L D P C$ (low-density parity-check) and LDGM codes were extensively studied in the field of communication [33], [12], [11], [34], [35], due to their low computational-complexity and nearly-optimal rate. We propose a variation suitable for storage systems. The use of LDGM codes for storage was independently proposed previously [27], [32], [28], [35], for reasons of computational-complexity alone, and under the caveat that they are probabilistic.

Consider two coding alternatives with equal storage rates. In the first, all bits are encoded as a single group. In the second, the bits are partitioned into groups, and each group is coded. By the law of large numbers, it is clear that the former alternative is superior in terms of loss probability to the latter (whose loss probability approaches 1 , as the number of groups grows). The former alternative might have other drawbacks. Reed-Solomon coding [7], for example, would necessitate accessing nearly all bits for the recovery of nearly any failure configuration. We are interested in codes for large data-groups which have a recovery penalty determined by the number of errors which took place, rather than being always proportional to the group size.
The complementary question, of bounded update penalty (defined similarly), was previously addressed in an excellent paper [31], where an inverse relationship between recovery locality and update locality was also shown.

This section is organized as follows. In Subsection II-A we give the relevant definitions and notations of LDGM codes. We next show two codes with low block errorprobability, good recovery locality, and low computationalcomplexity. In Subsection II-B we show the first code, which has a sub-optimal storage rate. Using this code,
we show in Subsection II-C a code with an asymptoticallyoptimal storage rate, but higher update penalty. In Subsection II-D we show simulation results.

## A. Definitions and Notations

In this subsection we give the relevant definitions of LDGM codes. We consider a recursive LDGM code $C$ composed of $p$ levels, $C^{(1)}, \ldots, C^{(p)}$, each of which can be unaugmented or augmented. In Sub-subsection II-A. 1 we give the definitions for a single level. In Sub-subsection II-A. 2 we give the definitions for the recursive code.

## A. 1 A single level

A un-augmented level of an LDGM code is described by a Tanner-graph, which is a bipartite graph

$$
\begin{equation*}
G=(V, E)=(L \bigcup R, E) \tag{1}
\end{equation*}
$$

Let $m=|L|$. Each node in $L$ represents a data bit; each node in $R$ represents a parity bit. The value of any node $v$ is denoted by value $(v)$. An example of such a graph is shown in Figure 1. For any parity node $v^{r} \in R$, its leftneighbor set, $\overleftarrow{V}\left(v^{r}\right) \subseteq L$, is the set

$$
\begin{equation*}
\overleftarrow{V}\left(v^{r}\right)=\left\{v^{\ell} \in L \mid\left(v^{\ell}, v^{r}\right) \in E\right\} \tag{2}
\end{equation*}
$$

For any data node $v^{\ell} \in L$, its right-neighbor set, $\vec{V}\left(v^{\ell}\right)$, is defined similarly. The parity bit corresponding to $v^{r}$ is set to be the $X O R$ (exclusive or) of the data bits corresponding to the nodes in $\overleftarrow{V}\left(v^{r}\right)$, i.e.,

$$
\begin{equation*}
\operatorname{value}\left(v^{r}\right)=\bigoplus_{v^{\ell} \in \overleftarrow{V}\left(v^{r}\right)} \operatorname{value}\left(v^{\ell}\right) \tag{3}
\end{equation*}
$$

The edges in $E$ thus represent parity constraints. The graph is sparse, i.e., $|E|=O(|L|)=O(|R|)$.

The average left-node and right-node degrees are

$$
\begin{align*}
a_{\ell} & =\frac{\sum_{v^{\ell} \in L}\left|\vec{V}\left(v^{\ell}\right)\right|}{|L|}  \tag{4}\\
a_{r} & =\frac{\sum_{v^{r} \in R}\left|\overleftarrow{V}\left(v^{r}\right)\right|}{|R|}
\end{align*}
$$

respectively. The fractions of edges whose left and right node-degree is $i$, are

$$
\begin{align*}
\lambda_{i} & =\frac{\left|\left\{e=\left(v^{\ell}, v^{r}\right) \in E| | \vec{V}\left(v^{\ell}\right) \mid=i\right\}\right|}{|E|}  \tag{5}\\
\rho_{i} & =\frac{\left|\left\{e=\left(v^{\ell}, v^{r}\right) \in E| | \overleftarrow{V}\left(v^{r}\right) \mid=i\right\}\right|}{|E|}
\end{align*}
$$

respectively. These degrees are usually put into the form of generating functions

$$
\begin{align*}
& \lambda(x)=\sum_{i=1}^{\infty} \lambda_{i} x^{i-1}  \tag{6}\\
& \rho(x)=\sum_{i=1}^{\infty} \rho_{i} x^{i-1}
\end{align*}
$$



Fig. 1. A Tanner graph.

Note that $\lambda(x)$ and $\rho(x)$ completely define the unaugmented level.

Assume that all nodes in $R$ are valid, and that some nodes in $L$ have failed. The recovery process is iterative. In each step, a node $v^{r} \in R$ is chosen s.t. a single node $v^{\ell} \in \overleftarrow{V}\left(v^{r}\right)$ is failed, and the value of $v^{\ell}$ is then corrected using (3). Of course, the recovery process terminates prematurely if such a node $v^{r}$ cannot be found. We denote by $\mathbf{P}_{\text {block }}(L)$ the block error-probability, which is the probability that the recovery process terminates while some bits in $L$ have not been recovered. We denote by $\mathbf{P}_{\text {bit }}(L, \alpha)$ the $\alpha$-bit error probability, which is the probability that the recovery process terminates while a fraction of at least $\alpha$ bits in $L$ has not been recovered.

## Check below whether decreases e-m or of 1

## Check - before omega or within omega

We will use the following theorem from [11].
Theorem 1: Assume a fraction of $\delta$ nodes from $L$ originally fail.

1. In the family of codes for which

$$
\begin{equation*}
\forall_{x \in(0, \delta]} \delta \cdot \lambda(1-\rho(1-x))<x \tag{7}
\end{equation*}
$$

a fraction of $1-o(1)$ of the codes have

$$
\begin{equation*}
\forall_{\alpha<1} \mathbf{P}_{\mathrm{bit}}(L, \alpha)=o\left(e^{-\alpha m}\right) \tag{8}
\end{equation*}
$$

2. In the family of codes for which (7) holds and

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=0 \tag{9}
\end{equation*}
$$



Fig. 2. A recursive LDGM encoding.
a fraction of $1-o(1)$ of the codes have

$$
\begin{equation*}
\mathbf{P}_{\text {block }}(L)=o\left(e^{-\Omega(m)}\right) \tag{10}
\end{equation*}
$$

As seen in Theorem 1, a code for which (9) does not hold, does not guarantee the recovery of all nodes. On the other hand, it was shown in [11] that if (9) holds, then the storage rate is suboptimal. For this reason, an augmented level is commonly used. In an augmented level, the nodes in $L$ are protected by both an LDGM code for which (9) does not hold, and by an expander-based code [36]. The LDGM code corrects all but a negligible number of failed nodes. The expander-based code corrects the rest.

## A. 2 The recursive code

The recovery process of $C^{(i)}$, described in Sub-subsection II-A.1, requires that all the nodes in $R$ be valid. Since these nodes can fail, a recursive code is used. This is shown in Figure 2. In the recursive code, each level's $R$ is taken to be the next level's $L$. A sequence of $p$ levels is built, $C^{(1)}, \ldots, C^{(p)}$. The last level, $C^{(p)}$, is composed of a nonrecursive code (e.g., Reed-Solomon).

Note that in general, it is not required that the $C^{(i)}$ be of the same type. Typically, however, a recursive LDGM code is composed of same-type levels (except for the last). Let the storage-rate of a level be denoted by $\beta$, and let $\beta^{\prime}=\frac{1-\beta}{\beta}$. Let the number of original data bits be $n$. Level $i$ is then an LDGM code with $\beta^{\prime i-1} n$ left nodes and $\beta^{\prime i} n$ right nodes. Assume that $p$ is set s.t. $\beta^{\prime p-1} n \approx \sqrt{n}$. It follows that the total number of redundant nodes is

$$
\begin{align*}
& n \sum_{i \in[p]} \beta^{\prime i} \approx  \tag{11}\\
& \quad\left(n-\beta^{\prime} \sqrt{n}\right) \frac{\beta^{\prime}}{1-\beta^{\prime}}=\left(n-\frac{1-\beta}{\beta} \sqrt{n}\right) \frac{1-\beta}{2 \beta-1} .
\end{align*}
$$

## B. A Truncated Right-Regular Code

## m or n as the number of data bits

In this subsection we define a right-regular code which is a variation of [13], and analyze its performance. The code is truncated, in its power series $\lambda(x)$ having a 0 coefficient of the $x$ term. This code has low block error-probability, good recovery locality, and low computational-complexity. We use this code in Subsection II-C as well.

Definition 1: Let $\hat{C}^{(i)}$ be an un-augmented level of an LDGM code, defined by the generating functions:

$$
\begin{align*}
& \hat{\lambda}(x)=\frac{\sum_{\begin{array}{c}
\hat{q}-1 \\
k=2
\end{array}\binom{\hat{\alpha}}{k}(-1)^{k+1} x^{k}}^{1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}},}{\hat{\rho}(x)=x^{\hat{a}-1},} \tag{12}
\end{align*}
$$

where $\hat{a} \geq 2$ and $\hat{q} \geq 3$, are arbitrary integers, and $\hat{\alpha}=$ $1 /(\hat{a}-1)$. Let the average left-node degree be denoted by $\hat{a}_{\ell}$ (the average right-node degree is obviously $\hat{a}$ ).
Note that $\hat{\lambda}(x)$ is a normalized sum of $x^{i}$ terms of the Taylor expansion of $1-(1-x)^{\hat{\alpha}}$, for $2 \leq i \leq \hat{q}$.

The main result in this subsection is the following.
Theorem 2: Let

$$
\begin{equation*}
\hat{\delta}_{\max }=\frac{1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}}{1-\hat{\alpha}} \tag{13}
\end{equation*}
$$

Then we have the following attributes of $\hat{C}^{(i)}$ :

1. Let $\delta$ denote the fraction of errors in $L$.

$$
\begin{equation*}
\delta \leq \hat{\delta}_{\max } \Rightarrow \mathbf{P}_{\text {block }}(L)=o\left(e^{-\Omega(m)}\right) \tag{14}
\end{equation*}
$$

2.     - If the number of failed data-nodes is $\left|L_{f}\right|$ and the number of accessed data-nodes is $\left|L_{a}\right|$, then

$$
\begin{equation*}
\left|L_{a}\right| \leq \hat{a}\left|L_{f}\right| \tag{15}
\end{equation*}
$$

- Let $\hat{C}$ be a recursive LDGM code composed of $\hat{C}^{(i)}$ s. Then the expected number of accesses per single (data or parity) failed-node recovery approaches $\hat{a}+1$.

3.     - If the number of modified data-nodes is $\left|L_{u}\right| \ll|L|$ and the number of accessed parity-nodes is $\left|R_{a}\right|$, then

$$
\begin{equation*}
\left|R_{a}\right| \approx|R|-|R|\left(1-\frac{\hat{a}_{\ell}\left|L_{u}\right|}{\hat{a}|R|}\right)^{\hat{a}} \tag{16}
\end{equation*}
$$

- Let $\hat{C}$ be a recursive LDGM code composed of $\hat{C}^{(i)} \mathrm{s}$, protecting $n$ original data-bits. Let a single data-node be modified. Then the ratio between the expected number of accessed nodes and total number of redundant nodes is

$$
\begin{equation*}
o\left(\frac{1}{n^{\Omega(1)}}\right) \tag{17}
\end{equation*}
$$

where $n$ is the number of original data-bits.
4. The storage rate of the code is greater than

$$
\begin{equation*}
1-\frac{2\left(1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}\right)}{1-\frac{2}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} . \tag{18}
\end{equation*}
$$

5. The ratio between the fraction of errors corrected by $\hat{C}^{(i)}$, and the fraction corrected by an optimal code of the storage rate in (18), is

$$
\begin{equation*}
\frac{1}{2}-\frac{1}{q^{\hat{\alpha}+1}(1-\hat{\alpha})} \tag{19}
\end{equation*}
$$

6 . The computational complexity of encoding and decoding is linear.

For much of the proof, we modify proofs from [11] and [13].

We first prove item 1 of Theorem 2,
Proof: To apply item 2 of Theorem 1, we first must show that the degree distributions are valid ones. To do so, it is sufficient to show that the coefficients of $\hat{\lambda}(x)$ are positive, and that $\hat{\lambda}(1)=\hat{\rho}(1)=1$.

To show the positivity of the coefficients, note that

$$
\begin{align*}
&\binom{\hat{\alpha}}{k}=\frac{\hat{\alpha}(\hat{\alpha}-1) \cdots(\hat{\alpha}-k+1)}{k!}=  \tag{20}\\
& \quad(-1)^{k-1} \frac{\hat{\alpha}}{k}\left(1-\frac{\hat{\alpha}}{k-1}\right) \cdots\left(1-\frac{\hat{\alpha}}{2}\right)(1-\hat{\alpha}) .
\end{align*}
$$

To show that the sum of the coefficients is 1 , note that

$$
\begin{align*}
& \hat{\lambda}(1)=\frac{\sum_{k=2}^{\hat{q}-1}\binom{\hat{\alpha}}{k}(-1)^{k+1} 1^{k}}{1-\frac{\hat{q}}{\hat{\hat{\alpha}}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} \stackrel{(a)}{=} 1  \tag{21}\\
& \hat{\rho}(1)=1^{\hat{a}-1}=1
\end{align*}
$$

where (a) follows from the fact that, by induction, [11]

$$
\begin{equation*}
\sum_{k=1}^{\hat{q}-1}\binom{\hat{\alpha}}{k}(-1)^{k+1}=1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1} \tag{22}
\end{equation*}
$$

We now show that the condition of item 2 in Theorem 1 holds.

Expanding $\hat{\lambda}(1-\hat{\rho}(1-x))$, we have

$$
\begin{align*}
& \hat{\lambda}(1-\hat{\rho}(1-x)) \stackrel{(a)}{=}  \tag{23}\\
& \frac{\sum_{k=2}^{\hat{q}-1}\binom{\hat{\alpha}}{k}(-1)^{k+1}(1-\hat{\rho}(1-x))^{k}}{1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} \leq \\
& \frac{\sum_{k=2}^{\infty}\binom{\hat{\alpha}}{k}(-1)^{k+1}(1-\hat{\rho}(1-x))^{k}}{1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} \stackrel{(c)}{=} \\
& \frac{1-(1-(1-\hat{\rho}(1-x)))^{\hat{\alpha}}-\hat{\alpha}(1-\hat{\rho}(1-x))}{1-\frac{\hat{\alpha}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} \stackrel{(d)}{=} \\
& \frac{1-\left(1-\left(1-(1-x)^{\hat{a}-1}\right)\right)^{\hat{\alpha}}-\hat{\alpha}\left(1-(1-x)^{\hat{a}-1}\right)}{1-\frac{\hat{\alpha}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} \stackrel{(e)}{=} \\
& \frac{x-\hat{\alpha}+\hat{\alpha}(1-x)^{\frac{1}{\alpha}}}{1-\frac{\hat{\alpha}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}}, \tag{24}
\end{align*}
$$

where in the above, (a) follows from (12), (b) follows from the fact that by (20), for $y \leq 1$,

$$
\begin{equation*}
\binom{\hat{\alpha}}{k}(-1)^{k+1}(1-y)^{k} \geq 0 \tag{25}
\end{equation*}
$$

(c) follows from the fact that the Taylor expansion of $1-$ $(1-y)^{\hat{\alpha}}$ is

$$
\begin{equation*}
1-(1-y)^{\hat{\alpha}}=\sum_{k=1}^{\infty}\binom{\hat{\alpha}}{k}(-1)^{k+1} y^{k} \tag{26}
\end{equation*}
$$

and (d) and (e) follow from (12).
We also note for the above, that it was shown in [13] that

## Check here, made serious changes

$$
\begin{equation*}
\breve{\lambda}(x)=\frac{\sum_{k=1}^{\hat{q}-1}\binom{\hat{\alpha}}{k}(-1)^{k+1} x^{k}}{1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}} \tag{27}
\end{equation*}
$$

converges in the relevant range of $x$, and so

$$
\begin{equation*}
\hat{\lambda}(x)=\frac{\breve{\lambda}(x)\left(1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}\right)-\hat{\alpha} x}{1-\frac{\hat{\hat{\alpha}}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} \tag{28}
\end{equation*}
$$

converges as well.
Using the above expansion, we now have that for $x \in$ $\left(0, \hat{\delta}_{\text {max }}\right]$,

$$
\begin{align*}
& \delta \hat{\lambda}(1-\hat{\rho}(1-x)) \stackrel{(a)}{\leq}  \tag{29}\\
& \frac{\delta\left(x-\hat{\alpha}+\hat{\alpha} \cdot(1-x)^{\frac{1}{\alpha}}\right)}{1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}} \stackrel{(b)}{\leq} \\
& \frac{\delta(1-\hat{\alpha}) x}{1-\frac{\hat{\hat{\alpha}}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}}= \\
& \frac{\delta}{\hat{\delta}_{\text {max }}} x \leq x,
\end{align*}
$$

where, in the above, (a) follows from (24), and (b) follows from the fact that

$$
\begin{equation*}
\forall_{0 \leq x \leq 1} x-\hat{\alpha}+\hat{\alpha} \cdot(1-x)^{\frac{1}{\alpha}} \leq x(1-\hat{\alpha}) \tag{30}
\end{equation*}
$$

We now prove item 2 of Theorem 2.
Proof: The first part follows easily from description, in Sub-subsection II-A.1, of the recovery process. For the second part, assume that the number of original data-bits is $n$. Note that the number of accesses required for a failed node $v$ is at most

$$
\left\{\begin{array}{lll}
\sqrt{n} & , & v \in \hat{C}^{(p)}  \tag{31}\\
\hat{a} & , & \text { otherwise }
\end{array} .\right.
$$

Let $n^{\prime}$ be the total number of nodes not in $\hat{C}^{(p)}$. The average number of accessed nodes is

$$
\begin{equation*}
\frac{\hat{a} n^{\prime}+\sqrt{n} \cdot \sqrt{n}}{n^{\prime}+\sqrt{n}} . \tag{32}
\end{equation*}
$$

Using (11), we get that the average number of accessed nodes is at most

$$
\begin{equation*}
\hat{a}+\frac{2 \beta-1}{\beta}<\hat{a}+1 \tag{33}
\end{equation*}
$$

since $\frac{2 \beta-1}{\beta}<1$ for $\frac{1}{2}<\beta<1$.
We now prove item 3 of Theorem 2.
Proof: To prove the first part, we use the differentialequation approach from [11]. Some edges emanate from the $L_{m} \subset L$ modified nodes. Let the number of such edges be $m^{\prime}$; let the edges be $e_{1}, \ldots e_{m^{\prime}}$.

Assume a process of $m^{\prime}$ steps. Let each step take $\Delta t=$ $\frac{1}{m^{\prime}}$ time. Let $r_{t}$ denote the average number of un-accessed parity-nodes at time $t$. At step $i$, the node $v_{i}^{r}$ is accessed, where $v_{i}^{r} \in R$ is the terminating node of $e_{i}$. The value of $r_{i \Delta t}$ is updated, if necessary. It can be shown that the difference-equation system for $r_{t}$ is:

$$
\begin{align*}
r_{t+\Delta t}-r_{t} & =-\frac{\hat{a} r_{t}}{\hat{a}|R|-\frac{t}{\Delta t}},  \tag{34}\\
r_{0} & =|R|
\end{align*}
$$

Manipulating and taking $\Delta t \rightarrow 0$, we get the differentialequation system:

$$
\begin{align*}
\frac{d r_{t}}{d t} & =-\frac{m^{\prime} \hat{a} r_{t}}{\hat{a}|R|-t m^{\prime}}  \tag{35}\\
r_{0} & =|R|
\end{align*}
$$

Solving for $r_{t}$ and setting $t=1$, we get

$$
\begin{equation*}
r_{1}=|R|\left(1-\frac{m^{\prime}}{\hat{a}|R|}\right)^{\hat{a}} \tag{36}
\end{equation*}
$$

It remains to approximate $m^{\prime}$. This random variable is distributed hyper-geometrically. For $\left|L_{m}\right| \ll|L|, m^{\prime} \approx$ $\hat{a}_{l} L_{m}$.

We now prove the second part. On the average, when updating a left node, $\hat{a_{l}}$ right nodes should be updated. For each level, the maximal number of nodes updated is not larger than the number of parity nodes in the level. It follows that for any $j \in[p]$, the average number of accessed nodes is bounded by

$$
\begin{equation*}
\sum_{i=0}^{j} \hat{a}_{l}^{i+1}+\sum_{i=j+1}^{\hat{p}} \beta^{i+1} n \tag{37}
\end{equation*}
$$

Minimizing by $j$ yields that the number of accessed nodes is

$$
\begin{gather*}
\approx n^{\log _{\frac{\hat{a}_{l} \beta^{\prime}}{1-\beta^{\prime}}}\left(\hat{a_{l}}\right)}\left(\frac{\hat{a_{l}}}{\hat{\hat{a}_{l}}-1}+\frac{1-\beta^{\prime}}{2 \beta^{\prime}-1}\right)  \tag{38}\\
-\sqrt{n} \frac{1-\beta^{\prime}}{2 \beta^{\prime}-1}-\frac{\hat{a_{l}}}{\hat{a_{l}}-1}
\end{gather*}
$$

The combination of (11) and (38) shows that the ratio of the number of accessed nodes to the number of redundant nodes is

$$
\begin{equation*}
o\left(n^{\log _{\frac{\hat{a}_{l} \beta^{\prime}}{1-\beta^{\prime}}}\left(\hat{a_{l}}\right)-1}\right) . \tag{39}
\end{equation*}
$$

Note that since $\frac{\beta^{\prime}}{1-\beta^{\prime}}>1$, the power of $n$ in (39) is negative.

We now prove item 4 of Theorem 2.
Proof: By definition, the storage rate of the code is the ratio between the size of the left-node set and the total number of nodes.

$$
\begin{align*}
r= & \frac{|L|}{|L \bigcup R|}=\frac{1}{1+\frac{|R|}{|L|}} \geq 1-\frac{|R|}{|L|}=  \tag{40}\\
& 1-\frac{\int_{0}^{1} \hat{\rho}(x) d x}{\int_{0}^{1} \hat{\lambda}(x) d x} \stackrel{(a)}{=} \\
& 1-\frac{2\left(1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}\right)}{1-\frac{2}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}}
\end{align*}
$$

where (a) follows from the fact that

$$
\begin{align*}
& \sum_{k=1}^{\hat{q}-1}\binom{\hat{\alpha}}{k} \frac{(-1)^{k+1}}{k+1}=\frac{\hat{\alpha}-\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}}{\hat{\alpha}+1},  \tag{41}\\
& \int_{0}^{1} \hat{\lambda}(x) d x= \\
& \frac{\hat{\alpha}}{\hat{\alpha}+1} \frac{1-\frac{2}{\hat{\alpha}}\left(\begin{array}{l}
\hat{\alpha} \\
\hat{q} \\
\hat{\alpha}
\end{array}\right)(-1)^{\hat{q}+1}-\hat{\alpha}}{2\left(1-\frac{\hat{q}}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}\right)}, \\
& \int_{0}^{1} \hat{\rho}(x) d x=\frac{\hat{\alpha}}{\hat{\alpha}+1} .
\end{align*}
$$

We now prove item 5 of Theorem 2.
Proof: For any storage rate $r$, an optimal code could then correct a fraction of $1-r$ errors [7]. The ratio of correction capabilities is therefore,

$$
\begin{align*}
& \frac{\hat{\delta}_{\max }}{1-R} \geq  \tag{42}\\
& \frac{1-\frac{2}{\hat{\alpha}}\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1}-\hat{\alpha}}{2(1-\hat{\alpha})} \stackrel{(a)}{=} \\
& \frac{1}{2}-\frac{1}{q^{\hat{\alpha}+1}(1-\hat{\alpha})}
\end{align*}
$$

where in the above, (a) uses the fact that [13]

$$
\begin{equation*}
\exists_{c} \forall_{\hat{q} \geq 2} \forall_{\hat{\alpha}<\frac{1}{2}} \frac{c \hat{\alpha}}{\hat{q}^{\hat{\alpha}+1}} \leq\binom{\hat{\alpha}}{\hat{q}}(-1)^{\hat{q}+1} \leq \frac{\hat{\alpha}}{\hat{q}^{\hat{\alpha}+1}} . \tag{43}
\end{equation*}
$$

Item 6 of Theorem 2 is a known property of LDGM codes. It follows from the sparseness of $G$.


Fig. 3. The augmented level-code.

## C. An Augmented Right-Regular Code

In this subsection we define an augmented right-regular code based on [13] and Subsection II-B. This code has low block error-probability, good recovery locality, and low computational-complexity. Its storage rate is asymptotically optimal; its update penalty is higher than the code from Subsection II-C.

We will require the following code from [13].
Definition 2: Let $\tilde{C}^{(i)}$ be an un-augmented level of an LDGM code, defined by the generating functions:

$$
\begin{align*}
& \tilde{\lambda}(x)=\frac{\tilde{\alpha} \sum_{k=1}^{\tilde{q}-1}\binom{\tilde{\alpha}}{k}(-1)^{k+1} x^{k}}{\tilde{\alpha}-\tilde{q}\binom{\tilde{\alpha}}{\tilde{q}}(-1)^{\tilde{q}+1}},  \tag{44}\\
& \tilde{\rho}(x)=x^{\tilde{a}-1}
\end{align*}
$$

where $\tilde{a} \geq 2$ and $\tilde{q} \geq 2$, are arbitrary integers, and $\tilde{\alpha}=\frac{1}{\tilde{a}-1}$.
We now define a code that combines the previous two.
Definition 3: Let $\dot{C}^{i}=\dot{C}^{i}(\epsilon)$ be an LDGM level defined by $\tilde{C}^{i}$, and augmented by $\hat{C}^{i}$ (from Subsection II-B) coded at storage rate $\frac{2 \epsilon}{\frac{1}{2}-\frac{1}{q^{\alpha+1}(1-\hat{\alpha})}}$.

A level of this code is shown schematically in Figure 3. This idea is similar to augmenting an LDGM code by an Expander-based code [11].

The main result in this subsection is the following.

Theorem 3: Let $\tilde{\alpha}$ and $\tilde{q}$ be defined as in Definition 2. Let

$$
\begin{equation*}
\dot{\delta}_{\max }=\frac{\tilde{\alpha}-\tilde{q}\binom{\tilde{\alpha}}{\tilde{q}}(-1)^{\tilde{q}+1}}{\tilde{\alpha}} \tag{45}
\end{equation*}
$$

Then we have the following attributes of $\dot{C}^{(i)}$ :

1. Let the fraction of errors which occurred be $\delta$.

$$
\begin{equation*}
\delta \leq \delta_{\max } \Rightarrow \mathbf{P}_{\text {block }}(L)=o\left(e^{-\Omega(m)}\right) \tag{46}
\end{equation*}
$$

2. If the number of failed data-nodes is $\left|L_{f}\right| \gg 1$ and the number of accessed data-nodes is $\left|L_{a}\right|$, then

$$
\begin{equation*}
\left|L_{a}\right| \lesssim \tilde{a}\left|L_{f}\right| \tag{47}
\end{equation*}
$$

3.     - If the number of modified data-nodes is $\left|L_{m}\right| \ll|L|$ and the number of accessed parity-nodes is $\left|R_{a}\right|$, then

$$
\begin{equation*}
\left|R_{a}\right| \lesssim|R|\left(1-\left(1-\frac{\tilde{a}_{\ell}\left|L_{m}\right|}{\tilde{a}|R|}\right)^{\tilde{a}}+\frac{2 \epsilon}{\frac{1}{2}-\frac{1}{q^{\tilde{\alpha}+1}(1-\hat{\alpha})}} \epsilon\right) \tag{48}
\end{equation*}
$$

- Let $\dot{C}$ be a recursive LDGM code protecting $n$ original data-bits, whose each layer is is $\dot{C}^{(i)}$. Let a single data-node be modified. Then the ratio between expected accessed parity-nodes and total parity-nodes is

$$
\begin{equation*}
o\left(\frac{1}{n^{\Omega(1)}}\right) \tag{49}
\end{equation*}
$$

4. The storage rate of the code is greater than

$$
\begin{equation*}
\left(1-\frac{\tilde{\alpha}-\tilde{q}\binom{\tilde{\alpha}}{\tilde{q}}(-1)^{\tilde{q}+1}}{\tilde{\alpha}-\binom{\tilde{\alpha}}{\tilde{q}}(-1)^{\tilde{q}+1}}\right) \frac{1}{1+\frac{2 \epsilon}{\frac{1}{2}-\frac{1}{q^{\tilde{\alpha}+1}(1-\tilde{\alpha})}}} . \tag{50}
\end{equation*}
$$

5. The ratio between the fraction of errors corrected by the code and the fraction corrected by an optimal code of the same storage rate is

$$
\begin{equation*}
1-\frac{1}{q^{\tilde{\alpha}+1}} \frac{1}{1+\frac{2 \epsilon}{\frac{1}{2}-\frac{1}{q^{\tilde{\alpha}+1}(1-\tilde{\alpha})}}} . \tag{51}
\end{equation*}
$$

6. The computational complexity of encoding and decoding is linear.

We first prove items 1 of Theorem 3.
Proof: Using Item 1 of Theorem 1, it can be shown that $\tilde{C}^{(i)}$ corrects all but a negligible fraction of errors $\epsilon^{\prime}$ s.t. $\epsilon^{\prime} \ll \epsilon$. Using Item 2 of Theorem 1 and the proof of Theorem 2, it follows that $\hat{C}^{(i)}$ corrects at least an $\epsilon$ fraction of errors.

Items 2 and 3 of Theorem 3 can be proved as in Theorem 2.

We now prove items 4 and 5 of Theorem 3 .

Proof: Let $|\tilde{L}|$ and $|\tilde{R}|$ be the sizes of the data and parity node-sets in the code $\tilde{C}^{(i)}$. The storage rate of $\dot{C}^{(i)}$ is

$$
\begin{gather*}
||\tilde{L}|  \tag{52}\\
|\tilde{L}|+|\tilde{R}|+\frac{2 \epsilon}{\frac{1}{2}-\frac{1}{q^{\hat{\alpha}+1}(1-\hat{\alpha})}}|\tilde{L}| \\
\frac{|\tilde{L}|}{|\tilde{L}|+|\tilde{R}||\tilde{L}|+|\tilde{R}|} \\
\frac{|\tilde{L}|+|\tilde{R}|+\frac{2 \epsilon}{\frac{1}{2}-\frac{1}{q^{\hat{\alpha}+1}(1-\hat{\alpha})}}|\tilde{L}|}{\geq} \\
\frac{|\tilde{L}|+|\tilde{R}|}{\geq} \frac{1}{1+\frac{2 \epsilon}{\frac{1}{2}-\frac{1}{q^{\tilde{\alpha}+1}(1-\hat{\alpha})}}}
\end{gather*}
$$

where (a) follows from Definition 3. The proof now follows by applying bounds from [13] on the storage rate of $\tilde{C}^{(i)}$.
Item 6 of Theorem 3 follows as in Theorem 3.

## D. Simulation Results

In this subsection we show simulation results for a singlelayer of the truncated right-regular LDGM codes discussed in Subsection II-B:

- Figure 4 shows the single-layer storage-rate and maximal fraction of fixable nodes as a function of left and right edgedegrees (derived in (18) and (13) respectively). As noted, the rate of this code is sub-optimal, necessitating the use of the augmented code from Subsection II-C.
- We have performed 500 tests on the block errorprobability. In each test a random code with $m=10000$ left nodes, $\hat{q}=4, \hat{a}=4, \hat{\alpha}=\frac{1}{3}$, and 8236 right nodes was first built. Then, $10^{6}$ iterations were performed. In each iteration 3900 left nodes were initially set to be corrupted, and were then attempted to be fixed. The code succeeded in every single iteration of every single test.
- Figures 5 and 6 show the number of updated nodes as a function of the fraction of modified left nodes, for the case $\hat{q}=4, \hat{a}=7$, and $m=10004$ left nodes. Note that as predicted, simulation results coincide with the expected value, given by (16). For small fractions of left nodes being updated, the number of update-IOs can be approximated as the number of updated left nodes times average left degree $\left(a_{l}\right)$.
- Figure 7 shows the number of nodes, accessed by the recovery procedure, as a function of the fraction of failed left nodes, for the case $\hat{q}=4, \hat{a}=7$, and $m=10004$ left nodes. Note that the assumption of $a$ accesses per each failed node gives the upper bound on the number of accessed nodes, as shown in (15).


## III. Applications to Reference Data

The first simple application of the LDGM code is for protecting large amounts of reference data (i.e., data which is


Fig. 4. Rates and error-correction capabilities as a function of edge degrees.


Fig. 5. Number of updated nodes as a function of the fraction of modified left nodes for the case $\hat{q}=4, \hat{a}=7$, and $m=10004$ left nodes.
not often updated). In this application, the bounded proportionality of accessed bits per erased bits, comes into effect. E.g., consider a three-site reference-data system storing a copy of each datum in two of the three sites. While this system can survive a disaster obliterating a single site, or ongoing failures affecting some devices in all three sites, the MTTDL can be shown to decrease linearly in the number of devices. Using an LDGM code to protect all devices, would result in a system with similar performance, but with MTTDL increasing in the number of devices. Using a classic Reed-Solomon code to protect all devices, would result in a system whose devices would be engaged in much of the time in recovery-related operations.

## IV. Applications to Random Sparing

Data which are active (as opposed to reference data), are not best protected by the method in Section IV; The


Fig. 6. Ratio the number of updated nodes by simulation $\frac{\text { the number of updated nodes by (16) }}{}$ as tion of the fraction of modified left nodes for the case $\hat{q}=4, \hat{a}=7$, and $m=10004$ left nodes.


Fig. 7. Number of nodes, accessed by the recovery procedure, as a function of the fraction of failed left nodes, for the case $\hat{q}=4, \hat{a}=7$, and $m=10004$ left nodes.
update penalty is too high. Commonly, active data-groups are distributed in some manner over devices, in an attempt to parallelize request handling [18], [19], [20], [21], [22], [23]. We consider a random-sparing scheme, apparently similar to an independent OceanStore solution [27], but differing in the random location-decision and use of bounded-penalty codes.

We consider a random-sparing scheme, apparently similar to an independent OceanStore solution [27]but differing in the random location-decision and use of boundedpenalty codes. Using queuing theory and the concepts of random-variable negative dependence, we perform approximate analysis on the attributes of this scheme: MTTDL, coding-group average size and rate, required device memory, and reliability-related workload.

This section is organized as follows. In Subsection IV-A
we describe the scheme. In subsection IV-B we analyze it. In Subsection IV-C we show simulation results. In Subsection IV-D we discuss some implications of the analysis.

## A. Scheme Description

In this subsection we describe the random sparing scheme.

Initially, there are $n$ devices in the system. The data is divided into data groups. For simplicity, we assume the size of each group is $\ell$ blocks, of which $\ell^{\prime}$ can be corrected. We assume the code used has bounded recovery-locality. Specifically, we assume that the ratio of accessed blocks per failed blocks of a group, is at most $k$. We assume an average fill-ratio of $\beta$, i.e., of the $n c$ blocks in the system, $\beta n c$ are taken (and so the number of groups is $\frac{\beta n c}{\ell}$ ). We place the restriction that a fraction of at most $\mu$ of all operations can be dedicated to recovery operations.

We divide the operating time into rounds of duration $t_{s}$, and epochs, each consisting of $s$ rounds. For simplicity, we assume that $s t_{s}=\frac{c}{\mu r}$, i.e., each epoch lasts the time that would be required to sequentially read a device from start to end, normalized by $\mu$.

Naturally, a request to a device can be blocked due to its servicing previous requests. We assume that each device has a queue of read and write requests, which it services subject to its bandwidth and constraint on fraction of recovery-operations. Memory is required for write requests in the queue, and for read requests which have been completed but whose contents are still needed. We later analyze the system-wide amount of such memory.

At some points, the scheme requires writing a (recovered) group element to a one of the operating devices. The selection of the operating device is random, but differs from the standard uniform selection between all operating devices which are not full [27]. Rather, a uniform selection is made between all operating devices (full or non-full), which does not contain a member of the data group. If a full device is selected, a reassignment takes place; A random element from the device is chosen to be written someplace else, and the process continues recursively. We explain the rationale for this later.

The scheme is composed of two concurrent processes, a contracting process and an expanding process, which we describe next.

The contracting process works as follows. In each round, the system observes the set of devices which have failed in the round. For each data group, the system identifies the members that are on failed devices. If these members cannot be recovered, then data has been lost at this time. Otherwise, the system randomly selects, for each failed member, a subset of $k$ devices out of all subsets of $k$ devices which can recover the element. For each of these devices, it inserts into its queue a request to read the required element. If the system has enough elements to recover an element, it recovers it, randomly selects a device, and inserts into its queue a request to write the element (possibly triggering reassignment).

We term this a contracting process, since it attempts to maintain the data groups into a continually contracting group of devices (those which are still operating).

The expanding process works as follows. At the beginning of each epoch, replacement devices are inserted into the system. The number of replacement devices is determined s.t. the expected number of operating devices in the end of the epoch will remain $n$. In each round, the system chooses, for each replacement device, $\frac{\beta c}{\ell t_{s}}$ random data groups which are not represented in the device. For each such group, it randomly selects a non-replacement device containing a member of the group, and inserts into its queue a request to read the required element. When the element has been read, the replacement devices writes it.

At the end of an epoch, all replacement devices which have not failed during an epoch, become (new) operating devices. For each element written to a replacement device during an epoch, the system modifies its marked location. It is now marked as being located in the (new) operating device. Its old location is marked as empty.

We term this a contracting process, since it attempts to maintain the data groups into a continually expanding group of devices.

From the above description, it is clear that the number of operating devices (originally $n$ ), and the average fill ratio of each device (originally $\beta$ ), change with time. In an arbitrary point in an epoch, we denote these sizes by $n^{\prime}$ and $\beta^{\prime}$, respectively.

The main result is the following theorem.
Theorem 4: Assume

$$
\begin{align*}
\ell & >\log (n)  \tag{53}\\
c\left(1-\beta\left(1+2 \lambda s t_{s}+2\left(\lambda s t_{s}\right)^{2}\right)\right) & \gg 1  \tag{54}\\
\frac{1}{\lambda} & \gg \frac{c}{\mu r}
\end{align*}
$$

For some $\delta \nsupseteq 0$, let the storage rate of each coding group be

$$
\begin{equation*}
\approx 1-(1+\delta) \lambda\left(t_{s}+\frac{k+1}{\mu r}\right) . \tag{56}
\end{equation*}
$$

Then the MTTDL of random sparing is

$$
\begin{equation*}
\frac{\frac{c}{s \mu r}}{e^{\left(-\frac{1}{2 \frac{\beta n c}{\ell} e^{-\lambda\left(t_{s}+\frac{k+1}{\mu r}\right) \frac{\ell \delta^{2}}{2}}}\right)} .} \tag{57}
\end{equation*}
$$

## B. Analysis

Following is the proof-outline of Theorem 4. In Lemma 2 we bound the expectation of the number of full devices in a round. In Lemma 3 we bound the probability of a failure in a round, given the effective number of failed devices in the round. In Lemma 4 we approximate the number of pending recovery-requests, using Lemma 2. Using the number of pending requests, we approximate the effective number of failed devices in a round.

The analysis of random sparing is complicated by the fact that the devices' and groups' states are not independent, e.g., if some data-groups have very many representatives in some set of devices, then the number of representatives of other data-groups is probably not very large. This makes it difficult to apply directly the Chernoff bound. For this reason, we use in some places in the analysis, the notion of negative dependence [37].

Definition 4: Let $X=\left\{x_{1}, \ldots, x_{|X|}\right\}$ be an ordered set of random variables. The elements of $X$ are negatively dependent if for every disjoint index-sets $I \bigcup J \subseteq[|X|]$, and any functions $f: \mathcal{R}^{|I|} \rightarrow \mathcal{R}$ and $g: \mathcal{R}^{|J|} \rightarrow \mathcal{R}$ that are both non-increasing or non-decreasing,

$$
\begin{align*}
& \mathbf{E}\left[f\left(x_{i}, i \in I\right) \cdot g\left(x_{j}, j \in J\right)\right] \leq  \tag{58}\\
& \quad \mathbf{E}\left[f\left(x_{i}, i \in I\right)\right] \cdot \mathbf{E}\left[g\left(x_{j}, j \in J\right)\right] .
\end{align*}
$$

The following lemma contains useful properties of negatively-associated random variables which we will use. The statements of the lemma appear in [37], or are slight variations of them.

Lemma 1: Let $X$ be an ordered set of random variables. Then

1. If $f: \mathcal{R} \rightarrow \mathcal{R}$ is a non-increasing or non-decreasing function, then the Chernoff bound can be applied to $\sum_{x \in X} f(x)$.
2. If $Y$ is a set of negatively-associated random variables, and $X$ and $Y$ are independent, then $X \bigcup Y$ is negatively dependent.

We first bound the expectation of the number of full devices in a round. This in turn, serves to bind the expected number of reassignments performed.
Lemma 2: At some round, let the fraction of operating devices' blocks be $\beta^{\prime}$. Then, with high probability, the fraction of full devices is at most

$$
\begin{equation*}
\left(\frac{2}{\beta^{\prime}\left(\frac{1}{\beta^{\prime}}-1\right)^{3} c}\right)^{\frac{1}{3}} \tag{59}
\end{equation*}
$$

Proof: Let the number of devices be $n^{\prime}$, and define the vector $\underline{c}$, s.t. $\underline{c}[i]$ denotes the number of elements in device $i$. For some $\delta^{\prime} \leq 1$ and $\beta^{\prime \prime} \leq \beta^{\prime}$, assume that a subset $S \subseteq\left[n^{\prime}\right]$ exists, s.t. $|S| \geq \delta^{\prime} n^{\prime}$, and $\forall_{i \in S} \underline{C}[i] \geq \beta^{\prime \prime} c$. A straightforward calculation shows that the maximum fraction of full devices, is at most

$$
\begin{equation*}
\delta \leq \frac{\frac{\beta^{\prime} n^{\prime} c-\delta^{\prime} n^{\prime} \beta^{\prime \prime} c}{c-\beta^{\prime \prime} c}}{n^{\prime}}=\frac{\beta^{\prime}-\delta^{\prime} \beta^{\prime \prime}}{1-\beta^{\prime \prime}} \tag{60}
\end{equation*}
$$

From (60), to show that $\delta$ is small, we can show that $\delta^{\prime}{ }^{\beta^{\prime \prime}} \approx^{\beta^{\prime}} 1$.

Consider three processes $\mathcal{A}, \mathcal{B}$, and $\mathcal{C}$, each inserting $\beta^{\prime} n^{\prime} c$ blocks into the $n^{\prime}$ devices. Each process inserts blocks
in $\frac{\beta^{\prime} n^{\prime} c}{\ell}$ iterations. In each iteration, process $\mathcal{A}$ inserts a coding group into $\ell$ distinct devices. If a full device is encountered, reassignment is performed. Process $\mathcal{B}$ does the same for the case $c \rightarrow \infty$, ad so reassignment are not performed. Process $\mathcal{C}$ does the same as $\mathcal{B}$, except that at each iteration, the $\ell$ devices are chosen with replacement.

Define the vector $\underline{w}$ as the indicator of $\underline{c}[i]$ containing less than $(1-\epsilon) \beta^{\prime} c$ elements, i.e.,

$$
\begin{equation*}
\underline{w}[i]=I\left(\underline{c}[i] \leq(1-\epsilon) \beta^{\prime} c\right) . \tag{61}
\end{equation*}
$$

We would like to show that at the termination of process $\mathcal{A}$, with high probability, most entries of $\underline{w}$ are 0 . It clearly suffices to show that at the termination of process $\mathcal{B}$, with high probability, most entries of $\underline{w}$ are 0 .

At the termination of any of the three processes,

$$
\begin{equation*}
\forall_{i \in\left[n^{\prime}\right]} \mathbf{E}[\underline{c}[i]] \stackrel{(a)}{=} \frac{\sum_{i \in\left[n^{\prime}\right]} \mathbf{E}[\underline{c}[i]]}{n^{\prime}} \stackrel{(b)}{=} \beta^{\prime} c \tag{62}
\end{equation*}
$$

where (a) follows from the symmetry between devices, and (b) follows from linearity of expectation and the fact that $\mathbf{E}\left[\sum_{i \in\left[n^{\prime}\right]} c[i]\right]=n^{\prime} \beta^{\prime} c$. At the termination of process $\mathcal{B}$, it follows from the Chernoff bound that for $i \in\left[n^{\prime}\right]$,

$$
\begin{equation*}
\mathbf{P}(\underline{w}[i]=1) \leq e^{-\frac{\beta^{\prime} c c^{2}}{2}} . \tag{63}
\end{equation*}
$$

We cannot directly deduce from the low probability of the event $\underline{w}\left[n^{\prime}\right]=1$ in (63), the high-probability of a lowfraction of entries of $\underline{w}$ being 1 . The Chernoff bound does not apply immediately, as the entries are not independent. If (63) would result from process $\mathcal{C}$, then condition 2 in Lemma 1 would hold, and the Chernoff bound would apply. For process $\mathcal{B}$, however, condition 2 in Lemma 1 does not hold, as the placements of the $\ell$ blocks in each iteration are not independent. Rather than using Lemma 1 directly, we show the Chernoff bound applies, by applying the Harris inequality in a slightly different way than used in [37].

Let $c_{n}^{\prime}=\underline{c}\left[n^{\prime}\right]$. For any $t$,

$$
\begin{align*}
& \mathbf{E}\left[\Pi_{i \in\left[n^{\prime}\right]} e^{t \cdot \underline{w}[i]}\right]=  \tag{64}\\
& \mathbf{E}\left[e^{t \cdot \underline{w}\left[n^{\prime}\right]} \cdot \Pi_{i \in\left[n^{\prime}-1\right]} e^{t \cdot \underline{w}[i]}\right]= \\
& \mathbf{E}\left[\mathbf{E}\left[e^{t \cdot \underline{w}\left[n^{\prime}\right]} \Pi_{i \in\left[n^{\prime}-1\right]} e^{t \cdot \underline{w}[i]} \mid c_{n}^{\prime}\right]\right] \stackrel{(a)}{=} \\
& \mathbf{E}\left[\mathbf{E}\left[\mathbf{E}\left[e^{t \cdot \underline{w}\left[n^{\prime}\right]} \mid c_{n}^{\prime}\right] \Pi_{i \in\left[n^{\prime}-1\right]} e^{t \cdot \underline{w}[i]} \mid c_{n}^{\prime}\right]\right] \stackrel{(b)}{=} \\
& \mathbf{E}\left[\mathbf{E}\left[e^{t \cdot \underline{w}\left[n^{\prime}\right]} \mid c_{n}^{\prime}\right] \mathbf{E}\left[\Pi_{i \in\left[n^{\prime}-1\right]} e^{t \cdot \underline{w}[i]} \mid c_{n}^{\prime}\right]\right] \stackrel{(c)}{\leq} \\
& \mathbf{E}\left[\mathbf{E}\left[e^{t \cdot \underline{w}\left[n^{\prime}\right]} \mid c_{n}^{\prime}\right]\right] . \\
& \mathbf{E}\left[\mathbf{E}\left[\Pi_{i \in\left[n^{\prime}-1\right]} e^{t \cdot \underline{w}[i]} \mid c_{n}^{\prime}\right]\right]= \\
& \mathbf{E}\left[e^{t \cdot \underline{w}\left[n^{\prime}\right]}\right] \mathbf{E}\left[\Pi_{i \in\left[n^{\prime}-1\right]} e^{t \cdot \underline{w}[i]}\right] \stackrel{(d)}{\leq} \\
& \mathbf{E}\left[e^{t \cdot \underline{w}\left[n^{\prime}\right]}\right] \Pi_{i \in\left[n^{\prime}-1\right]} \mathbf{E}\left[e^{t \cdot \underline{w}[i]}\right] \leq \\
& \Pi_{i \in\left[n^{\prime}\right]} \mathbf{E}\left[e^{t \cdot \underline{w}[i]}\right] .
\end{align*}
$$

In the above, (a) and (b) follow from the fact that given $c_{n}^{\prime}$, $e^{t \cdot \underline{w}\left[n^{\prime}\right]}$ is obviously a constant. Inequality (c) follows from the Harris inequality [38]. Inequality (d) follows from a repeated application of the same idea to $\mathbf{E}\left[\Pi_{i \in\left[n^{\prime}-1\right]} e^{t \cdot \underline{w}[i]}\right]$.
By (64), the Chernoff bound can be applied to
 approximate, with high probability $1-\frac{\sum_{i \in\left[n^{\prime}\right]} \underline{w}[i]}{n^{\prime}}$ by the right side of (63). Inserting into (60), we obtain

$$
\begin{align*}
& \frac{\beta^{\prime}-\left(1-e^{-\frac{\beta^{\prime} c \epsilon^{2}}{2}}\right) \beta^{\prime}(1-\epsilon)}{1-\beta^{\prime}(1-\epsilon)} \stackrel{(a)}{\approx}  \tag{65}\\
& \frac{e^{-\frac{\beta^{\prime} c \epsilon^{2}}{2}}+\epsilon}{\frac{1}{\beta^{\prime}}-1} \stackrel{(b)}{\leq}\left(\frac{2}{\beta^{\prime}\left(\frac{1}{\beta^{\prime}}-1\right)^{3} c}\right)^{\frac{1}{3}}
\end{align*}
$$

where (a) follows from neglecting the second order term $\epsilon \cdot e^{-\frac{\beta^{\prime} c \epsilon^{2}}{2}}$, and (b) follows from taking $\epsilon=\left(\frac{2}{\beta^{\prime} c}\right)^{\frac{1}{3}}$.

We next bound the error probability in a round, assuming that all groups failing up to the round's start have been recovered.

Lemma 3: At some round, let the number of functioning devices be $n^{\prime}$, and let the effective number of failed device in the round be $n_{f}^{\prime}$. Assume that for some $\delta$, each group can be recovered if at most

$$
\begin{equation*}
\ell^{\prime}=(1+\delta) n_{F}^{\prime} \frac{\ell}{n^{\prime}} \tag{66}
\end{equation*}
$$

blocks of it are lost.
Then the probability of failure in the round, is

$$
\begin{equation*}
e^{\left(-\frac{1}{2 \frac{\beta n c}{\ell} e^{-\frac{n_{F}^{\prime} \frac{\ell}{n^{\prime}} \cdot \delta^{2}}{2}}}\right)} . \tag{67}
\end{equation*}
$$

Proof: Let the set of devices failing in the round be $F\left(i . e ., n_{f}^{\prime}=|F|\right)$. Define the vector $\underline{z}$ whose $i$ th entry represents the number of elements of the $i$ th group in the failed devices of the round, i.e., for $i \in\left[n^{\prime}\right]$,

$$
\begin{equation*}
\underline{z}[i]=\left|\left\{j \mid \exists_{C \in F} \underline{x}^{i}[j] \in C\right\}\right| . \tag{68}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\mathbf{P}(\underline{z}[i]=x)=\frac{\binom{\ell}{x}\binom{n^{\prime}-\ell}{n_{f}^{\prime}-x}}{\binom{n^{\prime}}{n_{f}^{\prime}}} \tag{69}
\end{equation*}
$$

Since the distribution is hyper-geometric, the $\underline{z}[i]$ are negatively dependent. From the Chernoff bound,

$$
\begin{equation*}
\mathbf{P}\left(\underline{z}[i] \geq(1+\delta) n_{F}^{\prime} \frac{\ell}{n^{\prime}}\right) \leq e^{-\frac{n_{F}^{\prime} \frac{\ell}{n^{\prime}} \cdot \delta^{2}}{2}} \tag{70}
\end{equation*}
$$

We define a vector $\underline{w}$ whose $i$ th entry is the indicator of the group-failure event, i.e.,

$$
\begin{equation*}
\underline{w}[i]=I\left(\underline{z}[i] \geq(1+\delta) n_{F}^{\prime} \frac{\ell}{n^{\prime}}\right) \tag{71}
\end{equation*}
$$

We are interested in the event that $\underline{w}$ is the all- 0 vector, i.e., no group had many elements in $F$. Noting that the elements of $\underline{w}$ are negatively dependent, and that a group failed if

$$
\begin{align*}
& \sum_{i \in \frac{\beta n c}{\ell}} \underline{w}[i] \geq 1=  \tag{72}\\
& \quad \frac{\beta n c}{\ell} \cdot e^{-\frac{n_{F}^{\prime} \frac{\ell}{n^{\prime}} \cdot \delta^{2}}{2}}\left(1+\frac{1}{\frac{\beta n c}{\ell} e^{-\frac{n_{F}^{\prime} \frac{\ell}{n^{\prime}} \cdot \delta^{2}}{2}}}-1\right)
\end{align*}
$$

we have, by the Chernoff bound,

$$
\begin{equation*}
\ln \left(\mathbf{P}\left(\sum_{j \in\left[\frac{\beta n c}{\ell}\right]} w[j] \geq 1\right)\right) \stackrel{(a)}{\leq} \tag{73}
\end{equation*}
$$

$$
\begin{aligned}
& -\frac{\frac{\beta n c}{\ell} e^{-\frac{n_{F}^{\prime} \frac{\ell}{n^{\prime}} \cdot \delta^{2}}{2}}\left(\frac{1}{\frac{\beta n c}{\ell} e^{-\frac{n_{F}^{\prime} \frac{\ell}{n^{\prime}} \cdot \delta^{2}}{2}}}-1\right)^{2}}{2} \stackrel{(b)}{\approx} \\
& -\frac{1}{2 \frac{\beta n c}{\ell} e^{-\frac{n_{F}^{\prime} \frac{\ell}{n^{\prime}} \cdot \delta^{2}}{2}}},
\end{aligned}
$$

where (a) follows from (72), and (b) follows from (53) and the fact that $n_{f}^{\prime}=O\left(n^{\prime}\right)$.

A block is pending if it is waiting to be read from or written to some device. The number of pending blocks affects the effective number of failures per round.

## Check what to do in next lemma regarding lamdda and

Lemma 4: Let $m$ be the total number of system-wide pending blocks in steady state. Then

$$
\begin{equation*}
m \lesssim n\left(\lambda \beta c t_{s}+\frac{e^{\frac{\Lambda}{\Xi}}-1}{2-e^{\frac{\Lambda}{\Xi}}}\right) \approx n \beta c \lambda\left(t_{s}+\frac{k+1}{\mu r}\right) \tag{74}
\end{equation*}
$$

where

$$
\begin{align*}
& \Lambda \approx \lambda \beta c(k+1)  \tag{75}\\
& \Xi=\mu r
\end{align*}
$$

Proof:

## Add explanation on prev rounds

The inter-failure time of devices from $S$ is distributed. With high probability, the number of failed functioning devices in an epoch approaches $(1 \pm o(1)) \lambda n s t_{s}$; the number of functioning devices is always in the approximate range $\left[n-n \lambda s t_{s}, n\right]$. It follows that the failure rate of functioning devices normalized by the remaining number of functioning devices can be upper bounded by

$$
\begin{equation*}
(1 \pm o(1)) \frac{\lambda n s t_{s}}{\left(n-n \lambda s t_{s}\right) s t_{s}} \tag{76}
\end{equation*}
$$

The failure of each failed functioning-device's block generates $k$ read requests approximately uniformly distributed among functioning devices. Since the inter-failure time of failed devices is exponential, and a random splitting of an exponential process is itself an exponential process [39], the read-request process per device is approximately distributed exponentially with rate

$$
\begin{equation*}
\frac{\lambda n \beta c s t_{s} k}{\left(n-n \lambda s t_{s}\right) s t_{s}} . \tag{77}
\end{equation*}
$$

The failure of each failed functioning-device's block generates a single write requests and possibly reassignment requests. By the same reasoning, the process generated by these requests per functioning device is approximately distributed exponentially, with rate

$$
\begin{equation*}
\frac{\lambda n \beta c s t_{s} k}{\left(n-n \lambda s t_{s}\right) s t_{s}} \frac{1}{k(1-\gamma)} \stackrel{(a)}{\approx} \frac{\lambda n \beta c s t_{s}}{\left(n-n \lambda s t_{s}\right) s t_{s}} \tag{78}
\end{equation*}
$$

where

$$
\begin{align*}
\beta^{\prime} & =\beta+2 \frac{n_{R} \beta}{n}=\beta\left(1+2 \lambda s t_{s}+2\left(\lambda s t_{s}\right)^{2}\right)  \tag{79}\\
\gamma & =\left(\frac{2}{\beta^{\prime}\left(\frac{1}{\beta^{\prime}}-1\right)^{3} c}\right)^{\frac{1}{3}} \tag{80}
\end{align*}
$$

and (a) follows from the fact that $c$ is large.
To maintain equilibrium between the contraction and expansion processes, the number of replacement devices should be approximately

$$
\begin{equation*}
\left(n \lambda s t_{s}+n\left(\lambda s t_{s}\right)^{2}\right), \tag{81}
\end{equation*}
$$

where the first term is due to the expected number of failed devices from $S$, and the second term is due to the expected number of failed replacement devices. By the same reasoning as above, the average rate of requests per functioning device due to the expansion process is

$$
\begin{equation*}
\frac{\left(n \lambda s t_{s}+n\left(\lambda s t_{s}\right)^{2}\right) \beta c}{\left(n-n \lambda s t_{s}\right) s t_{s}} \tag{82}
\end{equation*}
$$

which by (55) is negligible in comparison to (77) or (78).
Since the sum process of two exponential processes is exponential [39], the load on each functioning device can be modelled by an $M / D / 1$ queue. The birth rate is given by the sum of (77) and (78), which by (55) is approximately $\lambda \beta c(k+1)$. The death rate is $\mu r$.

In Section V we deal with bounds on such queues. Corollary 1 of Subsection V-D gives the steady state distribution of each queue, given the birth and death rates. Using this and the fact that the lengths of the queues are negatively dependent, we obtain (74).
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## C. Simulation Results

In this subsection we show simulation results for the random-sparing scheme:

- Figure 4 shows the single-layer storage-rate and maximal fraction of fixable nodes as a function of left and right edgedegrees (derived in (18) and (13) respectively). As noted, the rate of this code is sub-optimal, necessitating the use of the augmented code from Subsection II-C.
- We have performed 500 tests on the block errorprobability. In each test a random code with $m=10000$ left nodes, $\hat{q}=4, \hat{a}=4, \hat{\alpha}=\frac{1}{3}$, and 8236 right nodes was first built. Then, $10^{6}$ iterations were performed. In each iteration 3900 left nodes were initially set to be corrupted, and were then attempted to be fixed. The code succeeded in every single iteration of every single test.
- Figures 5 and 6 show the number of updated nodes as a function of the fraction of modified left nodes, for the case $\hat{q}=4, \hat{a}=7$, and $m=10004$ left nodes. Note that as predicted, simulation results coincide with the expected value, given by (16). For small fractions of left nodes being updated, the number of update-IOs can be approximated as the number of updated left nodes times average left degree $\left(a_{l}\right)$.
- Figure 7 shows the number of nodes, accessed by the recovery procedure, as a function of the fraction of failed left nodes, for the case $\hat{q}=4, \hat{a}=7$, and $m=10004$ left nodes. Note that the assumption of $a$ accesses per each failed node gives the upper bound on the number of accessed nodes, as shown in (15).
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## D. Discussion

In this section we have shown how to create a level employing random sparing. This scheme appears to be similar to one indpendently proposed in OceanStore [27]. From Theorem 4, though, we deduce that the storage rate for small and large coding-groups must differ, as opposed to the uniform coding-rate in OceanStore. Theorem 4 also concurs with the bounds from Section ??; as the amount of user data grows, the coding-group size must grow as well, and the performance must decrease. The scheme can be used however to build a hierarchy of levels.

The scheme relies on the use of codes with recovery locality. It was previously shown that codes with good update locality have bad recovery locality, and vice versa [31]. While this is true when considering a single code, the conclusion is somewhat different when considering random sparing. The analysis in Lemma 4 shows that if codes do
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not have recovery locality, the load on each device-queue grows indefinitely. It follows that the redundancy of each coding group must grow as well. In this case, the update performance must degrade.

## V. High-Intensity Data

For high-intensity data, high performance codes should be used. Assume a group of size $n$ is coded in an MDS code of storage rate $\frac{1}{n}$. One such code is the repetition code, wherein an item is replicated $n$ times. In the setting of storage, the repetition code is usually termed (multiway) mirroring. The repetition code does not require a read-modify-write sequence of operations to all redundant items, when a data item is modified. It is easy to show that it is the only such code (up to trivial variations). This makes the repetition code a good candidate for use in high intensity data level.

A possible semi-Markov modelling of the system is shown in Figure 20. The model consists of $n+1$ states, $A_{0}, \ldots, A_{n}$. The state $A_{i}$ indicates that $i$ devices are failed. The model begins in state $A_{0}$; and terminates in state $A_{n}$, when data is lost. The various $\Lambda_{i, j}$ and $\Xi_{j, i}$ indicate the transition rates between states, and we define them later on (they do not have the exact interpretation of the corresponding $M / M / 1$ queue values).

At each discrete multiple of $t_{d}$, the system detects the set of failed devices. Let $A_{i}$ and $A_{j}$ be arbitrary states, where $i \leq j$. A transition from $A_{i}$ to $A_{j}$ takes place when $j-i+1$ devices fail in time $t_{d}$. Note that neglecting the occurrence of two simultaneous events, valid in the $\mathrm{M} / \mathrm{M} / 1$ queue, is no longer valid. A transition from state $A_{j}$ to state $A_{i}$ takes place when $j-i+1$ devices have been recovered. The recovery of a device is performed by reading a copy of the data from operating devices, and writing it to a replacement device (and therefore requires $\frac{c}{r}$ time).

Note that the assumption that the model state completely determines the system state, valid in the $\mathrm{M} / \mathrm{M} / 1$ queue, is not valid. The transition from $A_{j}$ to $A_{i}$ depends on the length of time the system has been in state $A_{j}$, as well as the path by which $A_{j}$ has been reached.

In general, a more complicated setting may be considered, where the number of copies is considered, rather than the number of devices. Exploiting recovery-parallelism, the number of copies recovered in a given time may depend on
the number of existing copies. We do not analyze this setting in this work.

The use of birth-death processes for finding the MTTDL has been previously used for the case where the number of states is small [1], [17], [22]. When the number of states is large, the ability to recover many devices in parallel, is lost in the model. Also, as noted above, the exponential distribution does not coincide with the deterministic recovery-time, nor does it take into account the detection latency.

The section is organized as follows. In Subsection VA we model the system in Figure 20 in a way in which is amenable for finding a lower bound on the MTTDL. In Subsection V-B we show a solution to the model in Subsection V-A. In Subsection V-C we show an improved approximation for the lower bound. In Subsection V-D we use the same ideas to find a simple bound on steady-state distributions for the M/D/1 queue, a result needed for Section ??. In Subsection V-E we show simulation results on the MTTDL of multi-way mirroring.

## A. Modelling the System State

The system in Figure 20 shows the model from the viewpoint of the system controller. In a time interval $t_{d}$, many devices can fail. Devices can be in different stages of recovery. This means that each state can be reached from many different states. The resulting system of equations is complex. Rather than solving it directly, we consider a different system and viewpoint.

We consider a system composed of $n$ devices, with failure CDFs $1-e^{-\hat{\lambda}_{1} t}, \ldots, 1-e^{-\hat{\lambda}_{n} t}(t \geq 0)$, respectively. We will require in particular two cases: the case $n=2$ with arbitrary $\hat{\lambda}_{1}$ and $\hat{\lambda}_{2}$, and the case of an arbitrary $n$ with $\hat{\lambda}_{1}=\cdots=\hat{\lambda}_{n}=\hat{\lambda}$. We consider the same failure-detection latency and recovery time as in the original system. If a device fails during the recovery of some other devices, the recovery process is aborted and re-initiated. An imaginary observer with zero-delay knowledge of the state of each device observes the system. We consider the view of this observer. The model then becomes that in Figure 21.

In this model, it can be shown that neglecting two simultaneous events is valid. Note that a solution for this model is a lower bound on the solution of a original system in which device failure during recovery does not re-initiate the recovery process.

Let $A(t)$ be the state at time $t$. Let

$$
\begin{align*}
p_{i, j}(h+t, t) & =\mathbf{P}\left(A(h+t)=A_{j} \mid A(t)=A_{i}\right)  \tag{83}\\
p_{i}(h+t, t) & =p_{0, i}(h+t, t)
\end{align*}
$$

As opposed to an $M / M / k$ type of setting, it is not possible to precisely define here

$$
\begin{align*}
p_{i, j}(h) & =p_{i, j}(h+t, t),  \tag{84}\\
p_{i}(h) & =p_{0, i}(h+t, t),
\end{align*}
$$
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since the model state alone does not determine the system state. By equating the transition rates between states, we show that (84) can hold as an approximation, and be found by a system of approximate differential equations.

Definition 5: Let

$$
\begin{equation*}
\Xi(\Lambda)=\Lambda\left(\frac{1}{1-e^{-\Lambda \frac{c}{r} \frac{1-e^{-\Lambda t_{d}}}{\Lambda t_{d}}}}-1\right) \tag{85}
\end{equation*}
$$

Let $p_{i}(t)=p_{i}\left(t, \hat{\lambda}_{1}, \ldots, \hat{\lambda}_{n}, \frac{c}{r}, t_{d}\right)$ be defined by the system of differential equations:

$$
\begin{align*}
& p_{i}^{\prime}(t)=  \tag{86}\\
& \quad \Lambda_{i-1} p_{i-1}(t)+\Xi_{i+1} p_{i+1}(t)-\left(\Lambda_{i}+\Xi_{i}\right) p_{i}(t) \\
& p_{0}(0)=1 \\
& p_{1}(0)=\cdots=p_{n}(0)=0
\end{align*}
$$

for $i \in\{0, \ldots, n\}$, and $\Lambda_{i}$ and $\Xi_{i}$ defined as:

- For the case of system of two devices:
$\Lambda_{0}=\hat{\lambda}_{0}+\hat{\lambda}_{1}$,
$\Lambda_{1}=\frac{\hat{\lambda}_{1} \hat{\lambda}_{2}\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{1}\right)+\Xi\left(\hat{\lambda}_{2}\right)\right)}{\hat{\lambda}_{1}^{2}+\hat{\lambda}_{2}^{2}+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{2}\right)}$,
$\Xi_{1}=$

$$
\frac{\hat{\lambda}_{1}^{2} \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2}^{2} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)}{\hat{\lambda}_{1}^{2}+\hat{\lambda}_{2}^{2}+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{2}\right)}
$$

$\Lambda_{-1}=\Lambda_{2}=\Xi_{0}=\Xi_{2}=0$.

- For the case of $n$ identical devices:

$$
\begin{align*}
& \Lambda_{i}= \begin{cases}0 & , \\
(n-i) \hat{\lambda} & , \\
\text { otherwise }\end{cases}  \tag{88}\\
& \Xi_{i}= \\
& \begin{cases}0, & i \in\{0, n, n+1\} \\
\Xi\left(\Lambda_{i}\right), & \text { otherwise }\end{cases}
\end{align*}
$$

By equating transition rates, we show the following.
Theorem 5: The probability of data loss at time $t$ is lower bounded by $p_{n}(t)$, given by Definition 5 .

Proof: In the new model, recovery does not commence immediately once devices fail (due to the detection latency $t_{d}$ ). If it is known that an exponential event occurred up to time $t+t_{d}$, then the a-posteriori probability of its taking place at any time $t^{\prime} \in\left[t, t+t_{d}\right]$ is equally likely.

Consider two random variables, $t_{i}^{b}$ and $t_{i}^{d}$, with respective PDFs:

$$
\begin{align*}
\Lambda_{i} e^{-\Lambda_{i} t} & , \quad(t>0),  \tag{89}\\
\frac{1}{t_{d}} & , \quad\left(t \in\left[\frac{c}{r}, \frac{c}{r}+t_{d}\right]\right) .
\end{align*}
$$

We define a third process $t_{i}^{\ell}=\min \left\{t^{d_{i}}, t^{b_{i}}\right\}$. The rate of the renewal process generated by $t_{i}^{\ell}$, is then $\frac{1}{\mathbf{E}\left[t_{i}^{\ell}\right]}$. It can be shown that

$$
\begin{equation*}
\mathbf{E}\left[t_{i}^{\ell}\right]=\frac{1}{\Lambda_{i}}\left(1-e^{-\Lambda_{i} \frac{c}{r}} \frac{1-e^{-\Lambda_{i} t_{d}}}{\Lambda_{i} t_{d}}\right) \tag{90}
\end{equation*}
$$

Each renewal in the process generated by $t^{l_{i}}$ is caused by either $t^{b_{i}}$ or $t^{d_{i}}$. We define the probabilities

$$
\begin{align*}
p_{i}^{b} & =\mathbf{P}\left(\min \left\{t_{i}^{d}, t_{i}^{b}\right\}=t_{i}^{b}\right)  \tag{91}\\
p_{i}^{d} & =\mathbf{P}\left(\min \left\{t_{i}^{d}, t_{i}^{b}\right\}=t_{i}^{d}\right)
\end{align*}
$$

It can be shown that

$$
\begin{align*}
p_{i}^{b} & =e^{-\Lambda_{i} \frac{c}{r}} \frac{1-e^{-\Lambda_{i} t_{d}}}{\Lambda_{i} t_{d}}  \tag{92}\\
p_{i}^{d} & =1-e^{-\Lambda_{i} \frac{c}{r}} \frac{1-e^{-\Lambda_{i} t_{d}}}{\Lambda_{i} t_{d}} \tag{93}
\end{align*}
$$

By using the standard technique [39] of equating the entry and exit rate of each state using the ChapmanKolmogorov equations, it can be shown that in this case,

$$
\begin{equation*}
p_{i, j}^{\prime}(t)=\sum_{k \neq j} q_{k, j} p_{i, k}(t)-\nu_{j} p_{i, j}(t) \tag{94}
\end{equation*}
$$

holds approximately, where $\nu_{j}$ is the rate of the renewal process generated by $t_{j}^{\ell}$, and $q_{i, k}$ is the rate of the renewal process generated by transferring from $A_{i}$ to $A_{k}$.

It follows that we can insert into (94) the following:

$$
\begin{align*}
q_{i, i+1} & =\Lambda_{i}=p_{i}^{b} \frac{1}{\mathbf{E}\left[t_{i}^{\ell}\right]}  \tag{95}\\
q_{i, i-1} & =\Xi_{i}=p_{i}^{d} \frac{1}{\mathbf{E}\left[t_{i}^{\ell}\right]}, \\
\nu_{i} & =\Lambda_{i}+\Xi_{i}=\frac{1}{\mathbf{E}\left[t_{i}^{\ell}\right]} .
\end{align*}
$$

It now remains to find the various $\Lambda_{i}$ and $\Xi_{i}$ :

- For the system of 2 devices, the failure rate when in state $A_{0}$ is clearly $\Lambda_{0}=\hat{\lambda}_{1}+\hat{\lambda}_{2}$. With probability $\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\lambda}_{2}}$, the device with $\hat{\lambda}_{2}$ fails first. In this case, $\Lambda_{1}=\hat{\lambda}_{2}$ and $\Xi_{1}=$ $\Xi\left(\hat{\lambda}_{2}\right)$. Similarly, with probability $\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{1}+\hat{\lambda}_{2}}, \Lambda_{1}=\hat{\lambda}_{1}$ and
$\Xi_{1}=\Xi\left(\hat{\lambda}_{1}\right)$. By applying the Bayes rule, we get:
$\mathbf{E}\left[t_{1}^{\ell}\right]=$

$$
\begin{align*}
& \frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\lambda}_{2}} \frac{1}{\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{2}\right)}+\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{1}+\hat{\lambda}_{2}} \frac{1}{\hat{\lambda}_{1}+\Xi\left(\hat{\lambda}_{1}\right)}=  \tag{96}\\
& \frac{\hat{\lambda}_{1}^{2}+\hat{\lambda}_{2}^{2}+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{2}\right)}{\left(\hat{\lambda}_{1}+\Xi\left(\hat{\lambda}_{1}\right)\right)\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}\right)\left(\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{2}\right)\right)} \tag{101}
\end{align*}
$$

$p_{i}^{b}=$

$$
\begin{equation*}
\frac{\hat{\lambda}_{1} \hat{\lambda}_{2}\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{1}\right)+\Xi\left(\hat{\lambda}_{2}\right)\right)}{\left(\hat{\lambda}_{1}+\Xi\left(\hat{\lambda}_{1}\right)\right)\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}\right)\left(\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{2}\right)\right)} \tag{102}
\end{equation*}
$$

$$
\frac{\left(\hat{\lambda}_{1}^{2} \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2}^{2} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)\right)}{\left(\hat{\lambda}_{1}+\Xi\left(\hat{\lambda}_{1}\right)\right)\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}\right)\left(\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{2}\right)\right)}
$$

where $j \in[n-1]$.
Using the Laplace transform:

$$
\begin{aligned}
\int_{0}^{\infty} p_{j}(t) e^{-s t} d t & =a_{j}(s) \\
\int_{0}^{\infty} p_{j}^{\prime}(t) e^{-s t} d t & =-p_{j}(0)+s a_{j}(s)
\end{aligned}
$$

we obtain the equation system:

$$
\begin{aligned}
\left(-s-\Lambda_{0}\right) a_{0}(s)+\sum_{i=1}^{k-1} \Xi_{i} a_{i}(s)=-p_{0}(0) & =-1, \\
\left(-s-\Xi_{j}-\Lambda_{j}\right) a_{j}(s)+\Lambda_{j-1} a_{j-1}(s)=-p_{j}(0) & =0 \\
-s a_{n}(s)+\Lambda_{n-1} & =0
\end{aligned}
$$

$$
p_{i}^{d}=
$$

Note that once the system enters $A_{n}$, it will not leave it. It follows that defining the MTTDL by $\bar{t}_{n}$, we have

$$
\begin{equation*}
\bar{t}_{n}=\int_{0}^{\infty} R_{S}(t) d t=\int_{0}^{\infty} t p_{n}^{\prime}(t) d t \tag{103}
\end{equation*}
$$

Combining (95) and (96), we have
$\Lambda_{1}=$

$$
\begin{equation*}
\frac{\hat{\lambda}_{1} \hat{\lambda}_{2}\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{1}\right)+\Xi\left(\hat{\lambda}_{2}\right)\right)}{\hat{\lambda}_{1}^{2}+\hat{\lambda}_{2}^{2}+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{2}\right)} \tag{97}
\end{equation*}
$$

$\Xi_{1}=$

$$
\frac{\hat{\lambda}_{1}^{2} \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2}^{2} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)}{\hat{\lambda}_{1}^{2}+\hat{\lambda}_{2}^{2}+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{2}\right)}
$$

- For the system of $n$ identical devices, when in state $A_{i}$, the time to device failure is clearly distributed exponentially with rate $\Lambda_{i}=(n-i) \hat{\lambda} . \Xi_{i}$ can be found as before.


## B. Estimating the MTTDL

In this subsection we modify the method in [40] to solve (86) for the MTTDL.

Theorem 6: Assume that

$$
\begin{equation*}
\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}} \gg n \lambda . \tag{98}
\end{equation*}
$$

Then the MTTDL of the system in Figure 21 is approximately lower bounded by

$$
\begin{equation*}
\sum_{j=1}^{n} \frac{1}{\Lambda_{j-1}} \prod_{i=j}^{n-1}\left(1+\frac{\Xi_{i}}{\Lambda_{i}}\right) \approx \frac{\left(\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}}\right)^{n-1}}{n!\lambda^{n}} \tag{99}
\end{equation*}
$$

where $\Xi_{i}=\Xi\left(\Lambda_{i}\right)$.
Proof: For the system in Figure 21, the equation system (86) becomes the following:

$$
\begin{align*}
p_{0}^{\prime}(t) & =-\Lambda_{0} p_{0}(t)+\sum_{i=1}^{n-1} \Xi_{i} p_{i}(t)  \tag{100}\\
p_{j}^{\prime}(t) & =-\left(\Xi_{j}+\Lambda_{j}\right) p_{j}(t)+\Lambda_{j-1} p_{j-1}(t)  \tag{108}\\
p_{n}^{\prime}(t) & =\Lambda_{n-1} p_{n-1}(t) \\
p_{1}(0) & =1 \tag{109}
\end{align*}
$$

where

$$
\begin{gather*}
g(s)=  \tag{106}\\
\Delta\left(\begin{array}{cccccc}
-R_{0}^{O} & \Xi_{1} & \Xi_{2} & \ldots & \Xi_{n-1} & \\
\Lambda_{0} & -R_{1}^{O} & & & & \\
& \ddots & \ddots & & & \\
& & \ddots & \ddots & & \\
& & & \Lambda_{n-2} & -R_{n-1}^{O} & \\
g_{n}(s) & \\
& & & & \Lambda_{n-1} & -s
\end{array}\right) \\
\Delta\left(\begin{array}{cccccc}
-R_{0}^{O} & \Xi_{1} & \Xi_{2} & \ldots & \Xi_{n-1} & -1 \\
\Lambda_{0} & -R_{1}^{O} & & & & \\
& \ddots & \ddots & & & \\
& & \ddots & \ddots & \\
& & & \Lambda_{n-2} & -R_{n-1}^{O} & \Lambda_{n-1}
\end{array}\right) \tag{107}
\end{gather*}
$$

and

$$
R_{i}^{O}=\Lambda_{i}+\Xi_{i}+s
$$

We first develop $g(s)$ and $g_{n}(s)$. For the former, we have

$$
g(s)=-s \gamma_{n}(s)
$$

where

$$
\begin{align*}
& \gamma_{n}(s)=  \tag{110}\\
& \quad \Delta\left(\begin{array}{ccccc}
-R_{0}^{O} & \Xi_{1} & \Xi_{2} & \ldots & \Xi_{n-1} \\
\Lambda_{0} & -R_{1}^{O} & & & \\
& \ddots & \ddots & & \\
& & \ddots & \ddots & \\
& & & \Lambda_{n-2} & -R_{n-1}^{O}
\end{array}\right)
\end{align*}
$$

For the latter, we have

$$
\begin{equation*}
g_{n}(s)=(-1)^{n+1} \prod_{i=0}^{n-1} \Lambda_{i} . \tag{111}
\end{equation*}
$$

Inserting (109) and (111) into (105) and (104), we have

$$
\begin{equation*}
\bar{t}_{n}=\frac{g_{n}^{\prime}(0)+\gamma_{n}^{\prime}(0)}{\gamma_{n}(0)} \tag{112}
\end{equation*}
$$

In the matrix within the determinant in (106), we may add all rows to the last without altering $g(s)$. To the matrix within the determinant in (107), we may append an all-0 column and the row $-s,-s, \ldots,-1$, without altering $g_{n}(s)$. After doing so, we have

$$
\begin{align*}
& g_{n}(s)+\gamma_{n}(s)=  \tag{113}\\
& \Delta\left(\begin{array}{cccccc}
-R_{0}^{O} & \Xi_{1} & \Xi_{2} & \ldots & \Xi_{n-1} & -1 \\
\Lambda_{0} & -R_{1}^{O} & & & & \\
& \ddots & \ddots & & & \\
& & \ddots & \ddots & & \\
& & & \Lambda_{n-2} & -R_{n-1}^{O} & \\
-s & -s & -s & -s & -s & -1
\end{array}\right)- \\
& \Delta\left(\begin{array}{cccccc}
-R_{0}^{O} & \Xi_{1} & \Xi_{2} & \ldots & \Xi_{n-1} & 0 \\
\Lambda_{0} & -R_{1}^{O} & & & & \\
& \ddots & \ddots & & & \\
& & \ddots & \ddots & & \\
& & & \Lambda_{n-2} & -R_{n-1}^{O} & \\
-s & -s & -s & -s & -s & -1
\end{array}\right) \stackrel{(a)}{=} \\
& \Delta\left(\begin{array}{cccccc}
-R_{0}^{O} & \Xi_{1} & \Xi_{2} & \ldots & \Xi_{n-1} & -1 \\
\Lambda_{0} & -R_{1}^{O} & & & & \\
& \ddots & \ddots & & & \\
& & \ddots & \ddots & & \\
& & & \Lambda_{n-2} & -R_{n-1}^{O} & \\
-s & -s & -s & -s & -s & 0
\end{array}\right)
\end{align*}
$$

where (a) follows from the fact that the determinant is distributive over matrices identical in all rows but one.

We note that the determinant in (114) is

$$
\begin{equation*}
s(-1)^{n} B_{n}(s), \tag{115}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{n}(s)=  \tag{116}\\
& \quad \Delta\left(\begin{array}{ccccc}
\Lambda_{0} & -R_{1}^{O} & & & \\
& \ddots & \ddots & & \\
& & \ddots & \ddots & \\
& & & \Lambda_{n-2} & -R_{n-1}^{O} \\
1 & 1 & 1 & 1 & 1
\end{array}\right) .
\end{align*}
$$

Furthermore, the following recurrence system is satisfied at $s=0$ :

$$
\begin{align*}
B_{k}(0) & =\prod_{i=0}^{k-2} \Lambda_{i}+\left(\Lambda_{k-1}+\Xi_{k-1}\right) B_{k-1}(0)  \tag{117}\\
B_{1}(0) & =1
\end{align*}
$$

Solving (117), we obtain

$$
\begin{equation*}
B_{k}(0)=\sum_{j=1}^{k} \prod_{i=0}^{j-2} \Lambda_{i} \prod_{i=j+1}^{k}\left(\Lambda_{i-1}+\Xi_{i-1}\right) \tag{118}
\end{equation*}
$$

Setting $s=0$ in (110), we have

$$
\begin{equation*}
\gamma_{n}(0)=(-1)^{n+1} \prod_{i=0}^{n-1} \Lambda_{i} . \tag{119}
\end{equation*}
$$

Inserting (118) and (119) into (112), we get

$$
\begin{align*}
\bar{t}_{n}= &  \tag{120}\\
& \left.\frac{1}{\gamma_{n}(0)} \frac{d\left(g_{n}(s)+\gamma_{n}(s)\right)}{d s}\right|_{s=0}= \\
& (-1)^{k} \frac{B_{n}(0)}{\gamma_{n}(0)}= \\
& \sum_{j=1}^{n} \frac{1}{\Lambda_{j-1}} \prod_{i=j}^{n-1}\left(1+\frac{\Xi_{i}}{\Lambda_{i}}\right) .
\end{align*}
$$

By applying (98) to (85), we have

$$
\begin{equation*}
\min _{i}\left\{\frac{\Xi_{i}}{\Lambda_{i}}\right\} \gg 1 \tag{121}
\end{equation*}
$$

and (120) simplifies to

$$
\begin{equation*}
\bar{t}_{n} \approx \frac{\prod_{i=1}^{n-1} \Xi_{i}}{\prod_{i=0}^{n-1} \Lambda_{i}} \tag{122}
\end{equation*}
$$

This can be further simplified by substituting

$$
\begin{align*}
& \Lambda_{i}=(n-i) \lambda,  \tag{123}\\
& \Xi_{i} \stackrel{(a)}{\approx}\left(\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}}\right),
\end{align*}
$$

where (a) follows from the application of (98) to (85).

## C. Improving the MTTDL Estimation

The system model from Subsection V-B assumes that any device failure while recovery, restarts the recovery process. This is needed for the definition of the state-transition rates. This is clearly a drawback. The MTTDL found in Section V-B therefore only lower bounds the true MTTDL. In this subsection we attempt to rectify this by considering "compound devices", i.e., devices composed of a sub-group of devices.

The main point we prove in this subsection is the following.

Theorem 7: Assume that

$$
\begin{equation*}
\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}} \gg 2 \lambda \tag{124}
\end{equation*}
$$

Then the MTTDL of the system in Figure 21 is approximately

$$
\begin{equation*}
\frac{\left(\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}}\right)^{n-1}}{2^{n-1} \lambda^{n}} \tag{125}
\end{equation*}
$$

We first analyze the failure-time distribution for the general case of two devices.

Lemma 5: A system of 2 devices whose failure times have respective CDFs $1-e^{-\hat{\lambda}_{1} t}$ and $1-e^{-\hat{\lambda}_{2} t}$, has a failure time having an approximate CDF

$$
\begin{equation*}
1-e^{-\frac{2 \lambda_{1} \hat{\lambda}_{2}}{\Xi} t} \tag{126}
\end{equation*}
$$

where

$$
\begin{equation*}
\Xi=\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}}, \tag{127}
\end{equation*}
$$

assuming that

$$
\begin{equation*}
\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}} \gg \max \left\{\hat{\lambda}_{1}, \hat{\lambda}_{2}\right\} . \tag{128}
\end{equation*}
$$

Proof: For this case, (86) becomes

$$
\begin{align*}
p_{0}^{\prime}(t) & =\Xi_{1} p_{1}(t)-\Lambda_{0} p_{0}(t)  \tag{129}\\
p_{1}^{\prime}(t) & =\Lambda_{0} p_{0}(t)-\left(\Xi_{1}+\Lambda_{1}\right) p_{1}(t) \\
p_{2}^{\prime}(t) & =\Lambda_{1} p_{1}(t)
\end{align*}
$$

where

$$
\begin{aligned}
\Lambda_{0}= & \hat{\lambda}_{0}+\hat{\lambda}_{1}, \\
\Lambda_{1} & =\frac{\hat{\lambda}_{1} \hat{\lambda}_{2}\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}+\Xi\left(\hat{\lambda}_{1}\right)+\Xi\left(\hat{\lambda}_{2}\right)\right)}{\hat{\lambda}_{1}^{2}+\hat{\lambda}_{2}^{2}+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{2}\right)}, \\
\Xi & = \\
& \frac{\hat{\lambda}_{1}^{2} \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2}^{2} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{1}\right) \Xi\left(\hat{\lambda}_{2}\right)}{\hat{\lambda}_{1}^{2}+\hat{\lambda}_{2}^{2}+\hat{\lambda}_{1} \Xi\left(\hat{\lambda}_{1}\right)+\hat{\lambda}_{2} \Xi\left(\hat{\lambda}_{2}\right)} .
\end{aligned}
$$

Solving (129) for $p_{0}(t)$ and $p_{1}(t)$, we get

$$
\begin{aligned}
& p_{0}(t)=-\frac{r_{2}+\Lambda_{0}}{r_{1}-r_{2}} e^{r_{1} t}+\frac{r_{1}+\Lambda_{0}}{r_{1}-r_{2}} e^{r_{2} t} \\
& p_{1}(t)=\frac{\left(\Lambda_{0}+r_{1}\right)\left(\Lambda_{0}+r_{2}\right)}{\Xi_{1}\left(r_{1}-r_{2}\right)}\left(-e^{r_{1} t}+e^{r_{2} t}\right)
\end{aligned}
$$

where

$$
\begin{align*}
& r_{1,2}=  \tag{132}\\
& \quad \frac{-\Lambda_{0}-\Lambda_{1}-\Xi_{1} \pm \sqrt{\left(\Lambda_{0}+\Lambda_{1}+\Xi_{1}\right)^{2}-4 \Lambda_{0} \Lambda_{1}}}{2}= \\
& \quad \frac{\Lambda_{0}+\Lambda_{1}+\Xi_{1}}{2}\left(-1 \pm \sqrt{1-\frac{4 \Lambda_{0} \Lambda_{1}}{\left(\Lambda_{0}+\Lambda_{1}+\Xi_{1}\right)^{2}}}\right)
\end{align*}
$$

Using the approximation in (128), we derive the following approximations for $i=1,2: \hat{\lambda}_{i} t_{d} \ll 1$ and $\hat{\lambda}_{i} \frac{c}{r} \ll 1$. Applying these approximations to (85), and using the powerseries approximation of $e^{x}$ for small $x$, we get $\Xi\left(\hat{\lambda}_{2}\right) \approx$ $\Xi\left(\hat{\lambda}_{2}\right) \approx \Xi=\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}}$. Applying this to (130), we get

$$
\begin{equation*}
\Xi_{1} \approx \Xi=\frac{1}{\frac{c}{r}+\frac{t_{d}}{2}} \tag{133}
\end{equation*}
$$

Applying (133) and using $\Xi \gg \max \left\{\hat{\lambda}_{1}, \hat{\lambda}_{2}\right\}$ in (130), we get

$$
\begin{equation*}
\Lambda_{1} \approx \frac{2 \hat{\lambda}_{1} \hat{\lambda}_{2}}{\left(\hat{\lambda}_{1}+\hat{\lambda}_{2}\right)} \stackrel{(a)}{\leq} 2 \max \left\{\hat{\lambda}_{1}, \hat{\lambda}_{2}\right\} \tag{134}
\end{equation*}
$$

where (a) follows from the Arithmetic - Geometric Mean inequality. Combining (134) with (133), we get $\frac{\Xi_{1}}{\max \left\{\Lambda_{1}, \Lambda_{2}\right\}} \gg$ 1. Using this fact, we approximate

$$
\begin{align*}
r_{1} & \approx-\left(\Lambda_{0}+\Lambda_{1}+\Xi_{1}\right)  \tag{135}\\
r_{2} & \approx-\frac{\Lambda_{0} \Lambda_{1}}{\Lambda_{0}+\Lambda_{1}+\Xi_{1}} \approx-\frac{\Lambda_{0} \Lambda_{1}}{\Xi_{1}}
\end{align*}
$$

The lemma follows by the fact that

$$
\begin{equation*}
\left|r_{1}\right| \gg\left|r_{2}\right| \Rightarrow e^{r_{1} t} \ll e^{r_{2} t} . \tag{136}
\end{equation*}
$$

## We now prove Theorem 7.

Proof: Lemma 5 gives the approximate failure-CDF of a system composed of two devices. From (126) we see that this distribution is exponential with inverse mean

$$
\begin{array}{r}
\tilde{\lambda}=\frac{2 \hat{\lambda}_{1} \hat{\lambda}_{2}}{\Xi} \approx  \tag{137}\\
2 \hat{\lambda}_{1} \hat{\lambda}_{2}\left(\frac{c}{r}+\frac{t_{d}}{2}\right) .
\end{array}
$$

Given a system of $n \geq 2$ devices, we can recursively consider the system as composed of two devices, one simple, and one "compound", both with failure times distributed exponentially. The corresponding state diagram is shown in Figure 22. In general, we can decompose a system of $n$ devices recursively, s.t. each device represents a compound device, an example of which is shown in Figure 23.

When analyzing the reliability of such a system, it is convenient to view it as a full binary tree (i.e., a tree where each node has 0 or 2 children), as in diagrams (a) and (b) of


Fig. 22. Reduction to a compound system.


Fig. 23. A recursive analysis.

Figure 24. In the tree of each diagram, any leaf is a device node (indicated by $D$ ). Any inner node is a compound node (indicated by $C$ ), the reliability of which is determined by its children nodes. The system reliability is that of the root. Lemma 5 shows how to combine the MTTDL of two subtrees. Surprisingly, the MTTDL of the entire tree depends only on the number of leaves, and not on the tree topology chosen.

## D. Lower Bounds on $M / D / 1$ Steady-State Distributions

In this subsection we find a simple bound on steadystate distributions for the $\mathrm{M} / \mathrm{D} / 1$ queue. This is needed for Section IV.

For the case of the $M / D / 1$ queue, equating the transition rates yields the following simple lower-bound approximation. In Figure 25 we see a graph corresponding to the


Fig. 24. A tree formed by the recursive analysis


Fig. 25. Markov-graph of birth-death process of failed devices.

M/D/1 process. Specifically, assume the process is a birthdeath process, with births generated by a Poisson process with mean interval times $\frac{1}{\lambda}$, and deaths occurring deterministically after $\frac{1}{\xi}$ time.

Corollary 1: For the given M/D/1 queue, let $P_{i}$ be the steady-state distribution of state $A_{i}$. Then

$$
\begin{equation*}
P_{i}=\left(e^{\frac{\lambda}{\xi}}-1\right)^{i}\left(2-e^{\frac{\lambda}{\xi}}\right) \tag{138}
\end{equation*}
$$

Proof: Following [39], we equate the transition rates, resulting, in a manner similar to the one used in Subsection V -A, in

$$
P_{i}= \begin{cases}\frac{\Xi P_{1}}{\lambda} & , \quad i=0  \tag{139}\\ \frac{\Xi P_{i+1}+\lambda P_{i-1}}{\Xi+\lambda} & , \quad i \neq 0\end{cases}
$$

where

$$
\begin{equation*}
\Xi=\lambda\left(\frac{1}{1-e^{-\frac{\lambda}{\xi}}}-1\right) \tag{140}
\end{equation*}
$$

by 85 .
The proof follows by solving (139), subject to the constraint $\sum_{i=0}^{\infty} P_{i}=1$.

## E. Simulation Results

In this subsection we show simulation results for multiway mirroring:

- Figures 26, 27, and 28 show the behavior of a system of two devices (Subsection V-C) for different settings of $\hat{\lambda}_{1}$, $\hat{\lambda}_{2}$, and $\Xi$. Each of the figures compares the CDFs obtained


Fig. 26. The CDF of the two-devices system MTTDL, for the case $\hat{\lambda}_{1}=\hat{\lambda}_{2}=\frac{1}{30}$ and $\Xi=1$.
by the following: the numerical solution of a differentialequation model of the system, the approximated solution shown in Lemma 5, and the results obtained by a software simulation of the system of devices. Note that the simulation results coincide with the approximation of Lemma 5 for both $\hat{\lambda}_{1}=\hat{\lambda}_{2}$ and $\hat{\lambda}_{1} \gg \hat{\lambda}_{2}$ settings. This result justifies the assumption that the MTTDL of a "compound device" has exponential distribution.

- Figure 29 and 30 show the behavior of a system as a function of the number of devices ( $n$ ). Figure 29 compares the MTTDLs obtained by the following: the results obtained by a software simulation of the system of devices, the exact and approximated expression from Theorem 6, and the approximation of Theorem 7. Note that Theorem 7 , based on the "compound device" approach, achieves the best estimation. Figure 30 compares, for two different settings, the MTTDLs obtained by the following: the results obtained by a software simulation of the system of devices, and the approximation of Theorem 7. Note that Theorem 7 indeed gives a lower bound on the system MTTDL.


## VI. Conclusions and Future Work

In this work we have presented and analyzed codes for storage systems. We have shown that it is easy to construct LDGM codes which have bounded recovery penalty. We have shown algorithms which incorporate codes of this type. Finding bounds and optimal codes subject to bounded penalty constraints, is left to future research. We have analyzed the distribution of the time to data loss of multi-way mirroring. The fact that such radically different codes and schemes can be applied to storage systems, suggests that storage reliability should be hierarchical [41]. This in turn raises many questions on the number of levels the hierarchy should contain, the code appropriate to each level, and the transition policy between levels. We leave these interesting questions to future research.


Fig. 27. The CDF of the two-devices system MTTDL, for the case $\hat{\lambda}_{1}=\hat{\lambda}_{2}=\frac{1}{50}$ and $\Xi=1$.


Fig. 28. The CDF of the two-devices system MTTDL, for the case $\hat{\lambda}_{1}=\frac{1}{30} \gg \hat{\lambda}_{2}=\frac{1}{900}$ and $\Xi=1$.
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