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Abstract
The networkability and ubiquity of hand-held de-
vices makes them ideally positioned to mediate ac-
cess to on-line news. Existing frameworks for news
delivery to hand-helds typically involve transcod-
ing methods by remote proxies layered over generic
summarisation techniques. We argue that such
environments, characterised by both analysis and
presentation being done on a server, fail to ac-
count for essential features of the news delivery
client. This work addresses two questions in this
context: the specialised ‘transcoding’ strategy for
a well-defined sub-type of content, namely that
of primarily text-based news documents, and the
emergence of a ‘summary-for-a-hand-held’ genre,
which exploits advanced linguistic analysis to meet
the particular requirements of information seeking
by news skimming on hand-helds. Directly re-
lated is the issue of how novel methods for de-
riving context- and profile-sensitive document ab-
stractions interact with novel metaphors for medi-
ating these abstractions according to the particulars
of their use.

1 Information seeking and hand-held
devices

In this paper we describe a framework for viewing
on-line news on wireless hand-held devices. Hand-
held devices present a significant departure from
established modes and metaphors for information
access and management. Originally conceived as
personal information managers (handling calendar
appointments, diary entries, to-do lists, ephemeral
notes, and so forth), they are rapidly gaining wider
deployment. Moreover, they are being targeted by
a wider class of applications, which view wireless
hand-helds as generic clients for custom informa-
tion delivery.

“Custom”, so far, typically tends to mean ei-
ther designing specialised applications (such as, for
instance, the interface for a home shopping ap-
plication (Bellamy et al., 2000)), or adapting con-
tent for hand-held delivery by means of deploying
transcoding proxies between a generic content pro-

viding server and the hand-held client (Smith et al.,
1998). In any case, such applications present sig-
nificant challenges for the design of electronic for-
mats and interfaces to them, given that hand-held
devices as a medium have limited display and in-
teraction capabilities. Their screens are small; (to
date, at least) not all of them support colour; those
that do face some limitations, compared to desktop
colour functionality; and input to them is typically
by pen (or, on occasions, by voice).

Still, hand-helds have several advantages over
desktop machines and large screen displays, not the
least of which is that they can be carried around at
all times. This makes them highly personal devices,
reflecting their users’ profiles; a significant conse-
quence of this is that they get to be deployed in
very diverse contexts and environments, compared
to, say, desktop machines. Consequently, the notion
of delivery of electronic documents content, for in-
formation seeking purposes, via hand-helds needs
rethinking.

Two questions in this context are addressed in
this work: the specialised ‘transcoding’ strategy
for a well-defined sub-type of content, namely that
of primarily text-based news documents, and the
emergence of a ‘summary-for-a-hand-held’ genre,
which exploits advanced linguistic analysis to meet
the particular requirements of news skimming for
information seeking on hand-helds.

1.1 Summarisation and transcoding
Scalable, multimedia, delivery for pervasive de-
vices is a rapidly growing area of research: see, for
instance, (Mohan et al., 1999), and citations therein.
Primary focus of that work is reduction and/or
compression of content so that e.g. a Web page can
be displayed on a palm-top.1

Typically, for pages fetched from a server, a
transcoding proxy compresses and reformats their
content to match the capabilities of the client. Com-
pression and reformating are defined as different

1Some hand-helds—for instance those running Windows
CE—offer a broader range of functions than the generic Palm
Pilot, often on superior hardware. However, given the wider
spread of PalmOS to date, this paper focuses on palm-top clients.



operations over a range of different content type
and client characteristics. In principle, a proxy ap-
proach advantageously allows content authoring
to be unaware of the client specifics. In practice,
the relatively straightforward nature of the content
type we are interested in here—news articles which
typically consist of a linear text stream with perhaps
an image or so embedded within it—makes such an
advantage somewhat of an irrelevance.

For news delivery on a hand-held, techniques for
summarisation/content abstraction of electronic
documents become critical enabling technologies.
Current strategies for transcoding of news pages
achieve text condensation simply by deploying a
summarisation engine. The prevailing methods
for summarisation, however, primarily sentence-
extraction based, suffer from a number of draw-
backs which get amplified by the limitations of
hand-helds. The diverse social and personal con-
texts in which users might want to use news high-
lights add further constraints on current summari-
sation techniques.

In this paper, therefore, we focus on a content
analysis technology which is specifically designed
to scale down to fit the limited display capabilities
of the platform. The summarisation function built
on top of this technology exhibits properties tai-
lored to meet the requirements of a new ‘summary-
for-a-hand-held’ genre.

It is less rigidly sentence-based, in that its sen-
tence selection methods have a more acute sense
of context. It has a flexible notion of granularity
(size) of an information-bearing nugget, by focusing on
sub-sentence level fragments (such as phrasal con-
stituents or clausal units) with topical significance.
It also seeks to adjust the size of its summaries dynam-
ically, to optimally fit a hand-held screen, by means
of a capability to compress sentences without los-
ing readability. In addition, it makes allowances for
the highly personalised and individualised nature
of hand-helds, by enabling readers to view multiple
threads in a story, ultimately allowing for multiple
perspectives into the story.

We also take the view that instead of transcod-
ing a generic summary, by a proxy remote from the
client, more informative delivery of content high-
lights can be realised by explicitly taking into ac-
count the client specifics, and feeding these back
as parameters into the linguistic analysis environ-
ment. Additionally, we take into account that some
of the summary (re-)formating for rendering on the
palm-top would best be done on the client.

2 News stories and small screens
In essence, an environment like the one we are
developing requires novel methods for deriving
profile- and context-sensitive document abstrac-

tions interacting with novel metaphors for mediat-
ing these abstractions on the basis of who, where,
and when is using them.

Most summarisers in broad deployment today
generate a summary as a concatenation of represen-
tative fragments, typically sentences, which have
been determined to have high degree of represen-
tativeness with respect to the main theme(s) of the
source document. As a strategy of sentence selec-
tion which simply picks sentences above a certain
threshold level, this exhibits a particular fault: it is
incapable of being sensitive to topic shifts; nor can
it follow specific topic threads (Boguraev and Neff,
2000).

There is no such thing as best, or canonical, sum-
mary (Spärck Jones, 1993). Different users may
seek, and react to, different aspects of the same doc-
ument content. Thus, a single document is poten-
tially of interest to many people for many reasons;
also, in different contexts, alternative perspectives
on the information in the document might be re-
quired. A generic summary of a document, while
allowing for quickly absorbing content highlights,
may well miss aspects of the information of partic-
ular interest or relevance to any single reader

Generic summarisers are not at all sensitive to
such issues; arguably, they do not have to be, as
they tend to be deployed at the server end of a Web
portal, and have very little notion of the individual
users who might be accessing their summaries.

In contrast, presentation of document highlights
for hand-held devices must take into account the
individuality of the particular user. A ‘brute force’
approach to meeting the requirements of a broad
range of users—such as overgeneration in order to
cater for multiple points of view—is inappropriate
here, as the physical limitations of the device con-
strain heavily the size of a summary. It is essential
that content abstraction techniques be developed
which are capable of multiple perspective summaries,
each coherently following a given aspect, or a set of
related topics, through the same source document.

Furthermore, when viewed from the perspec-
tive of a hand-held client, generic summarisers ex-
hibit other characteristics which make the notion of
client-detached transcoding (Mohan et al., 1999), at
best, inappropriate for content highlights delivery.
The most egregious of these are to do with the no-
tion of a sentence being an indivisible unit of con-
tent, about which no knowledge (structural or se-
mantic) exists, and which cannot be readily judged
in relation to other sentences. These are natural
consequences of the fundamentals of sentence se-
lection strategies (Mani and Maybury, 1999); and
in environments where summaries are delivered
on desktop machines, enjoying large displays, sub-
stantial processing power, and advanced graphical



capabilities, the jaggedness of a summary ’stitching
together’ source sentences can be softened by appo-
site visualisation techniques (Boguraev et al., 1998).

However, let us consider, for instance, the pop-
ular Palm V personal organiser. With its 160x160
pixel-sized screen, it requires well over 20 screen-
fuls to display a text document which is of the or-
der of two print pages. This is clearly too much
for smooth (and quick) reading of a news story, and
further demonstrates the need for a summarisation
function, specially tailored for the Palm.

While the relationship between the specifics of
the user task and interface characteristics is com-
plex (Pirolli and Card, 1998), studies show that
when browsing for information seeking, a close
coupling is observed between the access cost of
information and the propensity for it being used
(e.g. read or cited) (Soper, 1976). Thus, in designing
a tool for news delivery, it makes sense to reduce
the number of interface actions that must be made
in order for the reader to get the gist of the story
and know whether it is of interest to them.

For small devices such as the Palm specifically,
reducing the number of screenfulls to scroll through
for the reader to get the gist of a document is one
way to immediately achieve a reduction in inter-
face actions. Generic sentence-based summarisers
tend to generate reductions of the order of 25–30%
of the original. This means that a summary of the
above document would require 7 or more screen-
fuls to display; indeed, a summary generated by
our production system (Boguraev and Neff, 2000)
running with default settings spans almost 8 Palm
screenfuls (Figure 1); this is a considerable contrast
in form-factor terms, when compared to the sin-
gle page/screen sufficient to display the same sum-
mary on a desktop machine.

Figure 1: A generic summary of a news story

Clearly, the reduction strategies at the desktop, by
large involving varying the threshold of sentence
selection and dropping additional sentences from
the summary, are inappropriate for hand-helds. In
addition to the need for active scrolling, several
other characteristics of the display illustrated in the
figure are immediately obvious. For instance, the ti-
tle takes up too much real estate; and yet, if we want
it typeset for some visual impact, we have no choice
but to use the larger font. Furthermore, it is not un-
common for sentences in news stories to be com-
plex and long—note the opening sentence, which
needs over a screenful by itself—which makes fine
adjustment in reduction factor impossible.

Typically, such adjustments are defined in terms
of specifying target size of the summary as a per-
centage of the original document; the operation
adds, or removes, whole sentences to the summary.
Generic summarisers are relatively robust with re-
spect to omitting (or adding) one or more addi-
tional sentences: since selection is based purely on a
ranking scheme where individual sentences are as-
signed a score in isolation, there are no predictable
effects from moving the cut-off point higher (or
lower) in that ranking. However, as we argue be-
low, more appropriate to the highly personal nature
of hand-held devices is a procedure for identifying
and following particular story threads, by generat-
ing summaries based on sentence chains with high
degree of inter-sentential cohesion. Since dropping
one or more sentences from such a chain would de-
grade its utility as a summary representation, it is
clear that an alternative mechanism for summary
size reduction is required.

3 Multi-perspective, scalable
summarisation

We have developed strategies for deriving sum-
maries tailored to some of the requirements dis-
cussed in the previous section. In particular, our
methods are sensitive to topic threads, and thus sup-
port the capability of viewing the same document
from different perspectives. They are also scalable,
in the sense that a summary can be ‘shrunk’ in size
by dynamically adjusting the length of summary
sentences, rather than fully eliminating sentences.
The strategies complement each other, and are fun-
damentally enabled by the same set of underlying
linguistic functions.

3.1 Story lines and summaries
Our strategy for deriving multiple summaries from
a single document, representative of different story
lines and reflecting different topical perspectives, is
based on analysing a number of phenomena con-
tributing to the cohesion of a text document. In par-
ticular, we seek to leverage a mechanism for as-



sessing the degree of cohesion between individual
sentences in the source document, as well as hav-
ing a notion of how these map onto the underly-
ing themes in the document. Informally, cohesion
is manifest in the ways in which the words, or word
patterns, of a sentence connect that sentence to cer-
tain of its predecessors and successors.

Documents are coherent because of the continu-
ity of their discourse. A number of rhetorical de-
vices help achieve cohesion between related doc-
ument fragments. Analysing such devices—or at
the very least being sensitive to their manifestation
and interplay—can bring a moderately refined de-
gree of discourse awareness into the summarisation
process. By analysing several cohesive factors, we
determine connectedness between text fragments
(typically sentences and/or paragraphs); this in
turn is used to derive cohesive (and coherent) sub-
story threads.

Linguists have studied extensively how various
cohesive devices operate and interact. For (Halli-
day and Hasan, 1976), the organisation of text de-
rives from a variety of relationships (cohesive ties)
among discourse entities. More recently, Winter
(1979) has focused on the devices that connect a
discourse fragment with other discourse fragments.
The lexical inventory of a text is tightly organised in
terms of repetition and collocation (Phillips, 1985);
this makes it possible to get a handle on the overall
organisation of text, in general, and on the identifi-
cation of topic introduction and topic closure, in par-
ticular (Hoey, 1991).

3.2 Cohesion chains

In essence, text cohesion is best explained in terms
of how repetition is manifested across pairs of sen-
tences. Repetition carries informational value—it is
a reference point for interpreting what has changed,
and therefore, what is at the focus of attention of the
discourse—and thus clearly goes well beyond the
simple notion that discourse fragments with shared
content will also share vocabulary.

Numerous linguistic devices act as vehicles for
repetition: viewed at the level of interplay between
words and phrases in the text, these include lexical
repetition, textual substitution and the use of a range
of lexical relations, co-reference and ellipsis, paraphras-
ing, conjunction, and so forth.

Summarisation research has actively explored
such devices for deriving intermediate represen-
tations for summaries. Notably, Barzilay and El-
hadad (1999) pioneered a purely lexical chains-
based approach to summarisation, exploiting only
lexical repetition and lexical relations. Issues of
high degree of polysemy in the lexical resource
used (WORDNET, (Fellbaum, 1999)) and computa-
tional complexity of their approach have more re-

cently been addressed with highly encouraging re-
sults (Silber and McCoy, 2000). Lexical cohesion
has also been used in summarisation tasks such
as cross-document summarisation (Mani and Bloe-
dorn, 1999), query-biased summarisation (Oku-
mura et al., 1999), and salience-based summarisa-
tion (Boguraev and Neff, 2000). Another cohesion
factor, co-reference, has also been exploited in the
summarisation context; for a representative sam-
ple see (Baldwin and Morton, 1998), (Azzam et al.,
1999), and (Boguraev and Kennedy, 1999).

In the spirit of such work, our summarisation
procedure incorporates, and is equally informed by,
cohesion analysis mechanisms which automatically
identify and use lexical repetition, lexical relations,
and intra- and inter-document co-reference. Strong
cohesive ties highlight and connect a chain of sen-
tences which focus on (aspects of) the same dis-
course entity or event. Typically, more than one
such chain can be identified in a document, corre-
sponding to how subsets of salient discourse ob-
jects collocate across the entire document.

While there are still some cohesion factors which
are hard to analyse computationally—ellipsis, para-
phrasing, conjunction—the inventory of analysable
ones outlined above is sufficient to enable a scor-
ing procedure for identifying lexical chains through
a document. The document processing environ-
ment we are using integrates a broad range of in-
terconnected, and mutually enabling, linguistic fil-
ters; these are designed from the ground up to
perform a variety of linguistic feature extraction
functions including: lexical look-up and normali-
sation, morphological analysis, named entity iden-
tification (with abbreviation and coreference analy-
sis) and aggregation, phrase- and clause-level anal-
ysis, anaphora resolution, and salience calculation
(Boguraev, 2000). These capabilities underpin an
infrastructure for cohesion analysis of the kind de-
tailed above.

3.3 Cohesion chain analysis

For each pair of sentences in the document, a base-
level ‘connectedness’ parameter is initialised. The
document stream is broken down into word tokens,
and phrase sequences over those (see below for de-
tails concerning phrase recognition). The tokens
are analysed for lexical repetition and morphologi-
cal relatedness; if two tokens in different sentences
are identical (lemma identity) or morphologically
related, the ‘connectedness’ value between the sen-
tences is incremented.

Independently, a shallow parser (described in
some detail in Section 3.5) recognises phrase and
clause units of certain types, over which a cascade
of cohesion analysis procedures operate. Named
entity identification looks for proper names and



Figure 2: Summary derived from cohesion chain “Soviets”, “holy warriors”, “bombs” and “missiles”

their variants (contractions, abbreviations, and so
forth), and is followed by named entity coreference
module. Noun phrases are categorised (e.g. sim-
ple, complex, embedded, descriptive, named en-
tities, appositive, lists, and so forth) and definite
noun phrase anaphora establishes links between
the original mention of an object, and subsequent
references to it. Similarly, although running as a
separate process, coreference chains are extended
to account for pronominal anaphoric references. As
an example, a coreference chain might incorporate
the phrase initially introducing an object in the dis-
course (“Osama bin Laden”), a contracted form en-
countered later in the document (“bin Laden”), and
one or more anaphoric references to it (“he”, “his”).

The categorisation of different phrasal types, as
identified by the shallow parser, makes it possi-
ble to localise tests for relatedness to syntactic con-
stituents of the same type—so that nouns are com-
pared with nouns, verbs with verbs, and so on.

As a side effect of coreference resolution, a
salience value is calculated for each discourse refer-
ent; this is intended to indicate the discourse promi-
nence of the referent. Actual values are not of im-
portance; rather, salience values are used to rank
discourse referents by some notion of (global) rele-
vance, making it possible to compare different dis-
course objects with respect to their prominence in
the document (Boguraev and Kennedy, 1999).

Coreference chains additionally boost the ‘con-
nectedness’ parameter between sentences which
contain coreference chain members. Similarly,

other lexical relatedness tests (such as, for instance,
for synonymy) further constribute to the overall
connectedness parameter for the sentence pair con-
taining the synonymous items. The notion is to
define, and calculate, a numerical value for each
pair of sentences in the document, which acts as
‘strength-of-cohesion’ indicator between the two.

3.4 Story threads
Once the individual cohesion factors analysis has
been completed, sentence pairs with connectedness
value below a certain threshold are discarded from
consideration. Viewing what remains as a directed
graph, where a sentence may be connected with one
or more preceding and/or following sentences, we
are now in position to identify threads through the
document which are defined by prominent repeti-
ton of identifiable subsets of topically relevant dis-
course referents. A document may well hold more
than one such thread, as different aspects of dis-
course referents get elaborated in one or more, not
necessarily contiguous, sentences.

Schematically, this kind of analysis is illustrated
in Figure 2. (For simplicity, not all cohesive con-
nections between sentences are displayed, and only
the opening few paragraphs are visible.) The dia-
gram shows some of the cohesion chains connect-
ing discourse referents: “Scud missiles” and “cruise
missiles”, “500-pound bombs” and “carpet bombing”,
“the Soviets” (repeatedly) and “Soviet supported”,
“Afghan holy warriors” and “holy warriors”. Some
chains will extend across the entire span of the doc-
ument; again, they are truncated here for simplicity.



Figure 3: Summary derived from cohesion chain “camps”, “encampments”, “American intelligence” and “CIA”

Accumulating the effects of establishing these
connections, cohesive ties within certain sentence
pairs boost their ‘connectedness’ score above a
threshold. In essence, this means that any pair of
sentences connected by virtue of more than one co-
hesion chain running through, share one (or more)
discourse referents. The two sentences thus are
giving complementary detail concerning these dis-
course objects, and joining them together—even if
this might omit some intervening material—would
result in a moderately coherent passage, because by
definition there are going to be shared referents in
these sentences.

Following a chain of sentence connections estab-
lished in such a way, we derive a thread, or a story
line, through the document which acts as a sum-
mary from a particular perspective. In the above ex-
ample, the summary (composed of sentences high-
lighted in bold: one in the first segment, two in the
second segment, one in the fourth, and so forth)
highlights the interactions between (Afghan) holy
warriors and their Soviet adversaries, with addi-
tional detail concerning missile and bomb engage-
ments.

Other cohesion chains also run through the same
document, and some of them are sufficiently strong
to highlight another set of closely related topical
items. Figure 3 illustrates a different configuration
of sentences, defining a different thread through the
document, licensed by connections established by
repetitions of discourse objects focusing this time
on “camps” (“Afghan camps”, “rebel camps”, “a set of
six encampments”) and “American intelligence” and

“the CIA”. This story line gives rise to a different
summary. There is some overlap with the earlier
example, as sentences may incorporate discourse
referents from the two different topical sets. This
is consistent with our approach of focusing on co-
hesion chains, and deriving sentence chains which
incorporate elaborations for all the topical members
of a lexical chain.

The two figures illustrate, indirectly, that this
method is also sensitive to topic shifts. A separate
process of linear discourse segmentation (Boguraev
and Neff, 2000) has identified the points in the doc-
ument where topic shifts occur; these are schemat-
ically shown in the figures grouping paragraphs
into larger cohesive segments. As Figure 2 shows,
the story line ‘bypasses’ the third segment (which
discusses Afghan resistance camps and their back-
ing by US intelligence). Similarly, the thread in
Figure 3 skips over the second segment (which
discusses the history of Afghanistan’s engagement
with different superpowers).

3.5 Summary compression: sentence reduction

The distinctive story lines in a document derived by
the processes described above are defined in terms
of sequences of sentences; by definition, there is
higher than average degree of cohesion between
these sentences. Such summaries will be used in an
environment where their aggressive compression is
the norm. Still, as we discussed in Section 2, modu-
lating summary size by selectively removing sen-
tences from it is an inappropriate strategy, given
our method for sentence selection which exploits



the contiguity of a cohesive chain.
Here we describe an alternative process of sum-

mary compression, which exploits the notion of
sentence reduction. As we saw (Figure 1), sentences
in news stories tend to be long and complex, and it
is not uncommon for these to be too long to fit on
a single screen. This complexity is a feature of the
news genre: it arises from attempts, on the part of
the author, to address numerous aspects of one or
more story lines; thus while clearly contributing, di-
rectly, to sentence length, complexity also allows us
to consider dropping (deleting) certain fragments
of a sentence, within the boundaries of retaining
grammaticality, and assuming that we do not lose
relevant (from the perspective of a given story line)
topic descriptions and elaborations.

Our sentence reduction process is based on two
intuitions. In principle, the configurational prop-
erties of a sentential syntactic structure offer a rel-
ative ranking of prominence of different phrasal
and clausal constituent units, on the basis of which
some deletion of material of ‘secondary impor-
tance’ could be performed. Additionally, as a re-
sult of the cohesion analysis process outlined in Sec-
tion 3.3, we have salience ranking for all the dis-
course referents in the document; this would allow
us to make additional informed decisions concern-
ing material which might be considered peripheral
from the perspective of a summary following a par-
ticular story line.

The crucial element here is the assumption of
refined syntactic analysis. While current state-of-
the-art syntactic parsers are capable, on the whole,
of performing broad syntactic analysis of arbitrary
text, for reasons primarily to do with coverage and
efficiency, such parsers cannot be deployed in the
operational context of our real-time document pro-
cessing environment. We do, instead, make heavy
use of finite-state phrase recognition and compo-
sition techniques, which substantially emulate the
complexity and coverage of large grammar based
approaches (Boguraev, 2000). (In this, we share the
approach outlined by Grefenstette (1998); however,
instead of applying ‘blindly’ just a set of filters de-
fined purely in terms of syntactic depth, we use
the salience calculated for the discourse referents,
as described above).

We use a cascade of progressively more complex
finite-state grammars. This is designed to agglom-
erate simpler phrases recognised earlier into the
cascade into more complex phrasal units, taking
into account clause boundaries, and determining
(partial) grammatical function for key constituents.
Without going into details, we illustrate in Figure 4
the kind of analysis derived by such a cascade.

The primary function of such analysis is to iden-
tify phrasal units corresponding to objects and

[PP Throughout [NP the 1980s NP] PP] ,
[SUB [NP the Soviet Union NP] SUB] [VG
threw almost VG] [OBJ [NP every weapon
NP] OBJ] [MC [SUB [NP it NP] SUB] [VG had
VG] MC] , short [PP of [NP nuclear bombs
NP] PP] , [PP at [NP the Afghan camps NP]
PP] [MC [VG attacked VG] [PP by [NP the
United States last week NP] PP] MC].

Figure 4: ‘Shallow’ syntactic analysis

events in the domain, i.e. noun and verb groups.
This is essential for the cohesion analysis, but
also makes it possible to construct, subsequently,
a much richer representation of more complex ob-
jects and events. Thus following the bracketing
of “Afghan camps” and “the United States” as noun
phrases (at the end of the sentence above), addi-
tional processing brings in some peripheral mate-
rial, constructs enclosing larger (in this case prepo-
sitional) phrases, identifies clause boundaries and
marks the clause trailing behind “Afghan camps”
as modifying the NP it precedes. There is another
modifier clause in the sentence, similarly marked
MC. Note also the grammatical function tags, SUBJ
and OBJ, also identified by finite-state methods.

Whether this kind of analysis is faithful to the
deep relational structure of the sentence is a ques-
tion which need not concern us here; we certainly
would not assume it complete or correct to the ex-
tent that it would support faithful semantic inter-
pretation. But configurational information derived
by a finite-state cascade as illustrated here is ad-
equately informative to support the kinds of text
processing operations we have in mind, namely
the cohesion analysis described earlier, and the sen-
tence reduction heuristics which could be described
simply as following the intuition that secondary
material is potentially droppable from the sentence.

The operational definition of ‘secondary’ mate-
rial is somewhat fluid. Anything that is not a sub-
ject, top level verb, or object could be considered as
peripheral. The same applies to adjunct informa-
tion to the main clause components; thus, a clause
modifying an NP in subject or object position would
be considered peripheral, just as trailing preposi-
tional phrases would be too. The analyser explicitly
labels different phrase and clause types, and there
is an ordering of phrasal types in terms of their
prominence (Section 3.2). This is in the absence of
any extraneous contextual information; additional
considerations might weigh for or against dropping
a constituent from a summary sentence, depend-
ing on whether it is a part of the cohesion chain
which licenses this particular sentence for inclusion



in this particular summary. Additional heuristics
are defined for certain constituent types and con-
figurations: thus an NPLIST might be reduced to its
first contituent; appositive NPs might be reduced to
their (syntactic) heads; NPs within PPs within NPs
might be deleted; and so forth.

Of particular importance to our application is
that a cascade like the one described here can be im-
plemented to run on the client, leaving to the server
the task of deriving only the intermediate summary
representation, and allowing the client to reconfig-
ure the rendering of shorter or longer summaries,
as requested by the user. It is clear that delegating
such task to a transcoding proxy is impractical.

Unlike some related work (Jing, 2000), (Knight
and Marcu, 2000), decisions concerning exactly
how to compress a sentence are purely syntactically
driven. This is motivated in part by the lack of suit-
ably annotated corpus of sentence transformations
in the context of delivering multi-perspective sum-
maries (in other words, no suitable training data ex-
ists), and in part by the realisation that the same
sentence might be reduced in different ways, de-
pending on how it contributes to the story thread it
participates in. For instance, the sentence in Figure
4 could drop trailing prepositional phrase(s); how-
ever, depending on whether it participates in a co-
hesion chain mediated by “bombs”, or by “camps”
(see Figs. 2, and 3), we would need to retain either
of “short of nuclear bombs” or “at the Afghan camps
attacked by ...”.

Without contextual overrides, a condensed ver-
sion derived from the syntactic configuration in
Figure 4 would be: “[...] the Soviet Union threw every
weapon it had, [...] , at the Afghan camps [...]”.

4 Summary delivery to hand-helds
A custom interface for delivery of multi-
perspective summaries to a hand-held Palm
Pilot is under development. However, it is in-
structive to view the results of the analysis via a
‘bare bones’ Web browser, which simply accesses
Web pages with intermediate representations and
displays them on the Palm screen.

A fundamental challenge for the design of a con-
tent page on a hand-held, exacerbated by a small
screen, is the limited inventory of typefaces, and
equally limited set of methods for in-line highlight-
ing and spatial organisation. The interpretation
of the HTTP 3.2 standard on the Palm Pilot (Qua,
1999), for instance, renders everything in one of two
fonts, has no support for frames, and is very limited
in interpretating tables markup.

In general, this means that content has to be dis-
played in normal type; highlighting by modulating
the typeface is impossible; document titles will, al-
most inevitably, be too long. And yet, as we saw in

Figure 1, the larger, bold one is too intrusive to use
on multi-line titles. Therefore, if we wish to retain
the <title> markup, with its associated seman-
tics, we are forced to apply radical compression on
the title phrases (using the text reduction process
described in the previous section). This is unfortu-
nate, as titles are clearly highly indicative of con-
tent; on the other hand, it is indicative of the hard
constraints of this operational environment. This
is also another example of a requirement, at the
client end, which is likely to be ignored—and cer-
tainly cannot be addressed explicitly—by a generic,
remote, transcoding proxy (Section 1.1).

Another question is that of mediating the differ-
ent story lines/summaries to the user. Even if now
we have the capability to offer highlighting of cer-
tain aspect(s) of a document, it is still the case that
the users have to be made aware of what the op-
tions are. In interface design terms, the problem is
to express the topical highlights in the document, to
show how each of these is a part of possibly more
than one story line in the document, to show the
‘gist’ of a story line (for all the cohesive threads
through the document), and to navigate from this
to the corresponding summary. Again, none of the
presentational and navigational metaphors for gist-
ing and browsing conceptual spaces with complex
interconnections (see, for instance, (Boguraev et al.,
1998))—bi-directional scrolling, smooth zooming,
mouse rollovers, synchronised displays—are read-

Figure 5: Topical highlights and summaries.



ily transferrable to the Palm.
Let us consider a screen shot of some of the in-

formation we are currently designing for. Figure
5 shows, after exploring the space of topic stamps
for a document (in this particular example, this
is a list containing the phrases “Afghanistan”, “bin
Laden”, “Soviets”, “bombs”, “rebel camps”, “United
States”, “holy warriors”, “Hekmatyar”, ...), a screen
which relates a topical highlight with a set of thread
‘proxies’. (For optimal use of space, the symbol []
stands for the topic, in the list of topics representa-
tive of each story line.) Figure 6 shows a summary,
corresponding to the first thread.

This is for illustrative purposes only. No attempt
is made here to indicate (by some kind of highlight-
ing or similar typographcal convention) the topic
stamps from whose perspective this summary is
presented. Traces of ellided material are heavily
marked; in a functional system these will allow fur-
ther exploration into a richer summary, or even the
full text of the document. As a side effect of the co-
hesion analysis (Section 3.2), we are able to substi-
tute dangling pronouns with their full antecedents
(as seen in the opening of the third paragraph).

Note the (obligatory) contraction of the title, and
the override of the browser’s rendering of <p> tag
(on a screen with less than a dozen lines of text,
blank lines for paragraph boundaries are profli-
gate). Also, by default the summary is displayed
with maximum compression; this satisfies the pri-

Figure 6: A summary for one topical thread.

mary requirement of this ‘genre’ of news delivery,
namely rapidly getting a good sense of what a par-
ticular sub-story thread is about; this is in fact what,
at the outset, was made difficult by the need for re-
peated and prolonged scrolling. It is easier to scan
through a couple of screenfuls, and request more
information; than to browse in the opposite direc-
tion, and get overloaded. This summary fits in three
‘pages’, a dramatic compression from the original
size of the document, while still retaining informa-
tive value and a sense of cohesive unity.

5 Conclusion
Hand-helds with wireless connections are becom-
ing ubiquitous. ‘Just in time’ content delivery, com-
bined with the opportunistic, serendipitous access
to news sources, defines a new genre of on-line
news. This is a natural extension of current Web
portals, but instead of designing for a standard size
desktop screen, this genre will take account of the
individual and personal nature of hand-helds.

Existing technologies for news content analysis
are not optimally suited to meet the constraints
of hand-held displays. We have argued that the
specifics of the task of information seeking on hand-
helds are best met by special purpose methods of
news analysis, carried out by dedicated processing,
rather than by remote proxy servers. In this paper
we discuss aspects of such demand-driven, context-
sensitive, user-defined content abstraction frame-
work; we outline a mix of text processing technolo-
gies which derive a rich summary base; and we
show how such a summary can be customised to
reflect the interests of the current reader.

Our cohesion-based approach has been evalu-
ated against an existing summariser, with its own
special purpose evaluation test-bed using a corpus
of full-length New York Times articles and their ‘di-
gests’. A number of experiments compare a base
summarisation procedure, which calculates object,
and based on that, sentence salience, with enhanced
procedures incorporating different cohesion analy-
sis strategies using notions of simple lexical chain-
ing and topicality. Overall, leveraging cohesion
analysis into the summarisation process is posi-
tively beneficial; the effects are particularly strong
where short summaries are required (Boguraev and
Neff, 2000). At present, we have no data for evalu-
ating sentence reduction; also, no user studies have
been carried out, as the interface is still under de-
velopment (Section 4).

Our framework uses the highly personal nature
of hand-helds by assuming selective filtering of
news and by adapting the presentation of con-
tent highlights to incorporate awareness of partic-
ular user interests. Additionally, in communicat-
ing the document abstractions by means of suitably



framing topical highlights, the presentation of the
summary takes into account the constraints of the
medium.
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