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Abstract

Clustering problems are well known in the database literature for their use in numerous
applications such as customer segmentation, classification and trend analysis. High dimensional
data has always been a challenge for clustering algorithms because of the inherent sparsity of
the points. Recent research results have shown that it is often not meaningful to find clusters in
high dimensional data with traditional measures of proximity: since such measures themselves
become questionable in high dimensionality. Therefore, techniques have recently been proposed
to find clusters in hidden subspaces of the data. However, since the behavior of the data may
vary considerably in different subspaces, it is often difficult to define the notion of a cluster
with the use of simple mathematical fonnalizations. In fact, the meaningfulness and definition
of a cluster is best characterized with the use of human intuition. In this paper, we propose a
system which performs high dimensional clustering by effective cooperation between the human
and the computer. The complex task of cluster creation is accomplished by a combination of
human intuition and the computational support provided by the computer. The result is a
system which leverages the best abilities of both the human and the computer in order to create
very meaningful sets of clusters in high dimensionality.

1  Introduction
The clustering problem is formally defined as follows: Given a set of points in multidimensional
space, find a partition of the points into clusters so that the points within each cluster are similar to
one another. Various distance functions may be used in order to make a quantitative determination
of similarity. In addition, an objective function may be defined with respect to this distance function
in order to measure the overall quality of a partition. The clustering problem is used for similarity
search, customer segmentation, pattern recognition, trend analysis and classification. The method
has been widely studied by both the statistics and database communities for different domains of
data [lo, 11, 13, 18, 22, 231. Detailed surveys on clustering methods can be found in [16].

Most clustering algorithms do not work efficiently in higher dimensional spaces because of the
inherent sparsity of the data. This problem has been traditionally referred to as the dimensionality

curse. Recent theoretical results [S] have shown that in high dimensional space, the distance between
every pair of points is almost the same for a wide variety of data distributions and distance functions.
Under such circumstances, even the meaningfulness of proximity or clustering in high dimensional
data is questionable. An interesting fact about high dimensional data is that even though the data
is sparse in full dimensionality, certain projections of the data reveal clearly separated clusters 131.
Most real data contains different kinds of skews in which some subsets of dimensions are related
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