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Ab.dmet-
Large vocabulary continuous speech recognition has prc-

gressed  enormously over the last three  decades. There are
now practical commercial systems available capable  of accu-
rately  recognizing vocabularies of thousands of words from
cooperative talkers. However, there are still many applica-
tions ofspeech  recognition beyond the capabilities oftoday’s
recogniaers,  including, for example, recognition of speech in
conversations and meetings. This article describes some of
the recent advances in speech recognition technology that
are making substantial inroads in handling such challenging
problems.

I. INTRODUCTION

Natural interfaces to computers have been one of the
main focus areas of research in computer science for al-
most forty years. One of the key enablers of such interfaces
would be to give the computer the ability to understand hu-
man speech. Efforts in speech recognition research started
more than three decades ago with an attempt to decode
isolated words from a small uocabulary.  When performance
on this task improved to the point of being usable, the bar
was raised and the research community started to work on
large vocabulary and continuous speech tasks. However,
the development of robust automatic speech recognition
(ASR) systems has proven to be one of the most difficult
tasks in the computer science field, and it is only over the
last few years that practical large vocabulary continuous
speech recognition systems have progressed to the stage
of being moderately usable and commercially successful.
However, these commercial applications are still restricted
to very limited domains, and either restrict the vocabu-
lary to a few thousand words (in the case of name dialing
or airline reservation systems), or require high-bandwidth
high-feedback situations, such as dictation, in which the
user modifies his/her own speech to minimize recognition
errors effectively.

The main source of advancements in speech recognition
over the years has been the development of a set of sta-
tistical modeling techniques that can be trained from hun-
dreds of hours of speech, combined with a massive increase
of available computing power allowing speech researchers
to explore complex models with hundreds of thousands of
parameters. Early attempts at speech recognition tried to
apply expert knowledge about speech production and per-
ception processes, but such knowledge was sadly found to
be inadequate to capture the complexities of continuous
speech. Researchers discovered that it was more effective
to apply non-parametric models with trainable paramo
ters and refine these parameters by expanding their com-
plexity and exposing them to progressively more and more

data. Since computing speed more than kept pace with
the ability to intelligently add more parameters to these
models, the state of the art in speech recognition rapidly
progressed.

Another reason for advancement has been multi-site
speech recognition research cooperation and competition
supported through government agencies such as DARPA.
By funding yearly competitions across sites and requiring
industrial labs (IBM, AT&T, BBN, SRI, etc.) universities
(Cambridge University, Johns Hopkins, etc.) and other
companies (Dragon Systems, etc.) to share data and al-
gorithms, rapid advances in the state of the art of speech
recognition have been maintained [l]. For better or for
worse, a by-product has been that almost all successful sys-
tems have roughly the same architecture and algorithms,
since each site would immediately copy other site’s suc-
cessful algorithms.

In order to enable the next generation of applications,
such aa speech recognition over cellular phones, transcrip-
tion of conversations over telephones between people, and
recognition of broadcast news, researchers continue to work
on the ASR problem, and several recent advances have
taken place in the field motivated by these new applica-
tions. The rest of this paper first describes the basic ar-
cbitecture of most ASR systems in use today, and some of
these recent algorithmic advances.

II. BASIC ARCHITECTURE OF TODAY’S RECOGNIZER

The process of speech recognition starts with a sampled
speech signal (sampled at 16KHz,  for example). There is
a good deal of redundancy in this speech signal because
the articulators that produce the speech (glottis, tongue,
lips, etc.) axe physcially constrained and cannot move
very quickly. Consequently, the first operation that is car-
ried out on the signal is to extract a smaller number of
acoustic feature  vectors from the signal (typically, a sin-
gle multi-dimensional feature vector is extracted every 10
ms). These feature vectors contain information about the
local frequency content in the speech signal, and are re-
ferred to as the acoustic observations because they repre-
sent the quantities that are actually observed by the ASR
system. The goal of the ASR system is now to infer the
word sequence that was spoken, that could have produced
the observed acoustic sequence.

A simplifying assumption that is made in ASR systems
is that the vocabulary of the speaker is known. Conse-
quently, the search for possible word sequences is restricted
to the words that are in the vocabulary (referred to as the
lexicon). The lexicon lists all the words in the vocabulary,
















