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Abstract

This paper describes an automatic system to find neutral
faces in images for facial expression analysis, face recog-
nition and other applications. The system is based on an
existing face detection and facial feature extraction sys-
tem. Using these features, a window is placed in the de-
tected region and normalized. In that fashion, zones in this
window correspond to facial regions that are loosely in-
variant from subject to subject. Within these zones, shape
features in the form of histograms and ellipses are ex-
tracted. These features, in addition to more global dis-
tance measures, are input to a classifier to arrive at a neu-
tral/ non-neutral decision. The system has achieved an
average detection rate of 97.2%. Tests on an independent
image database achieved an average classification rate of
95.3%, giving some indication of the robustness of the
system.

1 Introduction

A neutral face is a relaxed face without contraction of fa-
cial muscles and without facial movements. It is the state
of a person’s face most of the time, i.e., it is the facial
appearance without any dramatic expression.

In contrast, for a face with an expression, the facial
muscles are somehow contracted. Hence, facial expres-
sions are deformations of the neutral face due to a per-
son’s psychological state. Facial expressions are one
of the most powerful, natural and immediate means by
which human beings communicate their emotions and in-
tentions. The human face expresses emotions faster than
people verbalize or even realize their feelings. Many psy-
chologists have been studying human emotions and the
many possible facial expressions and found that the same
expression may have radically different meanings in dif-
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Figure 1: The six universal expressions.

ferent cultures. However, it is widely accepted by 20th
century psychologists that there are six universal expres-
sions that donot change too much from culture to culture
[4]. These universal expressions are happiness, sadness,
disgust, anger, surprise and fear (see Figure 1). When
speaking, in general, a person’s expression is deformed
from the neutral face because of the movement of the
mouth and other muscle motions induced by the dramatic
content of the speech.

In the last decade, much progress has been made toward
building computer systems to understand and use com-
munication through facial expressions. Most of the fa-
cial expression analysis systems are focussed on the above
mentioned six universal expressions. Recently, some re-
searchers started addressing more subtle facial expres-
sions based on FACS [5] (Facial Action Coding System)
or FACS+ [6], which includes facial motion and muscle
activation. It should be noted, however, thatall the ex-
isting expression analysis systems focus on individual ex-
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Figure 2: The stages of neutral face detection.

pression recognition by comparing an unknown expres-
sion with a hand-labeled neutral face (e.g., [11, 15]).

Neutral face detection and classification has various ap-
plications:

• As mentioned, in fledgling science of facial expres-
sion analysis, algorithms need the appearance of a
neutral face to classify expressions. The generic neu-
tral or expressionless face appearance for each sub-
ject is provided by a human operator and expres-
sions are classified based on how they differ from the
neutral expression. The ability to automatically de-
tect the neutral expression, enables facial expression
analysis systems to operate without human interven-
tion.

• Face recognition systems can achieve high recog-
nition rate for good quality, frontal view, constant
lighting and only subtle expression or expressionless
face images. The performance of face recognition
system significantly decreases when there is a dra-
matic expression on the face [16] (and, of course, for
side views and bad-lighting images). Therefore, it is
important to automatically determine whether a sub-
ject’s expression is neutral both during enrollment
and when authenticating.

• The error rate of speech recognition systems can be
lowered by visually detecting if a person is speaking
or not, especially in environments with high ambi-
ent noise. In addition to detecting that a person’s lips
are moving or not, detecting that the face is neutral
can give valuable cues that the person isnot speak-
ing. If it is determined that the face is not speaking,
the speech recognition engine is not employed on the
acquired sound, the ambient noise.

Automatically detecting if a face is neutral can be
achieved by determining that none, or as few as possible,
of the facial features associated with the six universal ex-
pressions of Figure 1 are present in the face image. These
features are primarily the shape and location of the mouth,
the eyes, and the eyebrows. Examining these features is

precisely the approach of our neutral face detection sys-
tem shown in Figure 2. This system has an image as input.
The image may contain one or more faces.

As a front-end to the system, a face is detected in the
image and facial features are extracted (the black box in
Figure 2). Using the detected face features, the system
normalizes a carefully selected window within the face to
an image of predetermined resolution and size. This im-
age is subsequently divided up into3×3 zones from which
expression features are computed. The original window
of face image data is chosen in such a fashion that the
upper-left zone and the upper-right zone contain the left
and right eye and brow, respectively, and the bottom row
of zones contain the mouth. New face expression features
are then determined by computing shape histograms of
the edges in the three bottom zones and by fitting ellipses
to each eye in the top-left and top-right zones. Addition-
ally, normalized distances between face features are used
as relative location features. These are the distances be-
tween the line connecting the pupils and the corners of the
mouth, the distances between this line and the inner eye-
brows, and the distance between the two corners of the
mouth. Both relative location and shape features are input
to a classifier, which is trained with face images labeled
as neutral face andnon-neutralface. In this paper, the
classifier is a neural network.

This paper is organized as follows. Section 2 describes
the face and facial feature detection system. Section 3 in-
troduces the location features (normalized distances) and
new facial shape features for neutral face detection. Sec-
tion 4 describes the neutral face classifier. Section 5 con-
tains experiment results. Finally, in Section 6, we give
some conclusions.

2 Face and feature detection

As a front-end to the neutral face detection system, the
method proposed and implemented by Senior [10] is used
to find face and facial features.

2.1 Face detection

Senior [10] finds the face using a series of detectors. A
first detector is a skin-tone filter that determines if the pix-
els of the candidate region have coloring that is consistent
with skin color. Each pixel is independently classified as
skin tone or not, and the candidate region is rejected if
it contains an insufficient proportion of skin-tone pixels
(typically 60-80%). Subsequently a linear discriminant
trained on face and non-face exemplars is applied to the
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gray-level pixels. The linear discriminant removes a sig-
nificant proportion of the non-face images in a compu-
tationally efficient fashion. Next a Distance From Face
Space [13] measure is used to further filter the exemplars
and finally a combination of the two scores is used to rank
overlapping candidates that have been retained, with only
the highest scoring candidate being selected. For gray-
scale images, the skin tone detector is omitted.

2.2 Facial point feature detection

After a face is found in the image, both the Fisher discrim-
inant and Distance From Feature Space measurements are
used to locate point features, i.e., specific landmarks, in
the face. Feature templates are generated by resampling
all training images at a predetermined scale, location and
orientation. Here the resampling parameters are deter-
mined by the scale and orientation of the detected face in
the training images. In the test image, all possible feature
locations are searched and points with the highest likeli-
hood are retained. Feature collocation statistics are sub-
sequently used to remove spurious features. A total of 19
facial features are extracted [10].

In our neutral face detection system, the six facial point
features (indicated in Figure 3) that can be most reliably
extracted are used. These point features are: pupil centers
(2), eyebrow inner endpoints (2), and corners of the mouth
(2). The appearances of the surrounding images of these
points are least affected by image noise and distortions
caused by hair obscuring the face.

Figure 3: Six facial point features.

3 Location and shape features ex-
traction

Again, the idea is to extract those face features that best
distinguish between the universal expressions of Figure 1.

First the facial image is normalized to a canonical face
size based on two of the facial point features, i.e., the eye-
separation. In our system, all faces are normalized to 128
× 128 pixels by re-sampling. To detect if a face is aneu-
tral face, both the relative location of the above six points
and shape features in facial zones determined by these
points are extracted. As far as possible, location features
are transformed into distances between the detected facial
point features. These distances are relative measures, in-
dicating relative locations, with respect to the canonical
face size.

The openness of the eyes distinctly contributes to the
differences in appearance of the universal expressions.
However, the openness, the distance between upper- and
lower-eyelids of the eyes cannot be obtained directly from
the facial point features. We use an ellipse fitting method
in eye regions based on a binary image of the eye. Another
distinguishing feature is the shape of the mouth. Global
shape features are not adequate to describe the shape of
the mouth. Therefore, in order to extract the mouth shape
features, an edge detector is applied to the normalized face
to get an edge map. This edge map is divided into 3× 3
zones. The mouth shape features are computed from zonal
shape histograms of the edges in the mouth region.

3.1 Relative location representation

Previously, we [11] used the normalized geometric fea-
tures, such as distances between points in normalized face
images, for facial expression recognition based on FACS.
Good recognition results were obtained. Similarly, in or-
der to detect neutral faces, normalized distances between
face features are used as discriminating features. These
distances,L1, L2, ..., L7, are shown in Figure 4. Four of
these distances are determined with respect to the lineA
(Figure 4) connecting the pupils, that is, the distances be-
tween lineA and the corners of the mouth and the dis-
tances between lineA and the inner eyebrows. The other
distances are the width of the mouth (the distance be-
tween two corners of the mouth) and the distances be-
tween upper- and lower-eyelids.

Location features of mouth and eyebrows

After facial feature detection, the distances between the
line connecting the pupils and the corners of the mouth
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Figure 4: Distance features in the neutral face detection
system.

(L1 andL2), the distances between this line and the in-
ner eyebrows (L6 andL7), the distance between two cor-
ners of the mouth (L3) can be easily calculated based
on the facial point features. The measurements of the
opening of the eyes, i.e., the distance between the upper-
and lower-eyelids cannot be calculated directly. Previous
work shows that it is difficult to detect or track eyelid po-
sitions accurately and robustly [2, 3, 8, 14, 12, 17]. In this
paper, we propose a new method to extract the measure-
ments of the opening of the eyes by ellipse fitting based
on the binary image by adjusting the threshold of the face
image.

Location features of eyes

First, a binary face image of the face is obtained by using
a threshold. This threshold was obtained by training and
in this paper is set to a brightness of 40. It turns out that
the algorithm is very robust with respect to this thresh-
old. As shown in Figure5b, the binary image of both the
closed eye and the open eye are pretty clear. The eye
regions in the binary image are determined by the facial
point features. An ellipse-specific direct least-square fit-
ting method[9] is applied to the eye regions in the binary
image. The ellipse fitting method estimates the height of
the eye very well, on the other hand, it may overestimate
the width of the eye. The fitting results for an open and
closed eye are shown in Figure5c. In our system, the dis-
tances between the upper- and lower-eyelids are measured
as the minor axis of the ellipse if the ratio of the minor and
major axes is larger than a threshold. Otherwise, the eye

is marked as closed and the distance is set to zero:

Eyelid distance =



minor axis of ellipse if minor axis
major axis ≥ 0.15

0 otherwise.
(1)

a b

c

Figure 5: Eye features extracted by fitting ellipses. a: A
face image where the right eye is open and the left eye is
closed. b: The binary face image, which is used to extract
eye features by ellipse fitting. c: The ellipse fitting results
for the open eye and the closed eye.

3.2 Shape features of mouth

To calculate shape features, an edge map of the normal-
ized face is divided into 3× 3 rectangular zones ofa× a
pixels each, as shown in Figure 6b. The size of the zones
a is selected to bea = d/2, with d the distance between
the eyes. To estimated, the detected pupil positions are
chosen as the location of the eyes. (We selected the zone
size asd/2 because in most faces the distance between the
eyes is approximately two times the distance between the
inner corners of the eyes.)

To place the 3× 3 zones onto the face image, the cen-
ters of the top-left and top-right zone are placed at the
pupil locations. In the vertical direction, then, the face
is divided into three equal parts which correspond to the
eyes and eyebrows region, the nose region and the mouth
region, respectively. Generally, the distance from the left
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corner of the left eye to the right corner of the right eye
is approximately three times the zone sizea. The top-left
and right zones contain the eye regions.

We represent local shape in the form of coarsely quan-
tized edge directions and represent more global shape
as histograms of local shape (edge directions) along the
shape contour. The edge directions are quantized into 4
angular segments (Figure 6c). Representing the whole
mouth as one histogram does not capture the local shape
properties that are needed to distinguish neutral from non-
neutral expressions and we use the zones to compute three
histograms. A histogram is then a description of the shape
within a zone. In the current system, only the three zones
in the mouth region are used to obtain shape histograms.
Hence, the mouth is represented as a feature vector of 12
components (3 histograms of 4 components). An example
of the histogram corresponding to the middle zone of the
mouth is shown in Figure 6d.

a b
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Figure 6: Zonal-histogram features. a: Normalized face.
b: Zones of the edge map of the normalized face. c:
Four quantization levels for calculating histogram fea-
tures. d: Histogram corresponding to the middle zone of
the mouth.

4 Neutral face detection

We use a neural network of the structure shown in Fig-
ure 7 as the classifier. Hence standard back-propagation

in the form of a three-layer neural network with one hid-
den layer is used to detect if a face is a neutral faceor
not. The inputs to the network are the 7 location features
(Figure 4) and the 12 zone histogram shape features of the
mouth (Figure 6). Hence, a total of 19 features is used to
represent the amount of expression in a face image.

We tested various numbers of hidden units and found
that 4 hidden units is enough to reach the best perfor-
mance. The outputs are two classes corresponding to the
neutralandnon-neutralface, respectively.

Inputs
 Hidden units
 Outputs


F
1


F
2


F
n


Neutral


Non-neutral


Figure 7: Neural network-based neutral face detector.

5 Experiment Results

To test the algorithms, we specify the problem in terms of
a classification system with the hypotheses

H0 : the face is neutral,
H1 : the face is not neutral.

Such a system can make two mistakes

1. A false negative: a non-neutral face is classified as a
neutral face, and

2. A false positive: a neutral face is classified as a non-
neutral face.

We express the system performance in terms of estimates
of the false negative and false positive rates. Another mea-
sure of system performance we use, is the classification
rate, which is the percentage of face images that is cor-
rectly classified.

Two databases are used to evaluate our system:

1. The first portion of the Cohn-Kanade AU-Coded
Face Expression Image Database [7], hereafter de-
noted as databaseA.

2. The Yale face Database [1], denoted as databaseB.
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DatabaseA is divided into a training setA1 and a test set
A2 of images. None of the subjects in the test set appears
in the training set.

Classification results onA2 and onB are reported.
Note that databasesA andB are an independent data sets,
in the sense that lighting, imaging geometry and the sub-
jects of databaseA and databaseB, are not purposely du-
plicated.

Results on databaseA

The subjects in the first portion of the Cohn-Kanade
databaseA are 100 university students enrolled in intro-
ductory psychology classes. The demographics of this
population are 65% female, 15% African-American and
3% Asian or Latino ranging ranging in age from 18 to 30
years. The subjects were instructed by an experimenter to
perform single AUs and AU combinations. Subjects’ fa-
cial behavior was recorded in an observation room using
a frontal camera. The image sequences begin with a neu-
tral face and are digitized into640 pixel arrays with 8-bit
gray-scale.

A total of 988 images from databaseA are used for neu-
tral face detection. Of these, the training setA1 contains
452 images and the test setA2 contains 536 images, with:

1. SetA1: 27 subjects, 195 neutral face images and 257
non-neutral images,

2. SetA2: 24 subjects, 204 neutral face images and 332
non-neutral images.

Table 1: Neutral and non-neutral face classification results
on Cohn-Kanade data setA2.

Total Correct Wrong
Non-neutral 332 325 7

Neutral 204 196 8
Total 536 521 15

Classification rate 97.2%

Table 1 shows the neutral face classification results
for databaseA2. An average detection rate of 97.2% is
achieved. The false negative rate is 7 in 536, i.e., in the
order of 1.3 percent, while the false positive is of the same
order, 8 in 536.

Results on databaseB

To get some idea about the robustness of the system, we
tested it on the Yale face databaseB. This database con-

tains 165 images of 15 subjects. There are 11 images per
subject, one for each of the following facial expressions
or configurations: center-light, glasses, happy, left-light,
normal, right-light, sad, sleepy, surprised and wink.

From the Yale face database, a total of 64 images ac-
quired from 13 subjects are selected for testing. These are
25 face images with a neutral expression and 39 images
with non-neutral expression. The center-light face images
and the normal face images are selected as neutral expres-
sions, while the happy, surprised and wink face images
are selected as non-neutral expressions. We omitted the
glasses, left-light, right-light, sad and sleepy face images,
because

1. There are not enough images of faces with glasses in
the training setA1.

2. In the left-light and right-light face images enough
detail of the expression shows on the left-side and
right-side of the face, respectively.

3. The sad and the sleepy face images show little ex-
pression change compared to the neutral faces.

The details of the result are shown in Table 2. The av-
erage detection rate is 95.3%. The false negative rate is
1 in 64 (1.5%) and the false positive rate is 2 in 64 (3%).
Other than there is no significant breakdown of the algo-
rithm when it is tested on an independent data set, there
are not many conclusive things one can say based on these
rates.

Table 2: Face classification results on databaseB.

Total Correct Wrong
Non-neutral 39 38 1

Neutral 25 23 2
Total 64 61 3

Classification rate 95.3%

Discussion

Some examples of misclassified faces are shown in Fig-
ure 8. Figure 8a shows the examples of the neutral faces
that are classified as non-neutral faces. This happens
probably because the beard of some subjects causes the
mouth shape features to be computed incorrectly. It is
a weakness of the approach and needs to be addressed by
somehow detecting facial hair. Figure 8b shows the exam-
ples of the non-neutral faces that are classified as neutral
faces. Most of these have only subtle expressions.
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a: Neutral faces classified as non-neutral.

b: Non-neutral faces classified as neutral.

Figure 8: Examples of misclassified faces

6 Conclusions

Automatically detecting neutral faces is important for face
recognition, facial expression analysis, driver awareness
systems, and related applications such as multi-modal
user interfaces. We developed a new system to classify
a face as neutral or non-neutral by combining both loca-
tion and shape features in the regions of the mouth and
the eyes. After localizing face and facial point features
for each face, the eye features are extracted by ellipse fit-
ting based on the binary image of the face. The shape
features of the mouth are extracted by a zonal-histogram
in 4 directions based on edge maps of the face. All the
location and shape features are input to a neural-network-
based detector to arrive at a neutral/non-neutral decision.
An average detection rate of 97.2% is achieved for 536
images from 24 subjects. The robustness of the system
has been tested by using an independent image database
where an average classification rate of 95.3% is achieved.

We examine the classification of the expression on a
single face appearance as neutral ornot neutral. This
problem is not very well-defined and even for humans
the use of one static snapshot for neutral face detection is
hard. If a video sequence of the face is available, integrat-
ing the classification results over the sequence will enable
the use of more information and classification results will
improve.
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