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#### Abstract

We show how 13 equal-execution-time scheduling problems whose complexity status has been unknown before can be solved in polynomial time by well known and recently found techniques applicable to problems of this kind. We consider single-machine, parallel-machine, parallel-batch, open-shop and job-shop machine environments.


Keywords: scheduling, computational complexity, polynomial time.

## Introduction

Looking through the listing of complexity results for scheduling problems [6] one can observe that the vast majority of problems whose complexity status is unknown involve jobs with equal-execution-time operations. Hence, the state-of-the-art in studying the complexity of scheduling problems has reached the level at which approaches and techniques successfully working for equal-execution-time scheduling become especially important.

This paper is devoted to polynomial-time solutions to equal-executiontime scheduling problems in parallel-machine, parallel-batch, open-shop and job-shop environments, the area where a certain progress has been recently made. When the results we present here are variations of earlier results that are explicitly discussed in cited papers, we give only short sketches on how to obtain polynomial-time algorithms for either problems by using certain modelling techniques such as reductions to similar problems, flows in networks, linear programming, dynamic programming and transversal graphs. Given such sketches the reader can restore necessary details.

All denotations follow the notation of Graham et al. [10]: $C_{j}, w_{j}, r_{j}$ and $d_{j}$ are the completion time, the weight, the release date and the due date of a job $J_{j}, j=1,2, \ldots, n ; L_{j}=C_{j}-d_{j}, T_{j}=\max \left\{0, L_{j}\right\}$ and $U_{j}$, where $U_{j}=0$ if $T_{j}=0$ or $U_{j}=1$ if $T_{j}>0$, are the lateness, the tardiness and the unit penalty per late job, respectively; $p_{j}$ is the execution time of a single-operation job that can be executed on any of the parallel machines $M_{i}, i=1,2, \ldots, m ; p_{i j}$ is the execution time of the $i$ th operation, $O_{i j}$, of a multi-operation job, which is a chain of operations $O_{1 j} O_{2 j} \ldots O_{m_{j} j}$ in a job shop or an unordered set of operations $O_{1 j}, O_{2 j}, \ldots, O_{m j}$ in an open shop; $O_{i j}$ has to be executed on a specified machine $M_{\mu_{i j}}$; the case of a job shop with $m_{j}=m$ and $\mu_{i j}=i$ is a flow shop; symbols $P, Q, R, O, F, J$ in problem denotations stand for identical (equal-speed), uniform (differentspeed) and unrelated parallel machines, an open shop, a flow shop and a job shop, respectively; the appended symbol $m$, for example $P m$, means that the number of machines $m$ is fixed; abbreviations pmtn and nowait mean that jobs can be preempted and that multi-operation jobs cannot be interrupted between operations, respectively.
$J_{j} \lessdot J_{k}$ means that $J_{j}$ is an immediate predecessor of $J_{k}$ in accordance with specified precedence constraints. Words chains, intree and prec denote chain-like, intree-like and arbitrary precedence constraints, respectively. We set $a_{\text {min }}=\min _{1 \leq j \leq n} a_{j}$ and $a_{\max }=\max _{1 \leq j \leq n} a_{j}$ for numbers $a_{1}, a_{2}, \ldots, a_{n}$.

Without loss of generality, we assume that $r_{\min }=0$. All numerical parameters are assumed to be integers. Among minimization criteria we consider $L_{\text {max }}, \sum C_{j}, \sum T_{j}, \sum U_{j}, \sum w_{j} U_{j}$ and $\sum f_{j}$, where $f_{j}$ is a nondecreasing cost function. The last criterion is the most general.

A key observation we use to obtain polynomial-time solutions to nonpreemptive problems with equal execution times $p_{j}=p$ or $p_{i j}=p$ is that there are very few possible start times. Indeed, since an optimal nonpreemptive schedule is active, i.e., no operation can be shifted to the left without violation of release dates or precedence constraints, start times and completion times of jobs in it belong to the set

$$
\mathcal{T}=\left\{t: \exists j \in[1, n]: \exists l \in\left[0, n m_{\max }\right]: t=r_{j}+l p\right\}
$$

where $m_{\max }=1$ in the case of single-operation jobs. Thus $\mathcal{T}$ contains at most $n\left(n m_{\max }+1\right)$ time points. $\mathcal{T}_{\text {pmtn }}$ will denote a time space for a preemptive problem. In comparison with $\mathcal{T}$ it depends on preemptions and hence requires a special consideration.

## 1 Pm|intree, $p_{j}=1 \mid \sum C_{j}$

Using the fact that the precedence relation is an intree, it is easy to make sure by contradiction that the number of busy machines is not increasing in time in any optimal schedule. Hence, an optimal schedule defines the time unit $[t, t+1]$ that contains a set $L$ with less than $m$ jobs such that either $t=0$ or the time unit $[t-1, t]$, where $t>0$, contains $m$ jobs. It is evident that $L$ is the set of leaves of the subtree $S$ scheduled in $\left[t, C_{\max }\right]$, and the set $F$ of other jobs is a forest with $m t$ jobs scheduled in $[0, t]$. Let $C_{j}$ denote the completion time of $J_{j}$ in an optimal schedule. Then the total completion time of the schedule can be written as $m(1+2+\ldots+t)+\sum_{J_{j} \in S} C_{j}$.

Note that any active schedule for $S$ is optimal because it requires less than $m$ machines. Once $L$ is given, $F$ and $S$ can be obviously restored in linear time. The subschedule for $F$ and the time point $t$ can also be found in linear time by Hu's algorithm [12]. To find a set $L$ we need to check all $O\left(n^{m}\right)$ subsets with less than $m$ jobs. Since $m$ is fixed, we obtain a solution in polynomial time.

## 2 Om|nowait, intree, $p_{i j}=1 \mid \sum C_{j}$

There is a polynomial-time reduction to Pm|intree, $p_{j}=m \mid \sum C_{j}[5]$.

## $3 P \mid$ chains, $r_{j}, p_{j}=1 \mid L_{\max }$

Without loss of generality we assume that release dates and due dates are adjusted to precedence constraints by replacing $r_{k}$ by $\max \left\{r_{j}+p, r_{k}\right\}$ and $d_{j}$ by $\min \left\{d_{j}, d_{k}-p\right\}$ for each immediate precedence $J_{j} \lessdot J_{k}$. Hence, we can assume that release dates are increasing and due dates are decreasing along each chain of precedence constraints.

We consider only the decision version of the problem of finding a schedule meeting given release dates $r_{j}$ and deadlines $D_{j}=d_{j}+L_{\text {max }}$. If we show that it can be solved in polynomial time for a fixed $L_{\max }$, we can find a schedule with minimum $L_{\text {max }}$ in polynomial time as well by a binary search.

Let us create a network with a source $S$, job vertices $J_{j}, 1 \leq j \leq n$, chain-time vertices $(c, t)$ for each chain $c$ and integral time point $t \in \mathcal{T}$, time vertices $t \in \mathcal{T}$ and a sink $T$. Since the number of chains is at most $n$ and $|\mathcal{T}|=O\left(n^{2}\right)$, the number of vertices in the network is $O\left(n^{3}\right)$. The arcs in the network will be the arcs in all possible paths

$$
S \rightarrow J_{j} \rightarrow(c, t) \rightarrow t \rightarrow T
$$

under the condition that arcs $J_{j} \rightarrow(c, t)$ exist if and only if $r_{j} \leq t<D_{j}$ and $J_{j} \in c$. Assign capacity $m$ to $\operatorname{arcs} t \rightarrow T$, and 1 to the other arcs.

It can be easily shown that a feasible schedule exists if and only if the maximal flow in the network is $n$. The unit flow through the arc $J_{j} \rightarrow(c, t)$ models an assignment of the job $J_{j}$ belonging to the chain $c$ to be executed in the time unit $[t, t+1]$ inside the the time interval $\left[r_{j}, D_{j}\right]$. The flow of value at most $m$ through the arc $t \rightarrow T$ models an assignment of at most $m$ jobs to be executed in the time unit $[t, t+1]$.

The network-flow model observes all precedence constraints with the exception of possibly those between jobs $J_{i}$ and $J_{j}$ that are both assigned to the time interval $\left[\max \left\{r_{i}, r_{j}\right\}, \min \left\{D_{i}, D_{j}\right\}\right]$. However, transposing such jobs we can obtain a schedule that observes all precedence constraints in time $O\left(n^{2}\right)$. The overall time complexity of finding a feasible schedule is at most $O\left(n^{9}\right)$, because finding a maximal flow in a network takes at most cubic time in the number of its vertices [9].

## $4 O \mid$ chains, $r_{j}, p_{i j}=1 \mid L_{\max }$

There is a polynomial-time reduction to $P \mid$ chains, $r_{j}, p_{j}=1 \mid L_{\max }$ [21].
$51\left|p m t n, p r e c, r_{j}, p_{j}=p\right| \sum C_{j}$
As we show, there is no advatage to preemptions in this problem. Thus it can be solved in polynomial time by the algorithm of Simons [20] for $1\left|p r e c, r_{j}, p_{j}=p\right| \sum C_{j}$. Let $t$ be the earliest preemption time, and let $J_{j}$ be the job interrupted at time $t$, started at time $S_{j}$ and completed at time $C_{j}$ in a preemptive schedule. Let $\mathcal{K}$ and $k$ denote the set and number of jobs, respectively, that are started not earlier than $t$ and completed earlier than $C_{j}$. We can reconstruct the schedule in the time interval $\left[t, C_{j}\right]$ by moving all parts of $J_{j}$ into the time interaval $\left[t, S_{j}+p\right]$, so that $J_{j}$ becomes uninterrupted, and placing all parts of other jobs in $\left[t, C_{j}\right]$ without changing their order in time into the time interaval $\left[S_{j}+p, C_{j}\right]$. The reconstruction obviously observes precedence constraints and release dates. It is easy to make sure that the loss of $J_{j}$ in completion time is at least $k p$ and that the gain of jobs of $\mathcal{K}$ in total completion time is at most $k\left(p-t+S_{j}\right)$. This, the reconstruction decreases the total completion time by at least $k\left(t-S_{j}\right)$. Recursively applying the reconstruction procedure we obtain a nonpreemptive schedule that is not worse that the original preemptive schedule.

## $6 \quad P\left|p m t n, p_{j}=p\right| \sum T_{j}$

Let us consider the class of problems $P\left|p m t n, p_{j}=p\right| \sum f_{j}$, where $f_{j}$ are convex nondecreasing functions such that differences $f_{i}-f_{j}$ are all monotone functions. Since tardinesses $T_{j}=\max \left\{0, C_{j}-d_{j}\right\}$ meet these conditions, $P\left|p m t n, p_{j}=p\right| \sum T_{j}$ is in the class. Note that $\sum T_{j}$ is a piecewise linear function. We assume that the jobs are in a linear order where for each pair of jobs $J_{i}$ and $J_{j}$ the functions $f_{i}-f_{j}$ are either strictly increasing or constant if $i<j$. As it is shown in [2], such an order always exists.

It can be trivially shown by the exchange argument that for any problem in the class there exists an optimal schedule where $i \leq j \Rightarrow C_{i} \leq C_{j}$. Let us consider completion times $C_{j}$ for all $j=1,2, \ldots, n$ as deadlines. It is known [11] that a feasible schedule for the decision problem $P \mid p m t n$ with deadlines
$C_{j}$ exits if and only if

$$
\forall j: \sum_{i=1}^{n} \max \left\{0, p_{i}-\max \left\{0, C_{i}-C_{j}\right\}\right\} \leq C_{j} m \text { and } C_{j} \geq p_{j} .
$$

Under the conditions $p_{j}=p$ and $i \leq j \Rightarrow C_{i} \leq C_{j}$ this predicate is

$$
\forall j: \sum_{i=j+1}^{n} \max \left\{0, p-C_{i}+C_{j}\right\} \leq m C_{j}-j p \text { and } C_{j} \geq p
$$

Introducing additional variables $X_{i j}=\max \left\{0, p-C_{i}+C_{j}\right\}$ for all $i=$ $2,3 \ldots, n$ and $j=1,2, \ldots, n$ we finally obtain the convex program of minimizing $\sum_{j=1}^{n} f_{j}\left(C_{j}\right)$ under the linear constraints

$$
\begin{array}{rrlll}
\forall j: & \sum_{i=j+1}^{n} X_{i j} \leq m C_{j}-j p & \text { and } & C_{j} \geq p, \\
\forall i: \forall j: & X_{i j} \geq p-C_{i}+C_{j} & \text { and } & X_{i j} \geq 0 .
\end{array}
$$

For any convex piecewise linear objective function it can be solved in polynomial time [18]. Once the optimal completion times are known, the optimal schedule can be produced by Sahni's algorithm [19].

## $7 \quad Q\left|p m t n, p_{j}=p\right| \sum U_{j}$

Since late jobs can be arbitrarily scheduled we can consider schedules of only early jobs. It is easy to see that the maximum number of early jobs can be reached on jobs with latest due dates. In other words, if $d_{1} \geq d_{2} \geq \ldots \geq d_{n}$, then $J_{1}, J_{2}, \ldots, J_{i}$ are early jobs in an optimal schedule if and only if there is no schedule of the jobs $J_{1}, J_{2}, \ldots, J_{i}, J_{i+1}$ which are all early. We can test each integer among $0,1,2, \ldots, n$ on the role of $i$ checking by the polynomialtime algorithm of Lawler and Labetoulle [16] for $R \mid p m t n, r_{j}$ whether there exists a schedule where all jobs among $J_{1}, J_{2}, \ldots, J_{i}$ are early.

## $8 \quad$ Pm $\left|p m t n, p_{j}=p\right| \sum w_{j} U_{j}$

Let us consider the extension $P m|p m t n| \sum w_{j} U_{j}$. Applying the dynamic programming approach to this problem, we use an algorithm of finding a feasible schedule for $P \mid p m t n$ that meets due dates $d_{j}$. The following recurrent procedure we call a staircase algorithm is just a variation of Sahni's algorithm [19]. Let us introduce an artificial job $J_{0}$ with execution time $p_{0}=0$ and due
date $d_{0}=0$. We assume that $J_{0}$ is scheduled at time 0 on each machine and that the jobs $J_{0}, J_{1}, \ldots, J_{n}$ are ordered by nondecreasing due dates.

Let after scheduling jobs $J_{0}, J_{1}, \ldots, J_{j-1}$ the machines become available at times $a_{i}, i=1,2, \ldots, m$, such that $a_{1} \leq a_{2} \leq \ldots \leq a_{m}$. Then define an availability profile to be the vector $a=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$. Initially $a_{0}=$ $(0,0, \ldots, 0)$. To schedule $J_{j}$ the algorithm in loop on $i=m, m-1, \ldots, 1$ assigns a part of $J_{j}$ of length $\ell_{i j}=\max \left\{0, \min \left\{p_{j}, d_{j}-a_{i}\right\}\right\}$ to start at time $a_{i}$ on $M_{i}$ and sets

$$
a_{i}=a_{i}+\ell_{i j}, \quad d_{j}=d_{j}-\ell_{i j}, \quad p_{j}=p_{j}-\ell_{i j}
$$

If $p_{j}=0$ after the loop, then $J_{j}$ becomes scheduled. The resulted availability profile we denote as $a^{j}$. It is easy to see that components of $a^{j}$ are nondecreasing. If $p_{j}>0$ after the loop, then $J_{j}$ cannot be early, and the algorithm terminates. Using induction it can be shown that the algorithm terminates if and only if there is no feasible schedule. The proof, closely related to Sahni's result [19], can be found in [3].

Let $W_{j}(a)$ denote the minimum weighted number of late jobs among $J_{j}, J_{j+1}, \ldots, J_{n}$ for schedules with the availability profile $a$. It is easy to check that then

$$
W_{j}(a)=\left\{\begin{array}{cl}
\min \left\{W_{j+1}(a)+w_{j}, W_{j+1}\left(a^{j}\right)\right\} & \text { if } a_{j}+p_{j} \leq d_{j} \\
W_{j+1}(a)+w_{j} & \text { otherwise }
\end{array}\right.
$$

Setting $W_{n+1}(a)=0$ for all availability profiles $a$, which number is at most $\left|\mathcal{T}_{\text {pmtn }}\right|^{m}$, we can solve the problem by the dynamic programming approach in time $O\left(n \cdot\left|\mathcal{T}_{\text {pmtn }}\right|^{m}\right)$.

To evaluate how much time space $\mathcal{T}_{\text {pmtn }}$ is needed in the case of equal execution times $p_{j}=p$ let us figure out how many different availability profiles the staircase algorithm can produce. Obviously, components of availability profiles can be computed as completion times of nonpreemptive parts of jobs. Let us find for each machine $M_{i}$ a set of time points $T_{\mathrm{pmtn}, i}$ that contains all possible completion times in staircase schedules. If $M_{i}$ runs a part of $J_{j}$ in a staircase schedule, then $C_{i j}$ will denote the completion time of the part. Thus $C_{i j} \in T_{\text {pmtn }, i}$.

It is easy to see that $\mathcal{T}_{\text {pmtn }, m}$ is contained in the set of positive integers in the time interval $[0, n p]$ that are equal to due dates modulo $p$. Now let $i<m$. Notice that for any job $J_{j}$ in a staircase schedule there exists $v_{j} \leq m$ such that $M_{1}, M_{2}, \ldots, M_{v_{j}-1}$ do not run $J_{j}$ while $M_{v_{j}}, M_{v_{j}+1}, \ldots, M_{m}$ run $J_{j}$
in succession. Herein, if $J_{j}$ passes $M_{i}$ and $M_{i+1}$ without waiting, then $C_{i j}$ is also the completion time of another job on $M_{i+1}$. Let $C_{i k}$, where $k<j$, be the latest completion time earlier than $C_{i j}$ such that $C_{i k}=C_{i+1, k-1}$. Since there are no idling machines in a staircase schedule, all jobs $J_{k+1}, \ldots, J_{j}$ are executed in the time intervals

$$
\underbrace{\left[C_{i k}, C_{i j}\right]}_{\text {machine } M_{i}},[\underbrace{\left[C_{i+1, k}, C_{i+1,2}\right]}_{\text {machine } M_{i+1}}, \cdots, \underbrace{\left.C_{m k}, C_{m j}\right]}_{\text {machine } M_{m}} .
$$

In other words, $C_{i k}=C_{i+1, k-1}$ and $\sum_{u=i}^{m}\left(C_{u j}-C_{u k}\right)=p(j-k)$. Extracting $C_{i j}$ with $i<m$ gives

$$
C_{i j}=p(j-k)+C_{i+1, k-1}-\sum_{u=i+1}^{m}\left(C_{u j}-C_{u k}\right)
$$

From this expression we have $\left|\mathcal{T}_{\text {pmtn }, i}\right| \leq n \cdot\left|\mathcal{T}_{\text {pmtn }, i+1}\right| \cdot \prod_{u=i+1}^{m}\left|\mathcal{T}_{\text {pmtn }, u}\right|^{2}$. Obviously, $\left|\mathcal{T}_{\text {pmtn }, u+1}\right| \leq\left|\mathcal{T}_{\text {pmtn }, u}\right|$. Therefore, $\prod_{u=i+1}^{m}\left|\mathcal{T}_{\text {pmtn }, u}\right|^{2=i+1} \leq\left|\mathcal{T}_{\text {pmtn }, i+1}\right|^{2 m-2 i}<$ $\left|\mathcal{T}_{\mathrm{pmtn}, i+1}\right|^{2 m}$ and hence

$$
\left|\mathcal{T}_{\text {pmtn }, i}\right|<n \cdot\left|\mathcal{T}_{\text {pmtn }, i+1}\right|^{2 m+1}
$$

Resolving this inequality with the initial condition $\left|\mathcal{T}_{\text {pmtn }, m}\right|=O\left(n^{2}\right)$ it is not hard to make sure that $\left|\mathcal{T}_{\text {pmtn, }}\right|<n^{2^{m} m^{m}}$. This implies that the problem can be solved by dynamic programming in time $O\left(n^{2^{m} m^{m+1}+1}\right)$.

## $9 \quad P m\left|r_{j}, p_{j}=p\right| \sum w_{j} U_{j}$

We describe a decomposition scheme that follows the technique used earlier for $1\left|r_{j}, p_{j}=p\right| \sum w_{j} U_{j}[1], P m\left|r_{j}, p_{j}=p\right| \sum w_{j} C_{j}, P m\left|r_{j}, p_{j}=p\right| \sum T_{j}[2]$ and a suggestion in [8].

Define a resource profile to be a vector $a=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$ with integral components in $\mathcal{T}$ such that $a_{\text {max }}-a_{\min } \leq p$, and the components are associated with the machines $M_{1}, M_{2}, \ldots, M_{m}$. We assume that $a_{\text {min }}$ is the completion time of a job, $a_{i}=a_{\min }$ implies that $a_{i}$ is the completion time of a job or an idle time on $M_{i}$, and $a_{i} \neq a_{\text {min }}$ implies that $a_{i}$ is the completion time of a job that is in process on $M_{i}$ at time $a_{\text {min }}$. Let $\preceq$ and $\prec$ denote the coordinate order and the strict coordinate order on resource profiles, respectively, i.e.,

$$
a \preceq b \Leftrightarrow \forall i \in[1, m]: a_{i} \leq b_{i} \text { and } a \prec b \Leftrightarrow a \preceq b \wedge a \neq b .
$$

Let $t_{\text {max }}=\max _{t \in \mathcal{T}} t$. For a resource profile $x \neq\left(t_{\text {max }}, t_{\text {max }}, \ldots, t_{\text {max }}\right)$ define the set of next resource profiles

$$
\operatorname{next}(x)=\left\{x^{\prime}: \exists h \in[1, m]: x_{h}=x_{\min } \wedge x_{h}+p=x_{h}^{\prime} \wedge i \neq h \Rightarrow x_{i}=x_{i}^{\prime}\right\}
$$

In what follows, we assume that jobs are ordered by nondecreasing due dates, i.e., $d_{1} \leq d_{2} \leq \ldots \leq d_{n}$. We say that a schedule of jobs is feasible on an interval of resource profiles $a \prec b$ if the jobs are scheduled between their release dates and due dates, no more than $m$ jobs are processed simultaneously, and $M_{i}$ is idling before $a_{i}$ and after $b_{i}$ for all $i=1,2, \ldots, m$.

For positive integer $k \leq n$ and an interval of resource profiles $a \prec b$, let $W_{k}[a, b]$ denote the maximum weight of early jobs $J_{j}$ with $j \leq k$ and $a_{\text {max }}-p \leq r_{j}<b_{\text {min }}$ in schedules that are feasible on $a \prec b$. Then it is not hard to make sure that the minimum weighted number of late jobs sought for is

$$
\sum_{j=1}^{n} w_{j}-W_{n}\left[(0,0, \ldots, 0),\left(t_{\max }, t_{\max }, \ldots, t_{\max }\right)\right]
$$

and

$$
W_{k}[a, b]=\left\{\begin{array}{cl}
\max \left\{W_{k}^{\prime}[a, b], W_{k-1}[a, b]\right\} & \text { if } a_{\max }-p \leq r_{k}<b_{\min } \\
W_{k-1}[a, b] & \text { otherwise }
\end{array}\right.
$$

where

$$
W_{k}^{\prime}[a, b]=\max _{\substack{\left.r_{k} \leq x_{\min } \leq d_{k}-p \\ x^{\prime} \in \operatorname{nextt} t x\right) \\ a \preceq x \\ x^{\prime} \preceq b}}\left\{W_{k-1}[a, x]+w_{k}+W_{k-1}\left[x^{\prime}, b\right]\right\} .
$$

If $a_{\max }-p>r_{k}$ or $r_{k} \geq b_{\min }$, then $J_{k}$ is not taken into account in $W_{k}[a, b]$, so $W_{k}[a, b]=W_{k-1}[a, b]$. If $a_{\max }-p \leq r_{k}<b_{\min }$, then we try all possible positions of $J_{k}$ by scheduling it between the ressource profiles $x$ and $x^{\prime}$ on $M_{h}$ with $x_{h}=x_{\min }=x_{h}^{\prime}-p$. Since $J_{k}$ is early, we add the cost $w_{k}$. As shown in [2], the problem of finding $W_{k}[a, b]$ is a decomposition of two independent subproblems of finding $W_{k-1}[a, x]$ and $W_{k-1}\left[x^{\prime}, b\right]$.

Finally, we add initial conditions $W_{0}[a, b]=0$ for all pairs of resource profiles $a$ and $b$ with $a \prec b$. Since the number of resource profiles is at most $|\mathcal{T}|^{m}$, where $|\mathcal{T}|=O\left(n^{2}\right)$, the number of triplets $a, x, b$ is at most $\left(|\mathcal{T}|^{m}\right)^{3}=$ $O\left(n^{6 m}\right)$. The recurrence formula should be applied for each $k=1,2, \ldots, n$, therefore, we can calculate all weights $W_{k}[a, b]$ and related schedules in time $O\left(n^{6 m+1}\right)$ using the dynamic programming approach [13].

## 10 Om|nowait, $r_{j}, p_{i j}=1 \mid \sum w_{j} U_{j}$

There is a polynomial-time reduction to $P m\left|r_{j}, p_{j}=m\right| \sum w_{j} U_{j}$ [5].

## $11 \quad 1 \mid p$-batch, $r_{j}, p_{j}=p \mid \sum f_{j}$

Let us consider a more general problem, $1 \mid p$-batch, $r_{j} \mid \sum f_{j}$, where execution times (lengths) of jobs can be different [4]. The jobs are to be executed in parallel batches, i.e., jobs in a batch start and complete at the same time, and the length of a batch is the maximum length of its jobs. We assume that batches can contain an unbounded number of jobs.

It is easy to show by contradiction that there exists an optimal schedule where, for any batch, jobs that are shorter than the batch and released not later than the batch starts are assigned to the batch or a previous batch. Hence, if start time of a longest batch is known, then the problem can be decomposed into two subproblems that appear before and after completion time of the batch.

Let the jobs be ordered by nondecreasing lengths, i.e., $p_{1} \leq p_{2} \leq \ldots \leq p_{n}$, and let $\left[\begin{array}{l}a \\ x\end{array}\right]$ and $\left[\begin{array}{l}b \\ y\end{array}\right]$ denote a left batch and a right batch with start times $a$ and $b$ and lengths $x$ and $y$, respectively. Define a subproblem for $k=1,2, \ldots, n$ as finding a minimum-cost schedule of jobs $J_{j}$ with $j \leq k$ and $a<r_{j} \leq b$ that are assigned to the batch $\left[\begin{array}{l}b \\ y\end{array}\right]$ or a batch following $\left[\begin{array}{c}a \\ x\end{array}\right]$. Let $F_{k}\left[\begin{array}{l}a \\ x\end{array}\right]\left[\begin{array}{l}b \\ y\end{array}\right]$ denote the minimum cost of the schedule, and let $G_{k}\left[\begin{array}{l}a \\ x\end{array}\right]\left[\begin{array}{l}b \\ y\end{array}\right]=F_{k-1}\left[\begin{array}{l}a \\ x\end{array}\right]\left[\begin{array}{l}b \\ y\end{array}\right]+f_{k}(b+y)$. Then $F_{k}$ can be expressed via $G_{k}$ and $F_{k-1}$ by the recurrence formula

$$
F_{k}\left[\begin{array}{l}
a \\
x
\end{array}\right]\left[\begin{array}{l}
b \\
b
\end{array}\right]=\left\{\begin{aligned}
F_{k}^{\prime}\left[\begin{array}{l}
a \\
x
\end{array}\right]\left[\begin{array}{l}
b \\
y
\end{array}\right] & \text { if } a<r_{k} \leq b, \\
F_{k-1}\left[\begin{array}{l}
a \\
x
\end{array}\right]\left[\begin{array}{l}
b \\
y
\end{array}\right] & \text { otherwise },
\end{aligned}\right.
$$

where $\left.F_{k}^{\prime}\left[\begin{array}{l}a \\ x_{x}\end{array}\right]_{y}^{b}\right]=\min \left\{G_{k}\left[\begin{array}{l}a \\ x\end{array}\right]\left[\begin{array}{l}b \\ y\end{array}\right], \min _{\max \left\{a+x, r_{k}\right\} \leq t \leq b-p_{k}}\left\{G_{k}\left[\begin{array}{c}a \\ x\end{array}\right]\left[\begin{array}{l}t \\ p_{k}\end{array}\right]+F_{k-1}\left[\begin{array}{l}t \\ p_{k}\end{array}\right]\left[\begin{array}{l}b \\ y\end{array}\right]\right\}\right\}$.
The interior minimum models the appearance of a new batch $\left[{ }_{p_{k}}^{t}\right]$ capturing $J_{k}$ between the batches $\left[\begin{array}{l}a \\ x\end{array}\right]$ and $\left[\begin{array}{l}b \\ y\end{array}\right] . G_{k}\left[\begin{array}{l}a \\ x\end{array}\right]\left[\begin{array}{l}b \\ y\end{array}\right]$ models the appearance of $J_{k}$ in the batch $\left[\begin{array}{l}b \\ y\end{array}\right]$. Setting $F_{0}\left[\begin{array}{c}a \\ x\end{array}\right]\left[\begin{array}{l}b \\ y\end{array}\right]=0$ for all possible batches $\left[\begin{array}{c}a \\ x\end{array}\right]$ and $\left[\begin{array}{l}b \\ y\end{array}\right]$ we can calculate the minimum $\sum f_{j}$ as $F_{n}\left[{ }_{0}^{0}\right]\left[p_{p_{\text {max }}}^{\left[r_{\text {max }}+n p_{\text {max }}\right] . ~}\right.$

Since the number of quintets $(t, a, b, x, y)$ is at most $|\mathcal{T}|^{5}$ in the case of equal-length jobs, and the recurrence formula should be applied for each $k=1,2, \ldots, n$, the problem can be solved by dynamic programming in time $O\left(n \cdot|\mathcal{T}|^{5}\right)$. Since $|\mathcal{T}|=O\left(n^{2}\right)$, we obtain the time bound $O\left(n^{11}\right)$.

## 12 <br> $J\left|p r e c, r_{j}, p_{i j}=p, n=k\right| \sum f_{j}$

Following [17] we reduce the problem to finding a shortest path in a related transversal graph. Vertices in it are vectors

$$
u=\left(v_{1}, v_{2}, \ldots, v_{k} ; t_{1}, t_{2}, \ldots, t_{k}\right)
$$

where $v_{j} \in\left\{0,1,2, \ldots, m_{j}\right\}$ counts operations $O_{v_{j} j}$ in $J_{j}$ if $v_{j}>0$, and $t_{j}$ is 0 if $v_{j}=0$ or completion time of $O_{v_{j} j}$ if $v_{j}>0$. A vertex $v$ presents the right front of a partial schedule at time $t_{\text {max }}$ that involves $v_{j}$ th operations of jobs $J_{j}$ with $v_{j}>0$ and does not involve jobs $J_{j}$ with $v_{j}=0$. Vertices

$$
\left.(0,0, \ldots, 0 ; 0,0, \ldots, 0) \text { and ( } m_{1}, m_{2}, \ldots, m_{k} ; t_{1}, t_{2}, \ldots, t_{k}\right)
$$

are the source and a sink, respectively. A pair $\left(u^{\prime}, u\right)$ is an arc if and only if $\exists i \in[1, k]: \forall j \neq i:(1) \wedge(2) \wedge(3) \wedge(4)$, where

$$
\begin{align*}
& \text { (1) } v_{i}=v_{i}^{\prime}+1 \wedge v_{j}=v_{j}^{\prime} \wedge t_{j}=t_{j}^{\prime} \wedge t_{i} \geq t_{j},  \tag{1}\\
& \text { (2) } \mu_{v_{i} i}=\mu_{v_{j} j} \Rightarrow t_{i} \geq t_{j}+p, \\
& \text { (3) } v_{i}>1 \Rightarrow t_{i} \geq t_{i}^{\prime}+p, \\
& \text { (4) } v_{i}=1 \Rightarrow\left[\left[J_{j} \lessdot J_{i} \Rightarrow v_{j}=m_{j}\right] \wedge t_{i} \geq \max \left\{r_{i}, \max _{J_{j}<J_{i}} t_{j}\right\}+p\right] .
\end{align*}
$$

The predicates above mean that: (1) the front $u$ is at time $t_{i}$ and reached from the front $u^{\prime}$ by adding $O_{1 i}$ or exchanging $O_{v_{i}-1, i}$ into $O_{v_{i} i}$ if $v_{i}>1$, (2) $O_{v_{i} i}$ does not overlap in time with other operations that require the same machine $M_{\mu_{v_{i} i}}$, (3) start time $t_{i}-p$ of $O_{v_{i} i}$ is not earlier than completion time of the preceding operation $O_{v_{i}^{\prime}}$, (4) $J_{i}$ starts only after all its immediate predecessors are completed and start time $t_{i}-p$ of $J_{i}$ is not earlier than release date $r_{i}$ or completion times of immediate predecessors of $J_{i}$. Define the length of the $\operatorname{arc}\left(u^{\prime}, u\right)$ to be

$$
\ell\left(u^{\prime}, u\right)=\left\{\begin{array}{cl}
f_{i}\left(t_{i}\right) & \text { if } v_{i}=m_{i} \\
0 & \text { otherwise }
\end{array}\right.
$$

It is easy to make sure that source-sink paths in the graph are in a one-to-one correspondence with schedules of costs equal to the lengths of the correspondent paths. Hence, the problem reduces to searching a shortest path in the graph. Since the number of vertices is at most $m_{\text {max }}^{k} \cdot|\mathcal{T}|^{k}$, where $|\mathcal{T}|=O\left(m_{\max }\right)$, and a shortest path can be found in square time [7], the problem can be solved in polynomial time $O\left(m_{\text {max }}^{4 k}\right)$.

## $13 J \mid$ nowait, prec, $r_{j}, p_{i j}=p, n=k \mid \sum f_{j}$

A polynomial-time solution to the no-wait counterpart of the previous problem and even to $J \mid$ nowait, prec, $r_{j}, n=k \mid \sum f_{j}$ can be obtained by exchanging " $\geq$ " into " $=$ " in Predicate (3) and replacing " $p$ " by " $p_{v_{i}-1, i}$ " in Predicates (2), (3) and (4). The number of vertices in the transversal graph in this case is at most $m_{\text {max }}^{k} \cdot\left|\mathcal{T}_{\text {nowait }}\right|^{k}$, where $\mathcal{T}_{\text {nowait }}$ is the time space required for saving all active no-wait job-shop schedules. Since no-wait jobs are not interrupted in such schedules,

$$
\begin{gathered}
\mathcal{T}_{\text {nowait }}=\left\{t: \exists l \in[1, k]: \forall j \in[1, k]: \exists x_{j} \in\left[1, m_{j}\right]: \exists y_{j} \in\left[1, m_{j}\right]:\right. \\
\left.x_{j} \leq y_{j} \wedge t=r_{l}+\sum_{j=1}^{k} \sum_{i=x_{j}}^{y_{j}} p_{i j}\right\} .
\end{gathered}
$$

Thus $\left|\mathcal{T}_{\text {nowait }}\right| \leq k \cdot \prod_{j=1}^{k} m_{j}=O\left(m_{\max }^{k}\right)$. Hence, a shortest path in this case can be found in polynomial time $O\left(m_{\max }^{2 k^{2}+2 k}\right)$.

## Conclusion

Though we did not find an extension of the technique described in Note 1 to unit-time flow shops, we conjecture that Fm|intree, $p_{i j}=1 \mid \sum C_{j}$ can also be solved in polynomial time. Notes 8 and 11 present pseudopolynomial-time solutions to $P m|p m t n| \sum w_{j} U_{j}, 1\left|p-b a t c h, r_{j}\right| \sum w_{j} U_{j}, 1 \mid p$-batch, $r_{j} \mid \sum w_{j} T_{j}$ that prove the ordinary NP-hardness of these problems since $1|p m t n| \sum w_{j} U_{j}$, $1 \mid p$-batch $\left|\sum w_{j} U_{j}, 1\right| p-b a t c h \mid \sum w_{j} T_{j}$ are NP-hard [14, 4].

On the other hand, though $P|p m t n| \sum U_{j}[15]$ and $1\left|\mid \sum w_{j} U_{j}\right.$ [14] are NP-hard, it is still unclear whether $P|p m t n| \sum U_{j}$ or $P m\left|r_{j}\right| \sum w_{j} U_{j}$ can be solved in pseudopolynomial time. The complexity status of $P|p m t n| \sum T_{j}$ remains unknown.
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