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Reduction in Round-Trip Time by Using
Content Distribution Networks

May 6, 2002

Abstract

It is well-known that a content distribution network can reduce the client-perceived response time of
a web site by bringing the content closer to the clients. The reduction in client-perceived response time is
strongly dependent on the average round-trip time experienced by the clients. In this paper we quantify
the reduction in round-trip time that can be experienced by placing surrogate servers in a network.

Keywords: Content Distribution Network, Performance Analysis, Round-Trip Time, Bandwidth Utiliza-
tion.

1 Introduction

The objective of this paper is to quantify the reduction in the average round-trip time that can be experienced
by utilizing a content distribution network (CDN). By bringing content closer to the clients, a content
distribution network reduces the average round-trip time between clients and the content, which in turn
strongly influences the client-perceived response time. The client-perceived response time is an important
metric for distribution networks, and an estimate of the reduction in the average round-trip time can be
used for performance prediction and capacity planning of such networks.

An estimate of the reduction in the average round-trip time is also needed for many engineering decisions
such as designing web-applications that will be deployed over content distribution networks. For example,
consider a shopping cart or a directory application, where a part of the application will be distributed on a
content distribution network while the rest of the application will reside on the origin server due to security
concerns. In a related paper, we have shown that distributing such applications may not provide significant
benefits if the reduction in round-trip time is below a certain threshold [1, 2]. Conversely, if an estimate
of the reduction in round-trip time is known, then a given architecture for splitting an application can be
evaluated for the potential acceleration that it may provide. However, in such design problems, the topology
of the network, client population profiles, et cetera, are unknown a priori. Thus, there is a demand, and a
challenge, of providing a rough estimate of the reduction in round-trip time which is applicable in a broad
set of network conditions.

It is clear that the exact reduction in the average round-trip time due to a content distribution network
will depend on many factors such as the underlying network topology, network-link conditions, and the
overall distribution of the client population. Several of these factors are either not precisely known or change
frequently. This makes any exact calculation of the reduction in the average round-trip time impractical.
Therefore, the objective of this paper is to provide an estimate for this reduction for a wide variety of link
configurations and ensembles of parameters.

To the best of our knowledge, there is no prior analytical study that estimates the reduction in the average
round-trip time obtained by using a content distribution network. There are a few studies in which the



performance of a deployed content distribution network is measured by several clients placed in the Internet
[3]. Due to the complexity of arranging such clients, so far these studies have been limited in their scope.
Other closely related work is the work on the server placement problem from which some inference can be
made regarding the reduction in average round-trip time [4, 5, 6, 7]. Specifically, this body of research work
addresses the following question: Given a network topology, and a budget for M surrogate servers, what is
the best placement strategy for these servers for a given performance metric. Li et al. propose a dynamic
programming solution to obtain the optimum placement of servers under the constraint that the network
topology is a tree rooted at the origin server [6]. However, they do not quantify the reduction in round-
trip time which may result from such placement. Such quantification is further addressed in two different
settings by Qiu, Padmanabhan, and Voelker [7], and by Krishnan, Raz, and Shavitt [4]. Qui, Padmanabhan,
and Voelker present several heuristic algorithms for the surrogate server placement problem on a general
network graph and compare the relative performances of these algorithms by simulating different network
topologies and client populations. Krishnan, Raz, and Shavitt consider logs from a specific web-server and
show that by utilizing nine surrogate servers the total traffic can be reduced by roughly 30%. They also
analytically compute the relative reduction in traffic for some simple cases where the network is modeled by
regular topologies. However, the focus of their study is to show that their greedy algorithm performs well
in comparison to the optimum algorithm, and they do not adequately address the question of reduction in
round-trip time.

The objective of this paper is to provide a methodology to evaluate the reduction in round-trip time and
to provide an estimate of the reduction which is applicable to a broad category of networks. The paper
is organized as follows. In Section 2, we present our simplifying assumptions and the network model used
herein. In Section 3, our general strategy to estimate the reduction in round-trip time is outlined. Next,
in Section 4, we estimate the reduction in the round-trip time for several combinations of client population
and link-delay profiles. Finally, in Section 5, we discuss some of the ramification of our results and outline
the limitations of this work.

1.1 Contributions of This Paper

In this paper, we evaluate the performance using acceleration factor defined as IT = 1—p../ps, where p. is the
average round-trip time in the presence of a content distribution network and p. is the average round-trip
time without a content distribution network.

We show that a spanning tree of a given network graph can be decomposed into chain graphs. Furthermore,
the acceleration factor on the spanning tree equals a weighted average of acceleration factors on its constituent
chain graphs. We show that these two facts when combined have the following important implications (precise
conditions for these implications to hold true are discussed in the text):

1. Regardless of network topology, client-population and link-delay profiles, the acceleration factor on
a spanning tree can always be computed by taking a weighted average of acceleration factors on its
constituent chain graphs. Therefore, it is important to study the acceleration factor on chain graphs.

2. A histogram of the acceleration factors, computed by considering a wide set of chain graphs obtained
by varying length, client-population profile, and link-delay profile, can provide an estimate of the
acceleration factor on a generic network graph. For example, if most of the constituent chain graphs
of a given network graph lie in the considered set of chain graphs, then the mean of the histogram is
likely to be a optimistic estimate of the acceleration factor on the whole network.

Motivated by these results, we computed acceleration factors for a wide set of chain graphs by using both
analytical and numerical methods. These computations show that for the set of chain graphs considered in
this paper, with one surrogate server on each chain graph, the acceleration factor is likely to lie in the range
[0.4,0.8] with the mean around 0.65. This in turn implies that as long as the number of surrogate servers in
the content distribution network is much less than the total number of client clusters, an optimistic estimate
for the acceleration factor is 0.65.



One limitation of our study is that although we consider a fairly large set of chain graphs, it is not clear if
these chain graphs are representative of chain graphs that constitute the Internet. We are currently collecting
data to obtain the statistics of chain graphs on the Internet. Our future plan is to use the methodology
developed in this paper on the gathered statistics.

One corollary of our work is that the placement of surrogate servers to optimize consumed bandwidth may
not be optimum to reduce the client-perceived response time. Furthermore, either placement may not balance
the load among servers. Thus, several potential benefits of a content distribution network require conflicting
placement of surrogate servers.

2 Assumptions and Models

Consider an application hosted from a single origin server. Assume that the shortest-path routing algorithm
employed by the Internet is stable. Under this assumption, routes from the origin server to its clients’
clusters would make a tree graph. Let V be the set of all vertexes of this graph and let B be the set of all
branches. Each vertex in the graph represents a cluster of clients, and each branch represents the average
networking delay between two client clusters located at the two ends of this branch. Given an assignment of
client population U(v) for each vertex v €V, and an assignment of networking delay D(b) for each branch
b€ B, it is straight-forward to compute the average round-trip time p; as

Z'u eV U(U) (Zb € P(v,s(v)) D(b))
2wevU) '

Here, P(v1,v2) denotes the shortest path between v; and vy, and s(v) denotes the vertex where the server
serving clients at v is located. In the case of a single server s(v) = vg, where v is the root of the tree graph.

(1)

A content-distribution network will place surrogate servers at a few vertexes in the tree graph. Assume that
in the presence of a content distribution network, clients contact the server which is closest to them and
which lies on the shortest path from them to the origin server. For a given placement of surrogate servers,
(1) can be used to compute the average round-trip time p. in presence of a content-distribution network.
Note that since now there are multiple servers in the network, s(v) will depend on v.

Thus, using (1), we can compute p. and ps, the average round-trip time with and without a content distri-
bution network respectively, and compute the response-time acceleration factor I = 1 — p./ps provided by
a given content distribution network on a given tree graph.

Before proceeding further, let us examine the two assumptions made thus far. First, we assumed that the
underlying network topology was given by a tree graph, and second, we assumed that clients contact only
the surrogate server that lies on the shortest path between them and the origin server. The first assumption
eliminates some of the possible routes which can potentially be used by the clients to reach surrogate servers.
Under the second assumption, the clients do not necessarily contact the server closest to them. Thus, both
assumptions can potentially reduce the benefits provided by a content distribution network.

However, we expect these assumptions to have little impact on our qualitative results. Krishnan, Raz,
and Shavitt conducted a detailed trace study and found that not only are the routes relatively stable, but
also the traffic flow in different parts of the tree is stable [4]. This implies that for content distribution
networks employing transparent en-route caches, both assumptions are valid [4]. On the other hand, for
non-transparent surrogate servers, clients need to be steered to the closest server which requires an extensive
monitoring and request routing subsystems. These systems themselves add to the overall user response time
[8], and thus deteriorate performance. In another study, Qiu, Padmanabhan, and Voelker compared the
performance of two algorithms for placing servers in content distribution networks [7]. The first algorithm
works with a spanning graph of the original network, and places servers using only the information available
in the spanning graph, while the second algorithm exploits all available information. The first algorithm
also assumes that the clients can only go to the servers located on the shortest path from them to the origin
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Figure 1: Decomposing of a tree graph into chain graphs

server. Their results show that the median performances of the two algorithms are within a few percent of
each other. This result implies that a good estimate of reduction in round-trip time can be obtained just by
considering the tree topologies.

2.1 Decomposition of Tree Graphs into Chain Graphs

Consider Figure 1 which shows the decomposition of a tree graph into its constituent chain graphs. A chain
graph is a tree graph in which the degree of each vertex is equal to two, except for the two end vertexes
which have degree one. As the Figure 1 shows that in this decomposition each leaf vertex generates a chain
graph which follows the shortest path from that leaf vertex to the root vertex. Thus a tree graph with [ leaf
vertexes is decomposed into ! constituent chain graphs. The constituent chain graphs of a tree graph share
vertexes and edges with each other. The client population on a shared vertex is divided equally among the
chain graphs sharing the vertex. On the other hand, the delay along an edge of a chain graph is the same as
the delay along that edge in the original tree graph. In this subsection, we will show that the acceleration
factor II provided by a content distribution network for a tree graph is intimately related to the values of
the acceleration factor on its constituent chain graphs.

Consider a tree graph A with [ leaf nodes. It is easy to see that the average round-trip time on N (with a
single origin server at the root) is given by a weighted sum of the average round-trip time on its constituent
chain graphs:
U(1)ps(1) + U(2)ps(2) + -+ UD)ps()

UL +U@2)+---+U(Q1)

where U (i) is the total client population of the i-th chain graph and ps(¢) is the average round-trip time on
the i-th chain graph (with a single origin server at the root).

Ps =

Now consider a content distribution network on A with p surrogate servers. Assume that the p surrogate
servers are placed optimally. Recall that we assume that a client contacts the closest surrogate server located
on the shortest path between it and the origin server. This assumption implies that the surrogate server
for each client is located on the chain graph to which the client belongs. Hence, even in the presence of a
content distribution network, the average round-trip time on A is given by a weighted sum of the average
round-trip times on its constituent chain graphs:

U)pe(1) + U(2)pe(2) + - -- + U(l)pe(l)
U +U(@2) +-+0()

Pec =
where U (7) is the total client population of the i-th chain graph and p.(7) is the average round-trip time for
clients on the i-th chain graph in presence of the content distribution network.

The following calculation shows that the acceleration factor provided by a content distribution network
on N is a weighted average of the acceleration factor provided by the content distribution network on its



constituent chain graphs.

Mm=1-— %
_ 1 UMpc) +U2)pe(2) + -+ UD)pe(l)
U(L)ps(1) +U(2)ps(2) + -+ U()ps(1)
_ UMpsMIIA) +--- + UD)ps(HII(T)
U(Dpa(D) -+ U)ps(])
w(DII(1) + w(2)IL(2) + - - - + w()II(])

= 2

w(l) +w(2) + - +w(l) @)

where T1(7) is the acceleration factor provided by the content distribution network for the i-th chain graph
and w(i) = U(i)ps (i) is the weight assigned to the é-th chain graph.

The number of leaf nodes, and therefore the number of chain graphs, in a network varies widely from a few
tens for corporate intranets to a few thousand for the Internet. This paper is concerned with reasonably large
networks with at least a few hundred constituent chain graphs. For such networks (2) has many implications:

1. If a small number of chain graphs account for most of the total weight, then we should treat these
chain graphs separately and optimize the performance of the content distribution network on them due
to their relatively large weight.

2. In computing the weighted average of acceleration factors for several hundred chain graphs, we can
ignore a set of chain graphs without affecting the value of II significantly provided that the combined
weight of the ignored chain graphs is negligible compared to the overall weight.

For example, consider a network graph whose constituent chain graphs have acceleration factor in the
range [0.1,0.7]. Let’s assume that 95% of the total weight belongs to chain graphs whose acceleration
factor lies in the interval [0.2,0.5]. A simple calculation shows that if we ignore all chain graphs whose
acceleration factor lies outside the range [0.2,0.5], then the computed value of II will be from 4% to
12% away from its true value.

3. Let T1(7) € [ nin, Hinax] for all values of i. Using (2), it follows that wu)l};&giigggn“ < II and

w(D)Mmax+-Fw (1) Mmax .
II< ) EERE=m O so that:

Hmin g II < Hmax~ (3)

The above inequality says that the acceleration factor for the whole tree graph falls in the same range
as the acceleration factor for its constituent chain graphs.

4. Consider a tree graph N which is obtained by ignoring a few chain graphs, whose combined weight
is an insignificant fraction of the total weight, from the tree graph N. Let the acceleration factor for
chain graphs in A be in the range [II yin, Hmin]. Combining the points 2 and 3 discussed above, we
get

Hminénénmax~

3 Foundation of Our Analysis

The decomposition of a tree graph into chain graphs as discussed above provides a foundation for our strategy
to evaluate acceleration factor for a generic tree graph—regardless of network topology, and client population
and link-delay profiles, the performance of content distribution on a tree graph is tied to the performance of
surrogate servers on chain graphs.

The rest of this paper focuses on analyzing the optimum performance of one surrogate server on different
types of chain graphs. Our goal is to calculate the acceleration factor in presence of one optimally placed
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Figure 2: The performance of content distribution networks on chain graphs provides an upper bound on
the performance of content distribution networks on tree graphs. Content distribution servers are shown by
the circles shaded lightly.

surrogate server for the widest possible varieties of chain graphs. As argued in the next paragraph, this
calculation will give us an optimistic estimate of the acceleration factor on tree graphs provided that the
number of surrogate servers in the content distribution network is small enough so that when placed optimally
on the tree graph, most of the constituent chain graphs get no more than one surrogate server.

Consider the optimum placement of p surrogate servers on a tree graph N with [ constituent chain graphs.
Let N be the tree graph with [ constituent chain graphs, [ < 1, obtained from N by discarding all branches
with more than one surrogate server. Let Hl, ..., 1I; be acceleration factors on the chain graphs of N when
surrogate servers are placed optimally on the tree graph N'. Let the acceleration factors be Hh...,ﬁl,
respectively on these chain graphs, when one surrogate server is placed optimally on each chain graph. Since
the optimum placement of servers on~./\f may not be the optimum placement for individual chain graphs, it
follows that H > H,, fori=1,. ..,l, and therefore, il min = mln(Hl, .. .,H[) > Mypin = mm(l’[l7 1),
and TI max = max(l’[l7 . ,ﬁ[) > Hmax = max(Hl, . H 7). Thus the calculation of acceleration factor in the

presence of one optimally placed server on chain graphs gives an optimistic estimate of the range [ﬁmin, ﬁmax].

The following example should clarify these concept further:

Example 1 Figure 2(a) shows a tree graph with one origin server (at the root vertex) and two surrogate
servers. The surrogate servers in this tree graph are placed optimally assuming that the client population is
one unit at each vertex and the branch delay is one unit for each branch. It can be verified that the average
round-trip time without the surrogate servers is % = 3.4286. With the two optimally placed surrogate
servers, the average round-trip time reduces to % = 1.4286 with an acceleration factor of 0.583.

Figure 2(b) shows that decomposition of this tree graph in to chain graphs. It results in seven chain graphs
with one surrogate server and one origin server, and one chain graphs with just the origin server. It turns
out that the optimum placement of servers for the tree graph is not optimum for chain graphs. The optimum
placement of surrogate servers for chain graphs is shown in Figure 2(c). With this placement, the weighted
average round-trip time is 1.143 with an acceleration factor of 0.667. This round-trip time is slightly lower
than 1.4286, the average round-trip time on the tree graph.

Also note that the range of acceleration factor for the optimum placement of servers on the tree graph is
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Figure 3: Continuous approximation of a chain graph by a line network

[0.58,0.72]. When one surrogate server is placed optimally on each chain graph, then the range of acceleration
factor turns out to be [0.70,0.80] which is an optimistic estimate. [

4 Acceleration Factor for Chain Graphs

It turns out that the analysis on even a simple chain graph can be too cumbersome. For example, for a
chain graph of length n with two congested branches, there are a total n(n—1)/2 possible places where these
congested branches could be located. Each possible location of congestion gives a different performance. In
order to deal with this multitude of possibilities, we will take two approaches. In the first approach, we employ
a continuous approximation of chain graphs (see Figure3) which enables an analytical evaluation of the
acceleration factor for well-behaved client population profiles and link-delay profiles. In the second approach,
we generate a large number number of chain graphs using certain distributions for client population and link
delay, and evaluate the acceleration factor numerically. These two approaches prove to be complementary
to each other and illuminate different aspects of the problem.

4.1 Analytic Computation of Acceleration Factor on Continuous Approxima-
tion of Chain Graphs

The continuous approximation of a chain graph replaces the chain graph by a line with continuously varying
client population and link delay per unit length as shown in Figure3. Assume that the line goes from z =0
to x = L. Also assume that the server is at one end of the line at z = 0. Let U(z) be the client population
function which gives client population at point x, and let d(x) be the link delay per unit length at point x.
Given U(z) and d(z), we can calculate the average round-trip time for a single origin server as follows:

L
Sy (J8 dte)da ) U (y)dy
= L .
Jo Uly)dy
Note the similarity of (4) and (1). Essentially the above equation can be derived by replacing the summations

of terms in (1) by integration of the appropriate quantities, and thereby obtaining a continuous approxima-
tion. Without loss of generality, we can assume that the client population function U(z) is normalized so

that [;" U(y)dy = 1.

(4)

Ps

Similarly, we can compute the round-trip time in the presence of one surrogate server. Let us assume that
there is a surrogate server at x = £. Also assume that the clients contact a surrogate server topologically
closest to them as opposed to contacting a server between them and the origin server. This assumption
can be expected to reduce the computed average round-trip delay. Therefore it counterbalances the earlier
assumption of clients contacting only the servers between them and the origin server. As shown in Figure4,
clients located in R; contact the origin server and clients located in Ry and R3 contact the surrogate server.
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Figure 4: For one surrogate server, clients are divided into three groups

The average round-trip time in this case is given by:

Pc = Pey + Pey + Pes

= /0g (/Oyd(a?) d;v)C(y) dy
—I—/;(/jd(x) dz)C(y) dy

+ /EL (/: d(z) da:)C’(y) dy. (5)

In the following, we will consider two client population profiles: uniform density and exponentially decreasing
density. Uniform density remains constant on the line, while exponential density decreases rapidly as we
move away from the origin server. Along with these client densities, we will consider two link-delay profiles:
uniform delay along the line and a step congestion on the line. The following subsections correspond to the
four possible combinations of these client population profiles and link-delay profiles.

Note that there are other possibilities of densities that one might consider. We have evaluated several such
possibilities and have found that the qualitative results derived below hold in general.

4.1.1 Uniform Client Population with Uniform Link Delay

In this case, we will assume that clients are uniformly distributed over the line network and the link delay
is constant. Since the client population is normalized, fOL U(y)dy = 1, we have U(x) = 1/L. Without loss
of generality assume that d(z) = 1. Using (4), the average round-trip time for a single origin server is given

by: 5 , ) .
pS:/O (/0 1dm)zdy:§.

Now consider the case when a surrogate server is placed at z = . Since the clients contact the server
topologically closest to them, the average round-trip time for this case is given by:

Pe = Pey F Pey T Pes

:/05/2(/01/1 dx)%dy
1
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which simplifies to

3¢2/4+ L%)2 — LE
Pec = 7 .

It is easy to check that the average round-trip time p. can be minimized by putting the surrogate server at
& = 2L /3, which results in p. = L/6. Therefore, for a uniform client population and a uniform link delay, the
maximum value of acceleration factor is 1 — L/6/L/2 = 2/3. This simple case provides many other insights.

e For maximum acceleration factor corresponding to & = 2L/3, 2/3 of the clients contact the surrogate
server and the remaining 1/3 contact the origin server. Thus, the placement optimum for reducing
round-trip time does not balance load among servers.

e Since d(z) = 1, we can think of d(z) as the bandwidth consumed by the hosted application and IT as a
measure of bandwidth that can be saved by utilizing surrogate servers: bandwidth saved in this case is
2/3. Again, the placement for optimum bandwidth saving does not result in balanced load on content
distribution servers.

4.1.2 Exponential Client Population with Uniform Link Delay

In this case, we assume that the line network is infinitely long and the client population is given by U(x) =
Aexp(—Az). Assume that the link delay is uniform given by d(z) = 1. The average round-trip time for a
single origin server located at x = 0 is given by:

o 1
Ps =/ yrexp(=Ay) dy = +.
0

In the presence of a surrogate server at x = £, we can compute the average round-trip time by using (5).
After some tedious algebra we get,

pe = (1 + 2exp(—A€) — Zexp(—)\§/2))/)\.

Thus the acceleration factor in this case is 2exp(—A¢/2) — 2exp(—A¢). The maximum value of acceleration
is 1/2 for £ = 2kn2/\.

4.1.3 Uniform Client Population with a Step Congestion

In this subsection, we will compute the possible reduction in round-trip time in the presence of a step
congestion. Assume that the client population U(x) is uniform and is given by U(z) = 1/L. Also assume



Figure 6: Six possible relative positions of the surrogate server and the step congestion

that the link delay d(z) has a step congestion of magnitude C between x = L; and Ly (see Figure 5). It
turns out that without loss of generality, we can take L = 1 and assume that 0 < Ly < Lo < 1.

Simple calculations show that for a single origin server at x = 0, p, is given by:

1
ps = 5(1=L2)* = LI+ Ly
C 2 2
+ §(L1 — L3 +2(La - L)).

Next, consider a surrogate server at = £ in addition to the origin server at x = 0. Due to the presence of
the step congestion, the average round-trip time depends on the relative positions of the congestion and the
surrogate server, that is, on the relative values of Lq, Lo, and £. Different relative values of Ly, Lo, and &
give rise to six cases which are shown in Figure 6. In each case, the client population can be divided into
five regions and the formulas for the average round-trip time p. can be computed. For the sake of brevity,
we will omit the details of these computations.

We used these formulas to compute the optimum placement of the surrogate server for different values of
L; and Lo, and to evaluate the corresponding reduction in the average round-trip time. For C' = 2 and 10,
and for different congestion lengths, Ly — L1, the possible acceleration factors II are given in Table 1. Each
row of this table corresponds to a given length of step congestion. The range indicated for II is obtained by
moving the step congestion to different places on the line.

4.1.4 Exponential Client Population with a Step Congestion

In this subsection, we will examine the possible reduction in the average round-trip time for exponentially
decaying client population given by U(z) = Ae™? in the presence of a step congestion. For a single server

10



Table 1: The range of optimistic II

| c=2 | | C=10 |
I, L] 1 I, L] 1
0.05 | 0.650.69 0.05 | 0.53 047
0.10 | 0.630.59 0.10 | 0.46-0.54
0.25 | 0.59-0.60 025 | 0.37-0.63
0.50 | 0.58-0.59 050 | 0.37-0.63
0.75 | 0.61-0.66 0.75 | 0.54-0.46

Table 2: The range of optimistic II

y c=2 y C=10
Ly — Ly I Ly— Ly 11
0.10 | 0.49-0.51 0.10 | 0.42-0.55
0.50 | 0.47-0.53 0.50 | 0.23-0.58
1.00 | 0.46-0.59 1.00 | 0.29-0.62
2.00 | 0.43-0.54 2.00 | 0.43-0.68
8.00 | 0.41-0.50 8.00 | 0.50-0.78

located at x = 0, the average round-trip time is given by:
1
pe= 7 (1 +(C—1)e M — (0 - 1)e—*L2).

The details are algebraically involved and they will be skipped here.

Next consider the case when there is an additional surrogate server at x = £. It turns out that the average
round-trip time p, in this case also depends on the relative position of the congestion and the placement of
surrogate server, that is, on the relative values of Ly, Lo, and £ (See Figure 6). The relative values of these
variables gives rise to six cases for which the formulas for p. can be evaluated. Once again, for the sake of
brevity, we will omit the details of these computations.

Table 2 shows the possible acceleration factor IT for C' = 2 and 10, and for different congestion lengths
Lo — L. Clearly, the acceleration II lies roughly between 0.25 and 0.70.

4.2 Numerical Computation of Acceleration Factor on Randomly Generated
Chain Graphs

In this subsection, we will examine the acceleration provided by an optimally placed surrogate server for
randomly generated client population profiles and link-delay profiles. In this subsection, to determine the
acceleration, we use numerical calculations as opposed to the analytical expressions used in the earlier
subsections.

Let us assume that U(v), the client population on vertexes of the chain graph, is distributed according to the
density function py (u), and let us assume that D(e), delay along the edges of the chain graph, is distributed
according to the density function pp(d). We assume that the client population on different vertexes and
delays along different edges of a chain graph are independent of each other. In the following, we will describe
results for two sets of client population profiles and networking link-delay profiles. We believe these profiles
capture different extreme conditions that are likely to exist in a network.

In order to compute the range of acceleration factor for a given client population profile function py(u)
and a given link-delay profile function pp(d), we generate 100,000 random chain graphs according to the
given densities. For each generated graph, we compute the optimum placement of surrogate server and the

11
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Figure 7: Client population and link-delay distributions for Case 1
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Figure 8: Distribution of Acceleration Factor for Different Lengths L and Peak Congestion C' in Case 1

reduction in round-trip time provided by it, and plot the histogram of acceleration factor. The results are
as follows:

Case 1. In this case, the client population on a vertex is chosen randomly from the uniform distribution
[1,10] (see Figure 7), and the link delay D(e) along an edge is chosen randomly according to a uniform
distribution [1,C]. The resultant histogram of acceleration resulting from placing one surrogate server is
shown in Figure 8 for different values of chain length L and peak congestion C'. Clearly, as the chain length
increases to 15, the acceleration factors cluster around 0.65. For shorter chains, the distribution of IT is more
spread out—it goes from 0.9 to 0.4 for chain length 5. If we assume that in a typical network, all constituent
chain graphs will not have either very high or very low value of acceleration, then it is reasonable to assume
that under these distributions an optimistic value of the average acceleration factor is 0.65.

Case 2. In this case, both client population and link delay are either relatively small (with 85% probability)
or relatively large (with 15% probability). The details of client population and link-delay distributions are
shown in Figure 9. In this case for shorter chain lengths, the distribution of acceleration factor clearly is
spread over a wider range than the range obtained in Case 1. However, the acceleration values are still
centered around 0.65.

We have also considered other distributions for the generation of client population and link delays. In all

cases, we found that the maximum acceleration factor provided by one optimally place surrogate server lies
around 0.65.
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5 Discussion

The calculations herein show that for a wide range of client population and link-delay profiles, the acceleration
factor II lies between 0.25 and 0.70. The bounds derived in Section 3 imply that the acceleration factor
provided by a content distribution network on a tree graph will also fall in the same range as long as
the majority of its constituent chain graphs inherit no more than one surrogate server from the content
distribution network.

At present, the Internet consists of a few thousand client clusters with the majority of clusters having almost
identical load characteristics [9]. Assuming that the total number of surrogate servers is less than 50, the
probability of a surrogate server being co-located with a client cluster is less than 50/2000 = 0.025. This in
turn implies that with probability more than 0.90, a chain graph of length 5 will have one or less surrogate
server. Assuming that the client population profile and link-delay profile in this work are representative of
that of the Internet, calculations in this paper show that an optimistic estimate of the acceleration factor
is 0.65. A corresponding study of the response times of typical web sites shows that at present, server and
client processing time constitutes a significant fraction of the overall response time. This fact combined with
the fact that acceleration factor is likely to be less than or equal to 0.65 indicates that for short web transfers,
merely bringing content closer to the clients may not provide noticeable improvement in the response time.

In addition to the acceleration of content delivery, a distribution network may also provide two additional
functions: savings in bandwidth and load balancing among servers. Our study shows that the optimum
placement of servers for these three goals is likely to be different. As a consequence, a content distribution
network which aspires to provide all three functions (with a limited number of servers) may not optimize
any of the three performance metrics.

We hope that our work here will stimulate an interest in evaluating whether there is a point beyond which
increasing the number of surrogate servers in a content distribution network results in diminishing returns,
and if so, determining the the optimum size of a content distribution network. Furthermore, we hope that
this work will result in a more careful analysis of application offload architectures currently being designed
in the industry.
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