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Abstract

There is much interest in the use of biometrics for verification, identification, and ”screening” appli-
cations, collectively called biometric authentication. This interest has been heightened because of the
threat of terrorism. Biometric authentication systems offer advantages over systems based on knowl-
edge or possession such as unsupervised (legacy) authentication systems based on password/PIN and
supervised (legacy) authentication systems based on driver’s licences and passports. The most important
advantage is increased security: when a person is authenticated based on a biometric, the probability
that this person is the originally enrolled person can be statistically estimated or computed in some other
way. When a person is authenticated based on a password or even based on human observation, no such
probabilities can be determined. Of course, the mere capability to compute this probability is not suffi-
cient, what is needed is that the probability of correct authentication is high and the error probabilities
are low. Achieving this probabilistic linking by introducing biometrics in authentication systems brings
along many design choices and may introduce additional security loopholes. This document studies the
many aspects of biometric applications that are an issue even before a particular biometrics has been se-
lected; it further studies many issues that are associated with the currently popular biometric identifiers,
namely, finger, face, voice, iris, hand (geometry) and signature.
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Biometrics 101

Preface

Biometrics is a fascinating area that draws from many disciplines, but pattern recognition is the main dis-
cipline that concern itself with biometrics. Biometrics is in the process of forming a community in itself.
Other disciplines that should be more involved in biometrics are computer security and user interfaces, or
more generally the area of human interaction technologies.

Various areas from pattern recognition, image processing, computer vision, signal processing (speech),
document analysis are concerned with developing matching technologies for the various biometrics. Be-
cause this is an area of pattern recognition, it brings along by necessity the ideas of probability theory and
the a priori fact that a person or identity can only be authenticated subject to the probability of making
mistakes: falsely authenticating (accepting) a possible intruder, or falsely rejecting a genuine user. Because
of this, the computer security community may not feel that biometrics is in their charter. We hope that a
consequence of this document is that the security and biometrics areas open more of a dialogue. It only
appears to be a matter of time till authentication protocols as a security service, as defined by information
security analysts, will include biometrics.

Biometrics is an area of many facets, many of which we have attempted to review, or at least to explain
in this document. Our intent was to allow the question: “Which biometric is best?” to be answered in a
better-informed, detailed way using this document. While the answer may be only tentative, and surely not
definitive, at least the question can be phrased a little better by asking: “Which biometric is best, given that
the requirements for the application are specified as follows ...” Whether we have succeeded in this goal, we
will of course not know without feedback from the readers. Therefore, the authors would like to invite you
to contact them about any remaining unanswered concerns.

We could have continued writing about biometrics for quite a while longer however we somewhat arbi-
trarily decided to finish by June 5, 2002. This was the date of the IBM Biometric Council meeting at the IBM
Thomas J. Watson Research Center. Therefore, the version number of this document is simply Version 6.05.
We cannot guarantee that every piece of information contained in this document is 100% accurate; we have
undertaken every effort to be as precise as possible.

The authors would like to acknowledge the support of IBM Global Services and IBM Research; we
hope that it will help IGS and their customers in making well-informed decisions about biometric solutions.
We also acknowledge John McKeon, co-chair of the Biometrics Council, for his valuable feedback on this
document.

Hawthorne, NY
June 5, 2002
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R.M. Bolle, J.H. Connell, S. Pankanti, N.K. Ratha and A.W. Senior
IBM Thomas J. Watson Research Center

1 Introduction

A biometric authentication system has to satisfy requirements that are often contradicting, most notably such
a system has to guarantee safety without compromising too much on convenience and has to achieve this
cost effectively. The desired recognition accuracy of a system is typically specified in terms of quantitative
parameters such as error rates, which of course all need to be as low as possible. There are more qualitative
properties like levels of security, convenience and privacy that also need to be satisfied in addition.

A problem is that the literature on biometrics is confusing and obscure when it comes to error numbers
of the various biometrics. Only sparse and incomplete information and often contradictory information is in
general available. Designing a biometric system hence brings along many questions: Can the quoted error
numbers be trusted? How do we even measure the recognition accuracy of a biometric authentication system
once it is installed? What exactly is security when it comes to trusting people instead of information? Do
we create new security holes because of the use of biometrics? The list of items and questions goes on and
on.

Enemies of
the application

Cost

Security
attacks

Acceptability of
the biometric

Figure 1: Designing a biometric authentication system involves many pieces of a puzzle.

The many aspects of biometric authentication form a difficult puzzle (Figure 1). This document is
intended to introduce and explain many of the issues and to answer many of the questions.

1.1 Biometrics

In the modern networked society, there is an ever-growing need to determine or verify the identity of a
person. Where authorization is necessary for any action, be it picking up a child from daycare or boarding
an aircraft, authorization is almost always vested in a single individual or in a group of individuals. Identity
verification becomes a challenging task when it has to be automated with high accuracy and hence with
reliable non-reputability.

There are a number of methods adopted by society to verify identity of (authenticate) a person. These
traditional methods of identity verification can be grouped into three classes [106]:

1



1. Possession: These are physical possessions such as keys, passports, and smart cards; in this document
we explicitly include logical possessions like user IDs, account numbers.

2. Knowledge: Pieces of information (passwords) that are supposed to be kept secret and only are known
to the rightful person. Other things that might not be that secret, such as mother’s maiden name, are
also considered knowledge.

3. Biometrics: Physiological and behavioral appearances or characteristics of individuals that distin-
guish one person from the next. These are characteristics of the human body and human actions that
differentiate people from each other.

Often, the above three identification methods are used in combination, especially when it comes to auto-
mated authentication. A password plus a user ID is a knowledge method of identification; an ATM card is a
possession that requires knowledge to carry out a transaction; a passport is a possession that requires (still
human) biometric verification.

Biometrics is the science of identifying or verifying the identity of a person based on physiological or
behavioral characteristics. Physiological characteristics include fingerprints and facial image; behavioral
characteristics include signature and voice, see Miller [106]. Physiological biometrics, like fingerprints, are
physical characteristics that are not influenced by emotional state. Behavioral biometrics, like signature, on
the other hand, are believed to depend more on the state of mind of the subject and are learned or acquired
over time.

Physiological Behavioral
Face Signature

Finger Voice
Hand geometry

Iris

Table 1: The six biometrics handles in this document.

Another way of distinguishing between physiological and behavioral biometrics is that physiological
biometrics are rich enough that a snapshot suffices. Behavioral biometrics are weaker and need multiple
samples over time to build up uniqueness. Some biometric identifiers, the ones handled more in depth in
this document, are given in Table 1.

The issue whether a biometric property is physiological or behavioral is not really that important, this is
simply a distinction proposed by Miller [106]. What is important are the necessary attributes of a biometric
described by Clarke [31] that characterize a biometric. These include:

1. Universality, which means that every person should have the characteristic;

2. Uniqueness, which means that no two persons should be the same in terms of the characteristic;

3. Permanence, which means that the characteristic should be invariant over time,

4. Collectability, which means that the characteristic can be measured with some sensing device.

It is the combination of all these attributes that determine the effectiveness of a biometric and therefore the
effectiveness of biometric authentication using a particular biometric in a particular application [70]. There
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Figure 2: A biometric verification system, enrolling with a biometric and ID.

is really no biometric that satisfies these four properties to a satisfactory level simultaneously, especially if
acceptability (acceptance of the use of a biometric by the user group and the public in general) is taken into
account. This means that any biometric authentication solution is the result of many compromises related to
many issues. Our goal is to view biometric authentication in light of these many issues.

1.2 Biometric authentication

Biometric authentication is about better securing applications or facilities (e.g., airports) against attacks at
a certain cost. Biometrics is a fledgling technology area and there is a scattering of more or less successful
trials around with various levels of security (“safety”) of the application. Biometrics is also surrounded by
much hype that we will attempt to untangle in this document.

Let us first introduce biometric authentication systems. Figure 2 shows the architecture of a system to
implement biometric verification, that is, 1 : 1 biometric matching: The top two boxes form the enrollment
process A; the bottom three boxes perform the authentication process. There exists the (world) population
W of human beings from which a portion is enrolled in a verification database M using enrollment process
A (Figure 2). During enrollment a machine representation (template) of a person’s biometric sample is
computed; other credentials are also collected.

For authentication, the required credentials of an enrolled subject are presented, that is, an ID & input
biometric, and a machine representation of the input biometric is computed. The biometric match engine E
compares the stored template in M associated with the ID with the input biometric sample. The degree of
match determines if the subject is eligible to access the application S (see Figure 2). Here the application
could be, e.g., a travel application or a financial application. The application determines assets to be pro-
tected, friends, and foes in world population W. In sum, a biometric verification system for application S
at least consists of an enrollment system A, a verification database M, and a matching engine E.

Biometric verification only requires 1 : 1 matching. Another biometric function called positive identifi-
cation refers to determining that a given individual is in some existing database M. Negative identification
is determining that a given individual is not in some “most wanted” database N. Positive and negative iden-
tification amount to a similar search problem of database M and N of biometric templates, respectively. We
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Figure 3: A biometric screening system, “enrolling” only with a biometric.

call negative identification “biometric screening” in this document.
Figure 3 shows a system to implement biometric identification. If there are n entities in the biometric

database, this identification problem amounts to 1 : n biometric matching (or searching). Again, the top two
boxes form the enrollment process B, with two possibilities:

1. There is the (world) population W from which a portion is enrolled in an identification database
M using a registration (enrollment) process B based on a subject’s credentials, where database M
contains m entities. The enrollment process could be based on the same credentials as the verification
system of Figure 2. Hence in that case we have B = A.

2. Again, a portion of the world population W is enrolled in a screening database N, containing n
entities. However, in this case a subject’s credentials are negative aspects of the person, such as
arrests.

The bottom three boxes of Figure 3 perform the (positive) identification or the screening, using databases
M and N, respectively.

Let us concentrate on screening. Pure biometric screening proceeds with only a biometric sample as
input to the match engine E. Biometric screening then amounts to matching the input biometric to each
of the n stored templates. In general, a list of templates, (Template1, ..., Templatek), is returned. The list
corresponds to a set of individuals that are biometrically similar to the input biometric. A subject is accepted
to the application S if her/his biometric is not on the list (Figure 3); if the biometric is on the list, presumably
other measures will be taken.

It is seen that the enrollment processes A and B are an integral and important part of a biometric
authentication system, where the enrollment module is a separate process that needs to be secured too.
A biometric verification system and screening system have different enrollment processes:

• Enrollment A for verification: The purpose of enrollment for verification is to construct a verification
database M of m eligible members. It has to be somehow determined what makes a subject eligible
for the application.
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Biometrics samples and other credentials are stored in M.

• Enrollment B for screening: Collection of a screening database N of n ineligible members from a
population W. Here it has to be somehow determined for what reasons a subject would be ineligible.
(The rules themselves that are used to exclude individuals from an application is of course not a topic
of this document.)

Biometrics samples and other credentials are stored in N.

These selection processes can be based on information about the population W in the form of “ground truth”,
i.e., data documented by birth certificates, passports, etc. in legacy databases and criminal data documented
in government databases. The processes A and B implement enrollment policies, defined in this document,
as a set of rules.

Upon a request for authentication, determining whether a subject is eligible or not is accomplished
through an authentication protocol as introduced in this document. These protocols involve credentials in
the form of possessions, knowledge, and biometrics. An authentication protocol can demand verification
based on (ID, biometric); an authentication protocol can require verification based on (ID, biometric)
while it also requires screening based on just a biometric sample (biometric).

But before proceeding in more depth, we introduce the various aspects of biometrics a little further in
Section 2. The reader may either continue reading to get a brief overview of biometric issues, or may skip
to Section 3. In Section 2, we describe the organization of this document and in addition we introduce much
of the additional terminology (beyond what is introduced in this section). Moreover, what we try to do is to
give a summary of all the aspects of an end-to-end biometric authentication system.

5



6



2 Organization of this document & terminology

This document, and this section, is roughly divided up into three parts.

Part I System basics (Sections 2-4): This part introduces the authentication protocols for verification, iden-
tification, and screening; it shows how these protocols can be augmented with biometrics (see Sec-
tion 3).

This part further introduces the most common biometrics (finger, face, voice, iris, hand, signature) in
Section 4.

Part II Performance and selection (Sections 5-10): This part of the document describes issues that need to
be understood in order to understand biometrics and biometric applications.

Part II defines the accuracy of biometric systems (Section 5) and other more qualitative properties of
these systems (Section 6). Realistic error rates and “intrinsic error rates” are discussed in Sections 7
and 8. Application properties are discussed in Section 9, properties of the biometrics are discussed in
Section 10.

Part III Meta-issues and advanced topics (Sections 11-15): These issues are testing and training (Sec-
tion 11) and enrollment (Section 12), fundamental and very important issues in biometric authentica-
tion. Further biometric points of attacks are discussed (Section 13). Section 14 discusses the various
types of integration that take place in biometric authentication installations.

Finally we discuss what is going on on the area of APIs, standards, and databases in Section 15.
This information is of course quite time sensitive; much of the latest information can be found on the
Biometrics Consortium Web site [9].

2.1 Part I: System basics

By secure authentication we mean: Checking a subject’s credentials and authorizing the person to use
services/ privileges or to access premises. This means somehow checking the credentials of a subject and
making a ‘YES/NO’ decision. Section 3 discusses what it really means to be authenticated, introducing and
adopting some terminology from the field of computer security [118, 152].

Biometrics is just one of the three authentication methods (”credentials”) that have evolved over the
centuries [106]: possession (key, smart card), knowledge (password) and appearance. The latter method
spans a range of personal traits, from face appearance to gait to voice. During authentication, a biometric
measurement is acquired and matched against a stored machine representation of the biometric identifier.
A degree of match (match probability) is computed while possession and password are checked by straight
comparison.

Possessions include things like the ownership of accounts, i.e., often identifiers in the form of numbers;
knowledge can include more or less personal and private information such as “mother’s maiden name” and
“favorite color.”

Checking and matching of combinations of one or more authentication methods define different authen-
tication protocols, see Section 3. An authentication protocol includes a set of credentials and in the case of
biometric authentication this set includes particular biometrics, such as face and voice. An authentication
protocol further prescribes how the different credentials are to be matched.

Before a subject can be authenticated, the subjects has the be enrolled. Even though this is an important
aspect of biometric authentication, this topic is deferred to Part III.
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Biometric authentication protocols

Biometric identifiers can be included in a secure authentication protocol (and hence have to be included in
the enrollment policy, see Section 12).

Notably now, as already mentioned in Section 1, there are two diametrically opposite biometric authen-
tication protocols for securing an application (see Figure 4).

(Positive) Identification: Perhaps the most elusive possibility of biometric technology is automated person
identification. Here m identities (subjects) are enrolled in an application database M. The authenti-
cation protocol demands only the presentation of the biometric identifier to the authentication system
and a subject is identified or not. This involves 1 : m matching (searching).

Negative identification, or screening, is the same problem as identification. With n identities (bad
guys, crooks, terrorists) enrolled in a database N this amounts to 1 : n matching.

Another major use of negative identification is to prevent “double dipping” for social benefits, and to
aid the unravelling of aliases in criminal cases.

Verification: The authentication protocol includes the presentation of possessions and/or knowledge be-
sides just the presentation of a biometric identifier. These additional credentials uniquely define the
enrolled identity in M and hence the associated biometric machine representation (template).

Verification is most often used for building access, and access to accounts, such as computer logon. It
is also called 1 : 1 matching.

Verification

Compute
representation Protocol

(Distributed)
database

Accept

Reject

ID
Biometric

Identification

Compute
representation Protocol

Central
database

ID

Reject

Biometric

M N

Accept
ID

Figure 4: For verification, the identity of the subject is known, for identification, the identity of the subject
is determined by matching multiple biometric representations.

Figure 4 shows the difference between verification and screening. Because the subject lays claim on an
identity in the form of some account number, or in some other way, only 1 : 1 matching is needed for verifi-
cation; for identification, the identity of the subject has to be established through 1 : n biometric matching,
with n the number of subjects in N.

Screening: In this document, with screening we mean the matching of multiple credentials (tokens) associ-
ated with a subject, among which are biometric identifiers, with information and biometric represen-
tations as stored in possibly large, often government databases (FBI, CIA, INS). This is sometimes
called negative identification [168], i.e., assuring that a subject is not registered in a database.
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This definition of screening is broader than the one in Section 1, where pure biometric screening is
discussed.

Typically screening is done against databases that are collected using involuntary enrollment. Screening
is just another form of authentication in that the protocol calls for checking many tokens, many of these of
may be parametric and numeric such as names, passport numbers, etc. (see Figure 5).

Compute
representation

Protocol

Multiple
databases

Accept

Stop

Name

Multiple tokens

Passport

Biometric Yes
No

N

Figure 5: Screening is done by matching many pieces of information.

Continuity of identity: This is the problem of authenticating a subject and then, in a continuous mode
by maximizing the confidence in authentication, ensuring authenticity of the subject over time given
additional sensory data. For instance, is the person checked in at the gate the same one that boarded
the airplane? This is a relatively unexplored research area but has its application in surveillance; issues
around continuity of identity are discussed in Section 3.9.

Commonly used biometrics

Section 4 introduces and discusses the most commonly used biometrics in today’s automated authentica-
tion systems. These biometric identifiers are: fingerprint; face; voice; iris; signature and hand geometry
(Table 2).

Physiological Behavioral
Face Gait

Finger Key strokes
Hand geometry Signature

Iris Voice
Retina · · ·

· · ·

Table 2: There are many human biometric characteristics.

The biometric iris is often confused with the biometric retina and sometimes called “eye biometric.” In
reality, iris and retina require quite different biometric sample acquisition. For obtaining a retina image, the
pupil has to be diluted; for iris, images “reasonable sensing” environments suffice, as claimed by manufac-
turers. We describe these biometric identifiers in the framework of a pattern recognition system that detect
a match, from input sensor to matching module that produces the ‘Accept/Reject’ answer.
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Table 2 lists two behavioral biometrics, gait and keystrokes that are in an early research stage. The
retina, a physiological biometric, is only used in high security applications. These more esoteric biometric
identifiers are further described in [70].

2.2 Part II: Performance and selection

A number of parameters (including error rates) need to be defined. These parameters could be associated
with a particular biometric or could be associated with a particular biometric installation.

Part II first defines these parameters (Sections 5 and 6) and then we will give current results of error
estimates for the six biometrics in Section 7. Section 8 deals with the so-called intrinsic error rates of
biometrics. Further we discuss applications in Section 9 and give guidelines on how to select a biometric in
Section 10.

Parameters and properties

There are a number of aspects of biometric authentication that have to be understood irrespective of the
particular biometric, application and protocol. These are parameters and properties of the authentication
system in Figure 3 that performs verification and/or screening (in general, we call this authentication):

We define concepts like False Accept FArate and other parameters such as

Quantitative parameters: Quantitative, measurable parameters of a biometric application can be defined
to express the “accuracy” of a biometric authentication application.

The definition of a biometric match can be statistically defined, therefore, there are precise definitions
for parameters such as the probability of accepting intruders, False Accept (FA), and the probability
of rejecting genuine users, False Reject (FR). These parameters are defined in Section 5, along with
other error rates like Failure to Enroll (FTE) and Failure to Use (FTU) rate.

The design of biometric authentication is an intricate process because of all the dependent parameters.
When designing a biometric authentication application, the desired levels of the parameters are often speci-
fied, mostly in the form of maximum allowable FA and FR rates.

Storage requirements and throughput are quantitative parameters too, but these are parameters of the
application or of the biometric and are discussed in Section 9 Section 10.

Qualitative parameters of biometric authentication and biometrics installations are the following three
properties as discussed in Section 6 that go beyond the raw accuracy of the matching subsystem:

1. Security: This is the safety of the application achieved by eliminating all points of attack on,
among other things, the assets of an application, i.e., protection against interception [152]. For
a financial application, the asset is money. For a travel application, the actual transportation
system (application) and the travelers are the asset. Hence the asset is people while the threat
are people too. This has some implications that are discussed in Section 6.1.

2. Convenience: There are many aspects to convenience of a biometric application as discussed in
Section 6.2. In essence however convenience is some measurement of how smoothly, efficiently
and effectively the biometric authentication is implemented and functions while operating at
acceptable error rates.
In general, this is convenience for the enrolled population M. Convenience does not necessarily
refer to convenience for the system operation.
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3. Privacy: This, of course, is an authentication system property that is not easily defined. Privacy,
of the enrolled population, is more specifically discussed in Section 6.3, but just like conve-
nience, privacy, however defined, is a function of other biometric system parameters.

There has been much interest in the individuality of the various biometric identifiers. Loosely speaking,
this has to do with comparing a biometric with a password [134]; and it is related to how easy it is to
randomly “guess” a biometric machine representation, given current sensing capabilities.

Intrinsic error rates: This is yet another term that refers to this individuality of biometric identifiers. There
exists the notion of a biometric’s intrinsic error rates, somehow associated with the nature of the
biometric. The speculations and claims about these intrinsic numbers can be astounding and it should
be understood where these numbers might be coming from. (Error rates are estimated using techniques
described in Section 11.)

There are some interesting legal cases on about biometric intrinsic strength. More on these intrinsic
error rate of a biometrics can be found in Section 8 where the concept is explained. This will also
bring us to the notion of ‘weak’ and ‘strong’ biometrics and allows comparisons of the strength of a
biometric to passwords.

Security versus cost

In the final analysis, biometric authentication is about securing an application, at a certain cost:
The cost to install and maintain an application depends very much on the various choices and compro-

mises that are made to achieve the desired levels of the above parameters and more qualitative application
properties, such as, convenience and privacy.

Adding automated biometrics to a (legacy) authentication system surely will add to the operating cost
of the application. This definitely is the case when the motivation is increased security and not cost savings.
When the motivation for the biometric is increased convenience (no need to remember a password) it is not
immediately clear that this will lead to cost savings.

Cost is naturally determined by system specifications in term of parameters and properties described in
Sections 5 and 6.

Selecting a biometric

Given a biometric authentication application, the cost and security of the installation, no doubt, depend on
the choice of biometric and selecting a specific biometric for an application is of prime concern. Figure 6
indicates that the error rates are of course a main decision factor. The properties of the biometric and of the
application are intricately related, not just based on cost factors, but also because the application (e.g., the
users) can have enormous impacts on accuracy. These type of issues are discussed in Sections 7-8.

There are other characteristics that differentiate the various biometrics and differentiate the applications:

Application properties: These are issues related to the application. For example, an application may need
such high security that an unusual biometric, the retina, is used as biometric.

On the other hand, with telephone communications so pervasive and the cost of microphones so low,
voice biometrics is the obvious choice for remote secure authentication applications.

Section 9 describes properties of biometric applications.
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Figure 6: The choice of biometric is not just based on error rates.

Biometric properties: There are characteristics that can vary greatly from biometric to biometric, such as
intrusiveness of the biometric acquisition and the social stigma surrounding a particular biometric.

Many of these properties are qualitative and described in Section 10.

2.3 Part III: Meta-issues and advanced topics

Part III (Sections 11-15) describes some topics that are of great interest to the research community, e.g., the
issues around enrollment in, see Section 12. Other topics are biometrics integration (Section 14) and things
like standards (Section 15). However, we feel that the reader can initially just read this particular section
(Section 2.3), rather than Sections 11-15.

The advanced topics handled in Part III are:

Testing and training: An issue is, the probably still somewhat misunderstood notion, that biometrics au-
thentication applications have to be trained using biometric data and therefore tested using biometric
data (Section 11). The training data is typically acquired from volunteer subjects. Ideally the authen-
tication system is trained on the users (friends) and simultaneously on the “real” enemies (foes) of the
application. The issues around friends and foes of the application are discussed in Section 12.

System training and testing then is iterative optimization, as shown in Figure 7. For the verification
database M, ideally a database M that is a good approximation to M should be selected. Similarly, a
test set N should be defined that approximates N, the foes.

A biometrics authentication system deals with test databases M and N that are more or less a segment
of the world population. The problem here, of course, is that it is very hard, close to impossible,
to mathematically or algorithmically model the biometric of a subject as a function of population
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Figure 7: System design is a matter of training and testing to achieve the design specifications.
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segment, i.e., the customer population of the application M. Therefore, the biometric authentication
application has to be somehow trained, there is no way around it. How biometric authentication
systems are optimally trained using biometrics data (especially during operation of the biometric
authentication system) is still a wide-open topic of research.

Ultimately, this training will have to take place after a biometric application has been installed at the
physical site and during the enrollment of subjects. Simultaneously both enrolling the population and
training the authentication system obviously confounds the problems. This, and other issues involved
with training, are discussed in Section 11.1.

During testing, the parameters of a biometric authentication application are statistically estimated.
Here again databases of biometric samples acquired from sets of subjects are used. The biometric
samples are properly labeled as to subject identity and hence estimates such as incorrect match rates
can be computed. It should be noted here that the estimates of the errors are just estimates and can be
made to look arbitrarily good or bad by simply choosing the test data sets accordingly.

The issues surrounding biometric system testing are perhaps the most prominent reason for much of
the biometrics hype and confusion. Many different vendors of different biometric systems quote different
numbers. Section 11.2 discusses testing procedures and explains how best to interpret numbers that are
associated with biometrics or biometric applications.

Evaluation of a biometric authentication protocol and application does not measure the intrinsic strength
(see Section 8) of the biometric itself per se. The parameters, such as error rates, can only be estimated when
a biometric application is implemented in an end-to-end biometrics authentication. The effectiveness of a
particular biometrics can only be assessed in light of the application.

Enrollment of subjects: Enrollment is the actual, possibly assisted by humans, registration of subjects
(people) into some database by acquiring biometric samples and storing some representation of the
samples. Hence, after enrollment, a subject is just some machine representation. By definition, the
enrollment part of the application has many of the properties associated with biometric authentication
as described throughout this document. Enrollment itself involves authentication and determining the
eligibility and/or identity of a subject through some authentication protocol.

Issues specific to enrollment, such as ground truth, are discussed in Section 12. Biometric enrollment
bears similarities to biometric authentication hence the enrollment of a biometric application can be
expressed in quantitative terms to a certain extent. Problems with false enrollment, something that
could easily happen, are often not directly related to the use of biometrics though.

Enrollment policies: Such policies are central to biometric authentication. Enrollment policies that deter-
mine who are the eligible subjects M and ineligible subjects N need to be defined for each application.
This includes things like:

• Who is to be enrolled in the application; who are the customers?

• Ideally, one would need to define who is not to be enrolled in the application.

• The “true” identity of an enrolled subject has to be verified or established somehow. What proofs
of identity are accepted at enroll time?

• What credentials are issued and what credentials are shared with the application (biometrics,
personal knowledge) for subsequent authentication. As we will see in Section 3, choices here
will limit the flexibility of the authentication protocols.
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• At enrollment, other databases may be available and subjects could be screened against these
possibly large databases. The details of the policies for running such searches may or may not
be publicly made available. Nevertheless, the enrollment policy somehow has to define this.

Note that there are two types of enrollment procedures, voluntary procedures to enroll for certain
privileges and involuntary procedures for criminal databases.

Security attacks: Biometric authentication for securing an application against unauthorized access has
many of the same security issues in common with traditional authentication [118, 152]. Beyond that,
additional points of attack are introduced due to the use of biometrics itself as described in Section 13.

When biometrics are introduced to guarantee additional security, the possibilities of hostile attacks on
the integrity of biometric data have to be considered. Probably the scariest scenario is a pointed and
successful attack on the biometric authentication system where biometric tampering is used to violate
the application. This relates to impersonalization attempts with cut-off fingers, etc.

For access control applications, potential threats are, among others, the users (rather abusers) of the
application. Points of attack in such applications are also enrolled subjects (computer representations of
subjects), i.e., the data integrity of logical and physical subjects (to use security terminology). Privacy
attacks as described in Section 13 are, just like in traditional authentication applications related to the issue
of confidentiality [118, 152]. Biometrics causes additional privacy concerns because recordings of personal
traits (or machine representations thereof) are collected and stored.

Integration: The use of multiple biometrics for authentication is very much part of the authentication
protocol, consider for example, (face AND voice) versus (face OR voice). These are two different
protocols for using the biometrics face and voice together for authentication, see Figure 8.

Accept/reject Accept/reject
AND OR

Figure 8: The integration method of multiple biometrics is part of the authentication protocol.

High error rates are common to some biometrics and often the use of multiple biometrics is therefore
suggested. When properly combined, multiple biometrics lowers the probability of accepting intruders
albeit at the cost of convenience.

Multiple biometric authentication can be assessed without any particular biometrics in mind, see Sec-
tion 14.2. Integrating multiple biometrics is intimately related to authentication protocols and enrollment
policies as discussed in Sections 3 and 12, respectively. The integration of multiple biometrics should be
part of the secure authentication protocol.

Standards etcetera: Section 15, finally discusses the slow developments of biometric Application Pro-
gramming Interfaces (APIs); the various standards that are being developed for, say, biometric data
interchange; and the slow convergence on the agreements on testing and test databases.
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3 Authentication and biometrics

Biometrics is about identification and verification of human beings’ identities, or establishing trusted com-
munication between two parties to negotiate access to an application. This is a topic that has been studied
in the field of information security for quite a while now. Therefore, in the next sections we introduce some
security terms and tools as can be found, for example, in [85, 118, 152]. Indeed we take the liberty to follow
Chapter 4 of [118] fairly closely.

But first let us give some definitions pertaining to authentication that can be found in [85]:

• Access control: A mechanism for limiting use of some resource to authorized users.

• Access control list: A data structure associated with a resource that specifies the authorized users.

• Authenticate: To determine that something is genuine; to reliably determine the identity of a commu-
nicating party.

• Authentication: The process of reliably determining the identity of a communicating party.

• Authorization: Permission to access a resource.

3.1 Secure authentication protocols

Using conventions between two parties, cryptosystems can be used for purposes other than just secret com-
munication, these conventions are called protocols. A protocol is an orderly sequence of steps two or more
parties take to accomplish some task. The order of the steps is important in this activity, so the protocol
regulates behavior of both parties. The parties agree to the protocol or at least the protocol is understood.

Let us use a telephone conversation as an example. Upon dialing, the dialing person hears a telephone
ringing at the other end and, after a while, a click when the phone is answered by the second party. Proto-
col, or standard practice, is then that the receiver speaks first saying ”hello” or even gives some identifier
like a name. The originator then identifies him or herself. It is only after this protocol that the intended
communication is initiated.

By simply picking up the phone and not answering, the reader can easily verify the utter failure in
communication if this established protocol is not followed. Even if the dialing party hears the click, without
this confirmation of connection, the dialing party will most often not initiate communication.

The initiation of a phone conversation is an example protocol. An authentication protocol should have
the following desirable characteristics [118]:

• Established in advance: The protocol is completely defined and designed before it is used. The work
flow of the protocol is defined, the rules that determine the work flow are defined, and it is defined
what it means that two authentication credentials match.

• Mutually agreed: All parties to the protocol agree to follow the steps, and agree to follow these steps
in the prescribed order.

• Unambiguous: No party can fail to follow a step properly because the party has misunderstood the
step.

• Complete: For every situation that can occur there is an a priori defined action to be taken. This
means, for example, that the exception handling process is completely defined.
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The modern heavily networked and traveled world requires the use of computers and communications as
tools for access to services, privileges, and applications. Users of a system are typically not acquainted with
managers and other users of a system and communications are over long distances. Because of anonymity
and distance, a user will not and should not trust the managers or other users of a system. Protocols need
to be developed by which two suspicious parties can interact, these protocols in essence regulate behavior.
Authentication then becomes the following of a behavioral protocol between user and application so the user
can be authorized to use the application or to access the premises.

In itself, a protocol does not guarantee security. For example, the protocol that controls access to a church
may specify the opening and closing hours and may require a certain dress code but does not contribute to
the safety of the church.

3.2 Access control security services

Two security services, at least, should be offered by any access control system [152]:

• Authentication: This service is concerned with assuring that a communication is authentic. In the
case of ongoing communication, two things are involved: (i) At the time of connection initiation, the
service ensures that the two entities are authentic, i.e., that each entity is the entity it claims to be. (ii)
The service must assure that the connection is not interfered with by a third party masquerading as
one of the legitimate parties.

• Non-repudiation: This prevents either the sender or receiver from denying a transmitted message.
Thus, when a message is sent, the receiver can prove that the alleged sender in fact sent the message.
Similarly, when a message is received, the sender can prove that the alleged receiver in fact received
the messages.

This is perhaps best called reciprocal non-repudiation, which is mostly not incorporated into authen-
tication systems, between a human subject and a physical or logical system.

So, from a security point of view, authentication is only one of the security services that access control
should offer; there are a few more required services, like confidentiality, see [152]. An authentication system
is then organized as outlined in Figure 9. A user interface A gathers credentials from a subject through input
devices such as smart card readers and fingerprint scanners; the user interface may also include output
devices, possibly to give feedback on the quality of the biometric sample that has been acquired. The access
control system B offers a number of security services, among which authentication. The authentication is
ensured through a prescribed protocol. Upon successful fulfillment of this protocol, the subject is given
access to the application C, through the mechanical or logical operation of a switch d.

The access controls system, as indicated in Figure 9, also offers traditional security services such as
confidentiality and non-repudiation.

In the following we look at some authentication protocols as they have evolved over the centuries and
more recently have been established due to developments in photography and computing machinery.

3.3 Authentication methods

There are three basic modes for authorizing subjects, described by Miller in [106] and shown in Figure 10.
These have evolved over the ages with the technology of the printing press, photography, and automation;
the methods have been in use long before the widespread needs for automated, electronic authentication:
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Figure 9: Security of access control involves authentication of both user and application.

P Possession: Anyone in the possession of a certain article, e.g., keys or card key, is eligible to receive the
associated service or access. For example, anyone with access to the car keys has the privilege to drive
the car.

In this document, possession is defined a little more broadly to include things like User IDs and
account numbers. These are more public descriptors or identifiers of computer, bank, and other type
of accounts and typically these numbers or descriptors represent assets and virtual assets.

K Knowledge: Individuals with certain knowledge are eligible to access the service. Authentication here
is based on secret knowledge, such as, passwords, lock combinations and answers to questions. The
important word here is secret; the knowledge ideally needs to be secret in order to be used for authen-
tication.

However, well established knowledge tokens also include things like ”mother’s maiden name” that
are likely to be known by a genuine subject but not by an intruder.

Knowledge can moreover include other personal facts about a subject that probably are only known
to this subject. Examples of these types of knowledge are, the easily remembered little facts like:
favorite color, children’s names, et cetera. These facts can be used in dynamic authentication protocols
as described in Section 14.3.

(This type of knowledge is not a biometric mainly because it can be shared some particular knowledge
types also can be changed at any time.)

B Biometrics: Personal traits of humans that can be somehow measured (sampled, acquired) from a person
in the form of a biometric identifier and that more or less uniquely distinguish a person with respect to
the rest of the world population. These are properties that are somehow intrinsically related to a human
and are largely determined by either genetics or phenetics, inheritably characteristics as opposed to
characteristics formed during the foetus phase. They are difficult to share, steal, or forge.

There is a fine line between authentication mode P , possession, and authentication mode K, knowledge.
Consider the following. If one is in the possession of a phone, one is in the possession of a phone number. In
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    Appearance
       - face
       - finger

    Possessions
       - IDs
       - keys

Secret knowledge
       - password
       - PIN

914-555-1212
“Sidova”

“750427”

Figure 10: The three basic ways a person can prove identity.

a sense, the telephone number is knowledge, but it is mostly not secret and it is at least known to a group of
people. The phone number is therefore more of a possession type of authentication mode because it uniquely
identifies its owner, just like secret knowledge will uniquely authenticate the person with the knowledge.

One biometric, namely signature, is more related to knowledge and writing skills to put a signature on
paper. Hence, signature is a biometric that has knowledge characteristics.

There are other confusions between knowledge K and biometrics B as will be discussed later.
Table 3 shows four methods for user authentication that are widely used [106]. Because a biometric is

an intrinsic property of some individual, they are difficult to surreptitiously duplicate and nearly impossible
to share; additionally, a biometric of an individual can be lost only in the case of serious accidents, severe
illnesses, and extreme wear and tear on the biometric. Therefore, biometric identifiers offer certain assur-
ances about the real identity of the user in an authentication protocol; something that the use of other modes
for authentication, possession and knowledge, do not guarantee. When combining the last row (B) with
possession P and/or knowledge K, we get additional biometric methods like (P, B) (e.g., passports, smart
cards with biometric template) and

(P, K, B) = (P = credit card, K = “mothers maiden name,′′ B = signature),

a much used authentication method for credit cards.
Of course, biometrics have many drawbacks too, for example, a face appearance changes because of

facial hair and haircuts, a voiceprint may be influenced by illnesses like the flu and colds, etc. This gives
rise to many research issues as described in the rest of this document.

3.4 Possession and knowledge

Possession (as used in this document) and knowledge, in the form of (account number, password) =
Possession, Knowledge) = (P, K) is probably the most widely used authentication method (protocol).
This authentication method is used for computer accounts, Internet accounts, intranet accounts, email ac-
count, phone mail, etc. These authentication modes P and K only require exact matching but do not link a
user (a real person) to some more or less established ”identity.” But rather they link some well-defined iden-
tity determined by possession to the anonymous knowledge of a password and not to the authentic enrolled
person.
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Method Examples Properties
What you have User IDs, accounts Can be shared
(P ) Cards, badges Can be duplicated

Keys May be Lost or stolen
What you know Password, PIN Many passwords are easy to guess
(K) Mother’s maiden name Can be shared

Personal knowledge May be forgotten
What you have and User ID + Password Can be shared
what you know ATM card + PIN PIN is a weak link
(P, K) (Writing the PIN on the card)
Something unique Fingerprint Not possible to share
about the user Face Repudiation unlikely
(B) Iris Forging is difficult

Voice print Cannot be lost or stolen

Table 3: Primary existing user authentication methods with example positive/negative properties.

Authentication mode B (biometrics) offers additional security because it is hard, to impossible, to share
biometrics and therefore the one security aspect of access control, namely authenticity of the participants, is
much more confidently and therefore securely established.

3.5 Authentication protocols

As pointed out in [17], any authentication protocol with multiple modes (and multiple biometrics) can
be defined and can be executed against a set of presented credentials. An authentication protocol is the
(automated) decision process and work flow to determine if a subject’s credentials are sufficient proof of
identity to authorize the subject for access based on credentials, or tokens.

The first column of Table 3, are the necessary credentials that a user needs to have in order to be authen-
ticated. Here the term ”authenticate” is used in the strict security sense of the word, ”the process of reliably
determining the identity of a communicating party.” In order of the rows of the table we have:

1. This can be the possession P like physical key to gain access to a certain locale. This can be the
simple possession of a credit card at a gas station that enables the owner to authenticate credit card
transactions (at least in the US).

2. In the case of a vault, the knowledge K is the combination to the lock that authorizes a person to
enter the vault; this key knowledge implicitly authenticates removal of objects from the fault. Here
the authentication protocol is simple, a user identifies him, herself to the vault through the secret
knowledge of the pass code.

3. A well-known everyday authentication protocol requires an ATM card P and a PIN K for banking
through an automated teller machine. Anyone that has these credentials and is aware of the rest of
the authentication protocol, is authorized to access a banking application and therefore can perform
transactions through secure authentication.
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4. The fourth row in Table 3 refers to the pure identification protocol, which is simply the presentation
of a biometric and nothing else, no other tokens or forms of interaction with the user interface of an
authentication system are involved.

Without the concept of biometrics, i.e., invariants over time in human appearance, there is no hope of
solving the automated human identification by machines processing sensory signals. It is biometric
identifiers that truly distinguish one person from the next.

Hence for any secure authentication protocol there are one or more authentication modes involved that
we call tokens, hence we have possession tokens P , knowledge tokens K, and biometric tokens B. The
enrollment then (as discussed in Section 12) is a communication between user and the access control system
to exchange authentication tokens. The system supplies possession and knowledge tokens to the user, while
the user may supply biometric tokens (samples) to the system. This process is defined by an enrollment
policy (Section 12).

A set of tokens T = (P, K, B) is only part of an authentication protocol. What is needed further is a
set of rules R that define the authentication protocol that uses T = (P, K, B) according to precisely defined
orderly sequences of steps, or rules of behavior, as defined above, denoted as

R = R(T ) = R(P, K, B).

Combining multiple authentication methods, especially biometrics B, into an authentication protocol
improves the certainty of authentication and decreases therefore chances of repudiation and fraud. For
example, an authentication protocol as

R = R(P, K, B) = (P, K, {B1, B2}) = R(credit card, PIN, {photograph, signature}) (1)

specifies what authentication modes are used in a protocol and specifies how these modes are to be used in
the protocol, R, a set of rules operating on (P, K, {B1, B2}). The actual authentication protocol R in (1)
may be described as, loosely: Anyone in the possession of a credit card P with a signature and a picture and
has the ability to produce a signature B1 that appears similar to the signature on the credit card and has a
likeness B2 to the picture, and additionally has knowledge K of the associated PIN, has the privilege to use
the credit card.

In fact, not surprisingly, authentication protocols are found throughout the biometrics literature. A few
examples are:

• The authentication rule: ”three tries and you’re out.” A subject is given three chances to match the
reference biometric but after the third failure, the subject is denied further access to the system.

• The Galton-Henry system [6] of manual fingerprint classification using ten-print cards, which was
published in June 1900 and officially introduced at Scotland Yard in 1901 for its criminal-identification
records is an authentication protocol. Fingerprints are classified in a three-way process: by the shapes
and contours of individual patterns, by noting the finger positions of the pattern types, and by relative
size, determined by counting the ridges in loops and by tracing the ridges in whorls.

Adaptation of the Henry system for computerized large-scale searches [109] is an automated authen-
tication protocol.

• The fascinating science of latent fingerprint identification is described in very precise minutiae match-
ing protocols [116], thereby defining as precisely as possible what it is that a latent print matches with
a reference print.
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Method Examples Properties
Something you have Passport with face image Forging is easy
with something Credit card with signature Easy to share
unique about you Smart card with biometric Hard to tamper with
(P, B)

Table 4: Some existing user authentication methods that use biometrics.

• Manual identification for law enforcement purposes follows a protocol. Here all the authentication
modes and methods are used in an interrogative and investigative way, i.e., some long string of user
tokens P1, B1, B2, K1, P2, B3, ..., Xm with biometrics modes B1, B2, B3, ... is matched to tokens in
a multitude of (government agency) databases.

This of course is the optimal way of positively identifying a subject. Clearly the frequent use of
multiple biometrics in law enforcement greatly enhances the accuracy in terms of error rates of the
investigative process thereby decreasing false conviction rate. From the point of view of biometrics
identification, the false positive rate is minimized.

Hence, in addition to a set of tokens T = (P, K, B) and rules operating on these tokens R(T ), an authenti-
cation protocol needs to define what it means that two tokens of any kind, P , K, and B ”match.”

3.6 Human verification

When people were still living in small communities there was really no need for authentication methods
that explicitly require a specific biometric. A possession authentication method such as a name has sufficed
long as a primary verification method. Biometric methods such as face (and voice) were in use of course
but before photography there was no possession authentication method with a face image. What was in
use however was some loosely organized database of (name, face) pairs in each person’s head, in addition
to some screening database of faces of undesirable individuals. The travel and communication industries
rapidly increased the number of faces (and names) that someone has to know. The human brain, remarkable
as it is, has never been designed to solve large scale face image matching or searching. Therefore in addition
to the authentication methods in Table 3, authentication method (P, B) are in widespread use.

Due to many convenience factors and its naturalness, ”face” has evolved as biometrics of choice for
manual authentication with probably as second runner-up maybe ”signature.” These are the examples in the
first two rows of Table 4, though signature is almost never manually verified when using a credit card (in
the US). The direct extension of this (P, B) authentication method is the smart card with a stored biometric.
In terms of acceptance, people have used possession plus a biometric as an authentication method for many
years. Of course, it is very hard to estimate at what false accept and false reject rates human beings can
verify faces.

Clearly, there is large variation in verification accuracy from one person to the next and verification
accuracy depends on the state of fatigue of the human inspector. There is however no reason to believe that
a human can perform face verification very well, the error rates are in the order of 1 in 1000, or 10−3.

The error rates for human verification of signatures are hard to establish. It is well known that a hand-
writing experts can do signature verification very accurately, but clearly the cursory inspection of signatures
on credit card slips is not much of secure process.
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More on authentication modes and protocols can be found in [17].
In Section 3.5, we pointed out that for any authentication protocol there exists a set, or triplet, of tokens

T = (P, K, B) that are the required credentials for access to an application. Here P are possessions, K is
knowledge, and B are one or more biometrics. For authentication, the credentials of a subject need to be
matched, including the biometric templates. For biometric user verification, this amounts to an authentica-
tion protocol that is the same as for today’s password systems, see Figure 11. A subject lays claim on an
identity, or rather a numeric or symbolic identifier like an account, but instead of exact matching of a pass-
word, the authentication protocol of a biometric system requires matching one or more biometric samples,
which can only be done probabilistically or in some fuzzy fashion.

Application

accept

Match?

reject

Input device
A D

Feature extract /
encrypt CB

ID  +  Password /
ID  +  Biometric

Figure 11: In essence biometric authentication is not that different from a password authentication.

In terms of the authentication system Figure 11, A is the input device, a keyboard or some sensor; B is
the password encryptor or in case of biometric input a feature extractor; C is a matcher that matches either
passwords or biometric templates; and, D is the application protected by the access control system.

The introduction of biometric authentication protocols brings with it the concept of inexact matching,
and inexact matching of multiple biometrics. The latter is of course clearly a part of the authentication
protocol. We discuss these issues and other things in this section.

3.7 Matching and fuzzy matching

The ability to match, both parametric identifiers, such as passwords and knowledge, and biometric identifiers
is at the heart of the problem of biometric authentication.

The decision to authenticate is based on one or more authentication methods, or tokens from the triplet
T = (P, K, B). For person authentication, each token supplied by a user needs to be matched with the
token as it is recorded and stored during enrollment. The decision on whether these tokens match or not is to
be made by integrating the output of the separate match engines that verify the tokens or by integrating the
token matching more fundamentally. Comparing possession tokens and simple knowledge tokens such as
passwords amounts to exact matching, though it is conceivable that for low security transactions, passwords
that do not match exactly can be accepted. For example, a PIN code may be accepted if two numbers in the
PIN that is entered are transposed.

Two issues here need attention:

1. Integration of credentials: It is best of course to combine two or more authentication methods. As
noted before, associating possession P (an ID) or knowledge K with a biometrics B reduces the
problem of biometric identification to biometric verification, i.e., reduces the problem from the 1 : m
matching to 1 : 1 matching of biometrics.

2. Integration of biometrics: The required credentials T may include multiple biometrics, i.e., (B) =
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({B1, B2})), with B1 say finger and B2 face. Integrating multiple biometrics is and has been a subject
of considerable interest and will be discussed later.

Integration of different biometrics is one problem, clearly a problem that lies in the domain of pattern
recognition. Integration of different non-biometric authentication modes, on the other hand, is very much
a topic that is part of traditional security of authentication applications (e.g., [152]). Integrating traditional
authentication methods with biometrics is only beginning to be studied together in the context of the overall
security architecture of the application [17, 131].

Again, in general, the use of any of the above modes P , K, or B means that one has to be able to match,
such as manually or machine verification of account numbers or pass phrases, and manual comparison of
appearances, such as faces. Possession and knowledge tokens require pretty much just exact matching if
done by machine. Biometric matching, on the other hand, involves some type of fuzzy matching as we will
explain in the rest of this document.

Hence, the fundamental difference between biometric identifiers (tokens) and other authentication meth-
ods (tokens) is the notion of the degree of a match, i.e., the underlying matching technology. A password
authentication protocol always provides a crisp result: if the passwords match, it grants access and other-
wise it refuses access. That is, there is no concept of the probability of a match. Consequently, there is no
confusion about the precise definition of a match. By necessity, however, biometrics has to adopt probabil-
ity theory and the use of statistical techniques. This has resulted in the concepts of application error rates
(false accept and reject rates) and intrinsic error probabilities (loosely the minimal achievable error rate for
a given biometric) that are associated with biometric authentication systems and biometric identifiers. These
are discussed in Section 5 and Section 8, respectively.

Poor definition of what it is exactly that is estimated for a particular biometric installation or biometric
and controversial, or dubious, testing methods contribute much to the hype surrounding biometrics as we
will see later (Section 7).

3.8 Screening

Screening is negative identification, establishing that a person is not on some watch list. A research area
that is developing itself is passive ”screening” of crowds based on face images in a crowd and face cata-
loguing. Face cataloguing is a concept that is being popularized by the Visionics Corporation [161] and is
the technology of building a repertoire of face images of people in a space, based on ordinary visual light
cameras.

In general, screening is the authentication protocol that prescribes matching all tokens, or credentials, of
a subject (passenger) to a variety of government and civilian databases. The authentication protocol defines
that a subject can be authenticated if a string of the subject’s tokens (credentials) P1, B1, B2, K1, P2, B3, ..., Xm

does not match with ”credentials” of the list of most wanted criminals. Biometrics can play a role in this
screening process; however, with the current state of the art none of the biometrics can be expected to nar-
rowly pinpoint down true subjects based on a biometric alone (see Section 7.2). Such biometric matches will
create many false positives, too many to handle if the list of the criminals in the database is large. Biometric
identifiers can be used on the other hand to match against the return lists of parametric searches, based on
name, date of birth, etc. Such lists may be sufficiently small to be able to make decisions based on biometric
matches.

As already explained in Section 3.5, manual positive identification of an (arrested) subject for law en-
forcement purposes follows a protocol. Here all the authentication modes and methods are used in an in-
terrogative and investigative way, i.e., some long string of user tokens P1, B1, B2, K1, P2, B3, ..., Xm with
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biometrics modes B1, B2, B3, ... is matched to tokens in a multitude of (government agency) databases. The
tokens P1, B1, B2, K1, P2, B3, ..., Xm are the possessions of the suspect, knowledge tokens extracted from
the suspect and biometric samples measured from the subject. When a match occurs this is indication of a
possible identity of the subject.

This of course is the optimal way of identifying a subject. Clearly the frequent use of multiple biometrics
in law enforcement greatly enhances the accuracy in terms of error rates of the investigative process thereby
decreasing false conviction rate. From the point of view of biometrics identification, the false positive rate
is minimized.

3.9 Continuity of identity

A biometric might not be matched just once at some access point, but could instead be continually verified
while a person is in some restricted physical space or accessing other resources. This ensures what is
called ”continuity of identity.” For example, for voice and face biometrics, verification can take place
continuously or periodically in the background as needed (when fraud is suspected in the middle of the
transaction, for instance), or at anytime after the transaction is completed by recording the biometric signals
and analyzing it later for a match. Verification can also take place in an incremental manner, and the
user may be granted higher privileges if higher verification probabilities are obtained with more biometric
data collected as the interaction progresses. The verification data can also be used to update the biometric
templates online, thereby learning or refining the machine representation of the biometric. Parallels to this
incremental, continual authentication can be identified for almost any biometric.

The next line of research, related to surveillance just like face cataloguing is the issue of tracking people
through a space (see the proceedings of a recent workshop in tracking [53]). What the ultimate goal of this
research is the continuity of identity aspect of the surveillance problem. After all, if a person is authenticated
at a point A, there is no guarantee that at point B this person (with credentials, like boarding pass) is still
the same identity.
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4 The most common biometrics

The most commonly used automated biometric identifiers are: (i) finger; (ii) face; (iii) voice; (iv) hand
geometry; (v) speaker (voice) and (vi) signature. Retina recognition or “eye recognition” is often mentioned
as a possibility but most everyone means iris when mentioning “eye recognition.”

Retina is used in high security prison applications [62]. Retinal authentication systems have harder-to-
use input acquisition devices, since is has proven difficult to image the back of the inside of the eyeball.

We provide a brief description of the most widely used (or widely discussed) biometrics.

4.1 Fingerprint

Fingerprint has by far the longest and most interesting history of any biometric [92]. The inside surfaces of
hands and feet of humans (and, in fact, all primates) contain minute ridges of skin, with furrows between
each ridge, see Figure 13. The purpose of this skin structure is: (i) Exudation of perspiration, (ii) Tactile
facility, and (iii) Provisions of a gripping surface. Just like irises, fingerprints are of the phenotypic type and
hence fingerprints are not determined by genetics. In [117], it is shown, for instance, that identical twins have
fingerprint that are quite different. Fingerprints indeed are distinctive to a person, in fact: “no one has ever
been found who has a sequence of ridge detail on the hands and feet that is identical to the ridge detail of any
other person.” There is evidence that, e.g., the Chinese were aware of the individuality of fingerprints well
over 5,000 years ago [6]. All this led to the widespread use of fingerprints in law-enforcement identification
applications.

Early in the 20th century, an ingenious recognition system based on ten prints developed by Sir Edward
Henry was brought in operation [6]. This system is now known as the “Henry System” and adopted and
refined by the FBI [51]. It allows for correct identification of offenders by manual indexing into databases
of known criminals. It classifies the overall flow pattern of the fingerprint into a number of distinct pat-
ters such as “arch”, ”left whorl”, “tented arch”, etc. These classes are not uniformly distributed over the
population [6, 51]. All ten fingers are then classified in this way to yield a signature vector of the form
[A, WL, WR, AT , L, ...] (usually referred to as “ten-print cards”). While not unique to each person, this se-
quence can at least be used to rule out some suspects. Much research has been done on this sort of automated
fingerprint classification, e.g., [27, 73, 145], for AFIS applications.

In the early sixties, however, the number of searches that needed to be done on a daily basis simply
became too large for manual indexing and Automated Fingerprint Identification Systems (AFIS) started to
be developed [109]. Just like the matching of latent prints that have been found at crime scenes [51], an AFIS
still requires much manual labor because a search may result in many false positives. In this document, we
concentrate of on fingerprint matching for authentication (1 : 1 matching) but, of course, we keep fingerprint
matching for screening applications in mind.

4.1.1 Fingerprint matching

Figure 13 shows the problems in fingerprint matching very clearly. A fingerprint authentication system
reports some degree of similarity or some sort of “distance” (dissimilarity) between two fingerprint images
and should report these measures accurately and reliably, irrespective of all the imaging problems discussed
in the next section. Ideally, the similarity between two impressions as in this figure should be large, or
equivalently the distance between the images should be small. Hence, the similarity or distance between two
impressions of the same finger should be invariant to (i) translation, (ii) rotation, and (iii) elastic distortion
between the impressions due to the elasticity of the finger skin.
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Fingerprint matching has been studied over several decades by many researchers [107, 108, 127, 170].
Two broad classes of matching techniques can be distinguished, i.e., techniques that match images and
techniques that match features:

• Image techniques (e.g., [30, 59, 78, 94, 126, 137, 153]): This class includes both optical as well as
numerical image correlation techniques. Several image transform techniques have been also explored.
These matching techniques will become important when the finger surface area that is sensed is small
as in, e.g., CMOS sensors (see below).

• Feature techniques: This class of techniques extracts interesting landmarks (features) and develops
different machine representations of a fingerprint from these features. This is the most widely used
approach to fingerprint matching, which we will discuss in more detail.

a

b
d

ba

c

a:   ridge ending
b:   bifurcation
c:   independent ridge
d:   ridge ending / bifurcation?

Figure 12: Ridge patterns of individual fingers have minute detail that distinguishes one print from another.

Beyond fingerprint class, the human expert uses many minute types of features of the ridge flow pattern
to determine if two impressions are from the same finger. Figure 12 shows a piece of thinned fingerprint
structure with a few examples of these features: (a) ridge endings, (b) ridge bifurcations, and (c) an inde-
pendent ridge ([6, 51] give more complete listings, such as, lake, spur, crossover). Automated fingerprint
matching algorithms attempt to match fingerprint impressions in a similar fashion. However, the most
commonly used fingerprint features are only ridge bifurcations and ridge endings, collectively known as
minutiae, which are extracted from the digitized print. Many matching algorithms do not even distinguish
between bifurcations and endings because during acquisition and fingerprint image processing, depending
on the amount of pressure exerted by a subject, a ridge ending may change in a bifurcation and vice versa.
For example, for feature (d) in Figure 12 it is unclear if it is an ending or a bifurcation.

A thinned image as in Figure 12 is a step in the process of fingerprint feature extraction. This process
typically starts by examining the quality of the input image as discussed in Section 12.4 (see also, e.g.,
[177]). Virtually every published method of feature extraction then (e.g., [101, 130]) proceeds by comput-
ing orientation of the flow of the ridges, which reflects the local ridge direction at each pixel. The local
ridge orientation is then used to tune filter parameters for enhancement and ridge segmentation. From the
segmented ridges, a thinned image (Figure 12) is computed to locate the minutiae features. Usually, a minu-
tiae post processing stage cleans up several spurious minutiae resulting from either fingerprint imperfections
(dirt, cuts), enhancement, ridge segmentation or thinning artifacts.

The machine representation of a fingerprint is, as noted before, critical to the success of the matching
algorithm. A minimal representation of a processed fingerprint is a set {(xi, yi, θi)} of k minutiae, i.e., a set
of points (X, Y ) expressed in some coordinate system with a ridge direction at this point Θ as in Table 5.
Such a representation and point set matching is used in [132]. The representation used by Jain et al. [75] is
a string and matching is performed through string matching algorithms. Both these techniques do not take
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into account the local topological information available in the fingerprint image. Graphs have been used
in fingerprint analysis, primarily for fingerprint classification and matching. Isenor and Zaky in [68] use
a graph representation, where nodes correspond to a ridge and edges to neighboring ridges or intersecting
ridges. A graph matcher where nodes correspond to minutiae is presented in [129]. Other feature matching
methods can be found in [149, 154].

X Y Θ

x1 y1 θ1

x2 y2 θ2

...
...

...

Table 5: A minimal machine representation of a fingerprint image.

There exists a third class of algorithms for matching fingerprint images that combine the above ap-
proaches:

• Hybrid techniques: A third class of matching techniques [35, 76, 162, 174] combines both transform
and feature techniques or uses neural networks in interesting ways to improve accuracy are consid-
ered. For example, Hamamoto [60] describes an identification method based on Gabor filters. Jain et
al. [76] present a matching algorithm that uses features such as responses to Gabor filters of different
frequency and orientation.

In general, a representation may be derived at the client end of the application or, alternatively, the
raw image may be transmitted to the server for processing. Such transmission (and storage) of fingerprint
images typically involves compression and decompression of the image. Standard compression techniques
often remove the high frequency areas around the minutiae features. Therefore, a fingerprint compression
scheme called as Wavelet Scalar Quantization (WSQ) is recommended by the FBI [23, 52].

4.1.2 Fingerprint image acquisition

In the 1980s, the development of cheap document scanning technology and personal computers enabled
the use of fingerprint matching technology in everyday applications. Subsequently, the advent of several
ink-less fingerprint scanning technologies coupled with the exponential increase in processor performance
has taken fingerprint recognition beyond criminal identification applications to several non criminal, civilian
applications such as access control; time and attendance; and computer user login. Over the last decade,
many novel techniques have been developed to acquire fingerprints without the use of ink. These scanners
are known as “livescan” fingerprint scanners. The basic principle of these ink-less methods is to sense the
ridges on a finger, which are in contact with the surface of the scanner. The livescan image acquisition
systems are based on four technologies:

• Frustrated total internal reflection (FTIR) and other optical methods [55]: This technology is by far
the oldest livescan method. A camera acquires the reflected signal from the prism as the subject
touches a side of the prism. The typical image acquisition surface of 1”× 1” is converted to 500 dpi
images using a CCD or CMOS camera.

Many variations of this principle, such as the use of holographic elements [105], are also available.
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An issue with these reflection technologies is that the reflected light is a function of skin character-
istics. If the skin is wet or dry, the fingerprint impression can be “saturated” or weak, respectively,
and hard to process. These problems can be overcome to some extent by illuminating the prism with
ultrasonic energy instead of visible light.

• CMOS capacitance [80]: The ridges and valleys of a finger create different charge accumulations
when the finger touches a CMOS chip grid. With suitable electronics, the charge is converted to an
intensity value of a pixel. Normally at 500 dpi these scanners provide about 0.5”× 0.5” of fingerprint
surface scan area.

This can be a problem as two impressions of the same finger acquired at two different times may have
little overlap (see fingerprint matching techniques described below). The images also tend to be af-
fected by the skin dryness and wetness. In addition, these CMOS devices are sensitive to electrostatic
discharge (static electricity shocks).

• Thermal sensing [99]: This sensor is fabricated using pyroelectric material, which measures tempera-
ture changes due to the ridge-valley structure as the finger is swiped over the scanner and produces an
image. This works because wet skin is a better thermal conductor than air and thus the ridges cause
noticeable temperature drops on a heated surface. The technology is claimed to overcome the dry
and wet skin issues of optical scanners and can sustain higher static discharge. The resultant images
however are not rich in gray values, i.e., dynamic range.

• Ultrasound sensing [7]: An ultrasonic beam is scanned across the finger surface to measure the depth
of the valleys from the reflected signal. This can theoretically be implemented as a non-contact sensor.
Skin conditions such as dry, wet and oil on the skin do not affect the imaging and the images better
reflect the actual ridge topography. However, these units still tend to be very bulky and require larger
scanning time than the optical scanners.

Figure 13: Impressions of the same finger can be quite different due to elastic distortion.
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Fingerprinting for person identification had an advantage over most other biometrics in that fingerprint
acquisition has been possible for centuries in the form of impressions of inked fingers on paper but also the
impression of fingers in materials like clay. However, there is a property of automatic fingerprint recognition
systems that is not shared by many other pattern recognition systems, i.e., the process of sensing, or acquir-
ing, the biometric involves touching some input device with the pattern itself. Because of this touch sensing,
the actual pattern that is being sensed is distorted during the acquisition of the pattern. Figure 13 shows
that this type of elastic distortion can be quite different for prints of the same finger – simply overlaying
the images will not work. Recently, non-contact [40] fingerprint scanners have been announced that avoid
problems related to touch sensing methods, including the elastic distortion of the skin pattern.

4.2 Face recognition

Face recognition is an instance of object recognition from images, a central problem in the area of computer
vision (e.g., [3]). Recognition of objects from images of these objects is a fundamental problem and basically
an unsolved problem. Probably the most important issues in the overall problem of object recognition from
images are the problems of segmentation and representation. Segmentation refers to the partitioning of
the input image into the object image, those pixels that arise from the object surfaces, and the background
image. Representations are internal models of the 3D objects that one desires to automatically recognize
in input images. Represenations are application-specific and attempt to preserve important properties but
provide invariance or at least resistance to “noise” in the signal. In the case of nonrigid objects like faces,
approaches to machine representations of human faces are often based on machine learning.

Face appearance is a particularly compelling biometric because it is one used every day by nearly every-
one on earth as the visual means for recognizing other humans (Section 3.6). Since the advent of photogra-
phy it has been institutionalized as a guarantor of identity in passports and identity cards (see Section 3.3).
Because conventional optical imaging devices easily capture faces, there are large legacy databases (police
mug-shots and television footage, for instance) that can be automatically searched. Because of its natural-
ness, face recognition is more acceptable than most biometrics, and the fact that cameras can acquire the
biometric passively means that it can be very easy to use. Indeed, surveillance systems rely on capturing the
face image without the cooperation of the person being imaged and can be done overtly and covertly, the
latter of course raises privacy concerns.

Automatic face recognition has a 30-year history, starting with the face recognition system designed by
Kanade [82]. Turk and Pentland [157] popularized face recognition by using face image transforms, which
were introduced by Kirby and Sirovich [148, 87] for representing and compressing face images. Kirby and
Sirovich also developed a computationally efficient matrix computation of the transform, this development
and the publication of [157] resulted in a flurry of activities in face recognition research [29, 142].

This transform, originally known as the Karhunen-Loève transform [84, 96], is now known under names
like Principle Component Analysis (PCA), etc.

In general, face recognition systems proceed by detecting the face in the scene, thus estimating and
normalizing for translation, scale and in-plane rotation. Many approaches to finding faces in images and
video have been developed; all based on weak models of the human face that model face shape in terms of
facial texture and face appearance in terms of flesh tones. Approaches then divide [25] into appearance and
geometric approaches, analyzing the appearance of the face and the distances between features respectively.

• Face geometry approaches: Here, of course, the idea is to model a human face in terms of particular
face features, such as eyes, mouth, etc., and the geometry of the layout of these features. The work
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from von der Malsburg (e.g., [175]) is perhaps the most sophisticated geometrical approach, where a
face images is represented by a graph.

The goal of geometric approaches is to model a human face in terms of simple features and their rela-
tionships and extract these features from face images. Face recognition is then a matter of matching
feature constellations.

• Face appearance approaches: The underlying idea behind these approaches is quite simple. A face
image is transformed into a space that is spanned by basis image functions, just like a Fourier trans-
form projects an image onto basis images of the fundamental frequencies. In it simplest form, the basis
functions, Eigenfaces, are the eigenvectors of the covariance matrix of a set of training images [157]
(the Karhunen-Loève transform), see Figure 15. This attempts to find a new representation with fewer
numbers (dimensions) that still captures most of the variation in the sample without introducing any
new confusions. A simple way of viewing these methods is that a compact representation of a face
image is computed, which enables the formulation of distances between images that can be efficiently
computed for 1 : many matching.

Appearance methods can be global [5, 47, 88, 157] where the whole face is considered as a single entity,
or local, where many representations of separate areas of the face are created. [144, 155, 175]. In many
face recognition geometry and appearance are combined, and indeed to apply appearance-based methods in
the presence of facial expression changes requires generating an expressionless “shape-free” face by image
warping.

(c)(a)

(b)

Figure 14: Approaches to face verification: a) geometric features; b) local appearance features; and, c)
global appearance.

Figure 14 tries to clarify the various approaches to face recognition. Figure 14a shows the face image
of one of the authors with the automatically detected geometric features superimposed. Eye features like
pupil and eye corners are detected trough the glasses of the subject; features on the nose and the mouth are
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Figure 15: A face image (left) can be decomposed as a sum of weighted Eigenfaces (images curtesy Turk &
Pentland [157]).

also extracted. Figure 14b shows sample windows important face features and local face feature appearance
models similar to the eigenface models for complete faces are often used. These are then “eigen-eyes”,
“eigen-noses”, etc. Figure 14c shows the segmentation of the complete face from the image, which could
be used for eigenface approaches to face recognition.

Considerable progress has been made in recent years, with much commercialization of face recognition,
but a lot remains to be done towards the ‘general’ face recognition problem. To date, not much progress has
been made towards modeling faces in 3D, while recognizing the face from images.

Despite all this work, face recognition is not sufficiently accurate yet to accomplish the large-population
identification tasks tackled with fingerprint or iris. One clear limit is the similarity of appearance of identical
twins, but determining the identity of two photographs of the same person is hindered by all of the following
problems, which may be divided into four categories:

• Physical face appearance changes: These consist of quick changes in facial expression change, slow
appearance changes because of aging and personal appearance changes. The latter may be due to the
application of make-up, wearing of glasses, facial hair changes, changes in hairstyle and intentional
disguises.

• Acquisition geometry changes: The appearance of the face in the image is in an unknown location has
an unknown in-plane rotation and is of unknown size (scale). These are just the geometry changes
when a person is looking straight in the camera. Rotations of a face in depth, i.e., facing the camera
obliquely, introduce a host of differences of appearance of a face from one image to the next.

• Changes in imaging conditions: The lighting of a human’s face can have large effects on the appear-
ance of the face in an image, just consider for example front lighting against side lighting.

Intrinsic camera characteristics and parameters may further change the appearance of a face in an
image, quite independently of the ambient light. These camera characteristics include things like
automatic white balancing and noise reduction.

• Channel characteristics variations: These are often quite unexpected image degradations because
of compression-decompression artifacts. The commonly used compression standards like JPEG and
MPEG are based on the compression of image blocks, and are not particularly designed shapes and
forms of the human face appearance. This affects the performance of face recognition algorithms on
compressed/archived data, such as legacy mug-shot databases and broadcast video.

No current face recognition system can claim to handle all of these problems well. For example, there
has been little research on invariance of face recognition to aging effects. In general, to avoid the above
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problems, constraints on the problem definition and image capture situation are used to limit the amount
of invariance that needs to be afforded algorithmically. Indeed, it has been reported that automated face
recognition systems can be used for matching mug-shot face images to face appearances in a crowd. These
are positive biometric identification applications where there often may be a person in the loop who frames
the face appearance in the image (i.e., does the “segmentation” part of the problem).

The main challenges of face recognition today are handling rotation in depth and broad lighting changes,
together with personal appearance changes, i.e., to move beyond the mug shot scenario. Even under the best
imaging conditions, however, recognition error rates need to be improved.

There is interest in other acquisition modalities such as 3D shape through stereo or range-finders; near
infrared or facial thermograms [123], all of which have attractions, but lack the compelling advantages of
visible-light face recognition that are outlined above. Particularly, the face image input devices are expen-
sive.

4.3 Voice identification

Like face appearance, speaker identification [26, 56], sometimes referred to as “voiceprints” or voice recog-
nition (& talker recognition) is attractive because of its prevalence in human communication and human
day-to-day use. We expect to pick up the phone and be able to recognize someone by his or her voice after
only a few words, although clearly the human brain is very good at exploiting context to narrow down the
possibilities. That is, the topic of the conversation provides sometimes very significant cues about the iden-
tity of the speaker (though, we probably all have the experience of phone conversations where the context
fails to contribute useful cues – “Hi, it’s me.”).

t

Figure 16: A piece of a voice signal, the signal has varying frequency content as a function of time t.

Telephony is the main target of speaker identification, since it is a domain with ubiquitous existing hard-
ware where no other biometric can be used in a practical way at the moment. Increased security for applica-
tions such as telephone banking and “m-commerce” (commerce over the mobile phone) means the potential
for deployment is very large. Speaking solely in order to be identified can be somewhat unnatural ”ac-
tive” authentication protocol), but in situations where the user is speaking anyway (e.g., a voice-controlled
computer system, or when ordering something by phone) the biometric authentication protocol becomes
“passive.”

Physical and computer security by speaker authentication have received some attention, but here it is
less natural and poorer performing than other biometrics. Speaker authentication is necessary for audio and
video- indexing. Where a video signal is available, lip-motion identification has also been used [45, 89, 97].
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Another description of speaker recognition can be found in [16] and we loosely quote some of this work
here. It shows that opinions on a particular biometric can very from person to person.

“Voice biometrics has a unique advantage over other biometrics because is relies on human
speech, which is [like face] a primary modality in day-to-day, human communication, and
provides a non-intrusive method for authentication. By extracting appropriate features from a
person’s voice and modeling the voiceprint [this is what the speaker community calls machine
representation of a voice], the uniqueness of the physiology of the vocal tract and the artic-
ulatory voice properties can be used for recognizing the identity of a person. Recognizing a
user based on voiceprints is commonly known as speaker recognition in the academic commu-
nity, encompassing speaker verification, speaker identification, speaker classification, speaker
segmentation and speaker clustering. Speaker recognition accuracy has improved significantly
over the last few years, and a recent independent study compares speaker recognition favorably
with respect to fingerprint recognition and other biometrics [102].

When used in a text-independent mode (i.e., no constraints on the words to be spoken), voiceprint
recognition offers many other advantages. Users do not have to remember passwords or pass
phrases. Users do not have to go through a separate process for verification, since anything
they say as part of the transaction dialog can be used to verify their identities, resulting in
a truly integrated and non-intrusive verification process [authentication protocol]. Text inde-
pendent verification is usually also language independent, and the user can speak in multiple
languages or different languages for enrollment and authentication. Speaker recognition based
on voiceprints, or acoustic speaker recognition, is appropriate for a wide variety of applications,
especially remote authentication over legacy phone lines.”

We can categorize speaker authentication systems depending on the freedom in what is spoken; this
taxonomy based on increasingly complex tasks also corresponds to the sophistication of algorithms used
and the progress in the art over time.

• Fixed text: The speaker says a predetermined word or phrase, which was recorded at enrollment. The
word may be secret, so acts as a password, but once recorded a replay attack is easy, and re-enrollment
is necessary to change the password.

• Text dependent: The speaker is prompted by the authentication system to say a specific thing. The
machine aligns the utterance with the known text to determine the user. For this, enrollment is usually
longer, but the prompted text can be changed at will. Limited systems (e.g., just using digit strings)
are vulnerable to splicing-based replay attacks.

• Text independent: The speaker authentication system processes any utterance of the speaker. Here
the speech can be task-oriented, so it is hard to acquire speech that also accomplishes the impostor’s
goal. Monitoring can be continuous, and the more that is said the greater the system’s confidence in
the identity of the user. Such systems can even authenticate a person when they switch language. The
advent of trainable speech synthesis might enable attacks on this approach.

• Conversational: During authentication, the speech is recognized to verify identity by inquiring about
“soft” knowledge that may not particular secret.

False acceptance rates below 10−12 are claimed possible, making conversational biometrics very at-
tractive for high security applications [98, 125].

33



Speaker authentication, however, suffers considerably from any variations in the microphone [61, 136]
and transmission channel. Also, performance deteriorates badly when enrollment and use conditions are
mismatched (for example, enrollment over a land line and authentication over a cell phone). This, of course,
inevitably happens when a central server carries out speaker authentication from telephone signals. Back-
ground noise can also be a considerable problem in some circumstances, and variations in voice due to
illness, emotion or aging are further problems that have received little study. Figure 16 shows a piece of a
speech (voice) signal, in this case relatively clean distinct utterances of digits. It is not hard to imagine that
this signal will be quite different if the speaker has (say) a cold.

Campbell in [26] enumerates a number of problems with voice recognition that we repeat in Table 6.

Misspoken or misread prompted phrases.
Extreme emotional states.
Time varying (intra- or intersession) microphone placement.
Poor or inconsistent room acoustics (e.g., multipath and noise).
Channel mismatch (e.g., using different microphones for enrollment and verification).
Sickness (e.g., head colds can alter the vocal tract).
Aging (the vocal tract can drift away from models with age).

Table 6: A voice biometric is very susceptible to the state of the subject and environmental issues.

Speaker verification is particularly vulnerable to replay attacks because of the ubiquity of sound record-
ing and playback devices (see Section 13). Consequently more thought has been given, and should be given,
in this domain to avoiding such attacks.

While traditionally used for verification, more recent technologies have started to address identification
protocols, one particular domain being in audio and video indexing [4]. As noted above, recent and in-
teresting development [98, 125], combining voiceprint recognition with the exchange of knowledge in an
interactive authentication protocol (called conversational biometrics), can provide higher accuracy and is
discussed further in Section 14.3 on dynamic protocols.

4.4 Iris identification

Although iris [172, 173] is a relatively new biometric, it has been shown to be very accurate and stable,
mainly because there is no elastic distortion (except pupil dilation) from one sample to the next of the iris
image as is found to be the case fingerprint images. The colored part of the eye bounded by the pupil and
sclera is the iris, is extremely rich in texture and has proven to be a strong universal biometric identifier with
great discriminating properties. So far, in the literature, there have been only a few iris recognition systems
described. Perhaps the most well-known iris recognition system is the one designed by John Daugman
[38, 39]. The iris texture is represented using Gabor wavelet responses and the matcher is an extremely
simple and fast Hamming distance measure, as in Fig 18.

Like fingerprints, the appearance of this biometric identifier is the result of the developmental process
in the womb and is not dictated by genetics. Quoting Daugman [39]: “Just as the striking visual similarity
of identical twins reveals the genetic penetrance of overall facial appearance, a comparison of genetically
identical irises reveals that iris is a phenotypic feature, not a genotypic feature.”

For iris identification there has been very particular confusion about the intrinsic error rate, the theo-
retically possible lower bound, Section 8, and the practical, attainable error rates of an iris authentication
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Figure 17: An iris image acquired under ideal circumstances (curtesy J. Daugman [38]).

application as described in Section 5. The experiments in [38] are performed on iris images obtained from
an optometrist (see Figure 17), and show low FA and FR rates. The paper further derives lower bound
on the error rates while making optimistic assumptions about the iris image quality and acquisition. It is
unfortunate that many marketing claims have been based on the scientific paper [38].

Figure 18: The iris codes are extracted from concentric circular strips around the pupil (curtesy R.P. Wildes
[173]).

The primary problem in iris recognition is the design of an iris image capture device that is convenient
and unobtrusive. It should be user friendly and yet capture the iris image with enough invariance from one
ambient lighting situation to the next ambient lighting situation. A first step is to find the human face in
the image using, for example, stereo techniques as described in [173]; then a high quality image of the iris
needs to be acquired. The iris image capture device should further able to deal with specular reflection off
the eyeballs; and with glasses and contact lenses (where the small hard contact lenses may create the most
problems).

In summary, quite ingenious image acquisition devices are required to control the imaging of the iris
and thus the FA, FR and FTE rates. In [15] an imaging setup is described to find objects close to the camera,
this can be employed in the near infrared.
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4.5 Hand geometry

There is no ideal biometric measurement; each biometrics has its strengths and limitations, and accord-
ingly each particular biometric appeals to a particular authentication application. Suitability of a particular
biometric to a specific application depends upon several factors [77, 75]; among these factors, the user ac-
ceptability is very significant. For many access control applications, like immigration, border control and
dormitory meal plan access, very distinctive biometrics, e.g., fingerprint and iris, may not be acceptable
for the sake of protecting an individual’s privacy. In such situations, it could be desirable that the given
biometric identifier be only distinctive enough for verification but not for identification.

Hand geometry, as the name suggests, refers to the geometric structure of the human hand, better yet,
the geometric invariants of a hand. Typical features include length and width of the fingers, aspect ratio of
the palm or fingers, width of the palm, thickness of the palm, etc. [13], see Figure 19. To our knowledge, the
existing commercial systems do not take advantage of any non-geometric attributes of the hand, e.g., color
of the skin.

Figure 19: Examples of features that represent hand geometry.

Although these metrics do not vary significantly across the population, they can however be used to
authenticate the identity of an individual. Hand geometry measurement is non-intrusive and it involves a
simple processing of the resulting features. Unlike palm print verification methods [178], this method does
not involve extraction of detailed features of the hand (for example, wrinkles on the skin).

Hand geometry-based verification systems are not new and have been available since the early 1970s.
However, there is not much open literature addressing the research issues underlying hand geometry authen-
tication; much of the literature is in the form of patents [49, 69] or application-oriented description [106].
A notable exception is the prototype system described by Jain et al. [74]. Sidlauskas [147] discusses a 3D
hand profile identification apparatus that has been used for hand geometry recognition.

Hand geometry authentication is also attractive for various other reasons. Almost all of the working
population has hands and exception processing for people with disabilities could be easily engineered [179].
Hand geometry measurements are easily collectible, compared to, say, iris and retina, due to both the dexter-
ity of the hand and due to a relatively simple method of sensing, which does not impose undue requirements
on the imaging optics. (As described in Section 7 and [74] these systems however may have some usability
problems that need further research.) Note that good frictional skin is required by fingerprint imaging sys-
tems, and a special illumination setup is needed for the above-mentioned biometrics such as iris and retina.
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Hand geometry does not have these restrictions. As the computations are also fairly simple, a stand-alone
system is easy to build. Further, hand geometry is ideally suited for integration with other biometrics, in
particular, fingerprints. For instance, an authentication system may use fingerprints for more precise authen-
tication and use hand geometry for less stringent authentication. It is easy to conceptualize a sensing system,
which can simultaneously capture both fingerprints and hand geometry.

In sum, authentication of identity of an individual based on a set of hand features is expected to play
a role in biometric authentication. It is well known that the individual hand features themselves are not
very descriptive and that hand geometry authentication has relatively high FA and FR. Devising methods to
combine these non-salient individual features to attain robust positive identification is a challenging pattern
recognition problem in its own right.

4.6 Signature verification

Signature verification (e.g., [112]) is another biometric that has a long pedigree before the advent of comput-
ers, wide usage in document authentication and transaction authorization in the form of checks and credit
card receipts. Signature recognition is an instance of writer recognition, which has been accepted as ir-
refutable evidence in courts of law. Signatures also come in a wide variety, see Figure 20, thereby giving the
signatory the ability to choose the “distinctiveness” and “uniqueness” of the signature, which will influence
his or her FA and FR rate (see Section 12 on sheep and wolves).

Figure 20: Signatures come in a wide variety.

The natural division of automated signature verification is by distinguishing the technologies by the
sensing modality, i.e., on-line vs. off-line:.

1. Off-line or “static” signatures are scanned from paper documents where they were written in the
conventional way [121]. The lack of further information about the signature acquisition makes these
techniques very vulnerable to forgery.

Incidentally, the problem of writer authentication (e.g., [65]) always presents itself in the form of
analyzing scanned paper documents and falls in this class. Approaches to writer authentication (and
signature verification) are typically based on features, such as, number of interior contours and num-
ber of vertical slope components [151].

2. On-line or “dynamic” signatures are written with an electronically instrumented device and the dy-
namic information (pen tip location through time) is usually available at high resolution, even when
the pen is not in contact with the paper.

Approaches to dynamic signature verification include signature representations that are based on Eu-
clidean distances and regional correlation matching measures, or probabilistic representations such as
Hidden Markov Models (see, e.g., ([42]).
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Consequently, the technical approaches can be divided into approaches based on temporal features and
approaches based on spatial features; few formal verification procedures have developed in signature verifi-
cation technology, which we will become clear in Section 7.

A first comprehensive approach to static signature verification can be traced back to [111]. The develop-
ment of dynamic signature capture devices (see, e.g., [46] resulted in much activity because a notion of time
beyond two-dimensional space (paper) was introduced, for instance x(t) and y(t), the location of the pen
while signing. The devices record a stream of 5-dimensional vectors (x, y, p, θx, θy) sampled equidistant in
time; here p is the axial pen force; and the θx and θy describe the angles of the pen with the X-Y plane [42]).

The signature further has an interesting way of looking upon false accepts in terms of defining the
sophistication level of the forger (attacker), in categories like zero-effort forgery, home-improved forgery,
over-the-shoulder forger, and professional forgery. There is no clear definition of level of sophistication of
impersonalizing for any other biometric.

Because of this special hardware needed for the more robust on-line recognition, it seems unlikely that
signature verification will spread beyond the domains where it is already used, but the volume of signature
authorized transactions today is huge, making automation through signature verification very important.
Moreover, signatures are often captured electronically already, merely to reduce paper storage and transport.
There are approaches for pen location and orientation estimation using visual light being researched [110].
This may eventually lower the cost of signature acquisition and may, even, influence ideas toward three-
dimensional signatures.

As determined in [31], and already mentioned, characteristics of a biometrics are (i) universality, (ii)
uniqueness, (iii) permanence, meaning invariance over time, and (iv) collectability. The characteristic of
permanence of signature is questionable since a person can change his or her signature pretty much at will at
any point in time. (A person could even insist on a different signature for every day of the week.) In a sense,
the genetically and environmentally determined muscle dexterity of the hand is translated into a visual and
machine-readable token. Hence, this biometric is (as face and voice) affected by illness, emotion or aging
that have received little study.
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5 Quantitative parameters

There are a number of biometric application parameters that need to be specified before a particular biomet-
ric is selected and even before a solution is designed. The first ones to look at are the FA and FR rates for
a biometric authentication application.

These parameters are statistical properties of the authentication application and are optimized and tested
as described in the sections on training and testing (Sections 11.1 and 11.2). In this section, we present more
intuitive and theoretical meanings associated with these parameters.

A first thing, however, that is confusing and we mentioned before but is worthwhile to point out here, is
shown in Figure 21. This is the use of the terms False Positive FP and False Negative FN. If one wishes, it
is perfectly OK to use these terms interchangeably with False Accept FA and False Reject FR.

However, in this document, we will use the terms FP and FN for “screening” (identification) applications
only: A false positive FP is the erroneous decision that an identity is in the database, while in reality it is
not. A false negative FN is the erroneous decision that an identity is not in the database, while in reality it is
in the database.

Authentication:

Identification:

FA FR

FP FN

Convenience Security

Figure 21: The terminology is confusing.

On the other hand, we use the terms False Accept FA and False Reject FR exclusively for authentication
applications. As shown in Figure 21, false accepts and false negatives are security issues while false rejects
and false positives are convenience issues. (Technically however a FA is the same as a FP and a FR is the
same as a FN.)

5.1 Error rates

Determining the probability of a match of two biometric samples is an important biometric task and the
precision with which this can be achieved is influenced by several factors. The variability in the biometrics
input signal is unfortunately much higher from one sampling to the next as compared to the variability in
(say) passwords due to input (typing) error.

The probability of a match is the probability that the submitted biometric sample matches (in some
sense) a stored reference sample. Often this probability is translated into a score s. In a biometrics system,
one can explicitly set a threshold t on this score to directly control the FA and FR rates by authenticating
a match if s ≥ t. Given a high matching score, the system can guarantee that the probability of the signal
coming from a genuine person is significantly high and the probability that the signal is coming from an
imposter is significantly low (low FA).

Conversely, given a low match score, the probability that the sample is genuine is low (low FR) and the
probability that the sample is an imposter is high. Setting the match decision threshold t low guarantees low
FR at the expense of higher FA.
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This is shown in Figure 22, the imposter scores tend to be low while the genuine scores tend to be high.
The threshold t controls the tradeoff between FA and FR.

p

s

Imposter
scores

Genuine
scores

tFR FA

Figure 22: The imposter scores are on average lower than the genuine scores.

5.2 Probability of match

As noted above, the authentication decisions related to a match score s should be based on both, the proba-
bility that the biometrics input sample matches the reference sample and the probability that the input sample
does not match the reference sample. Given the score densities as in Figure 22, ideally for a given score s
one would like to compute the probability of a FA and the probability of a FR. However, the probability of
FA and the probability of FR, given a match score s cannot be directly measured but only be estimated. The
estimation of probabilities of FA and FR entails training the matcher on test databases of biometric samples
(see Section 11.1). Consequently, probabilities of FA and FR for a given decision (about score s) can only
be estimated if either the training data represents the target population (e.g., samples associated with score
s) well and there exists enough training data or if the expected subject population can be tractably modeled
from the training data.

The probability of match, which is roughly 2 − FR if FA � FR, is related to the match score s.
Much more is known about the population, or customers, of an application than is known about the enemies.
Consequently, the probability of a FA, a false match, is hard to estimate. Hence, the FR rate for a particular
decision is easier to estimate than the FA rate for that decision, because the biometric samples of the enemy
population are not available. (An interesting solution to this is the use of “cohorts”, see Section 11.1.1).

Along with the match (and mismatch) probabilities, ideally measures of confidence (Section 11.2)
should also be given. This allows the application to make an informed decision (using decision theory,
risk analysis, etc.). Typical training data consists of significantly fewer samples for match scores than those
for non-match scores. Consequently, the confidence in the FR is typically much lower than that in an FA.

This probability of match can be used to counter repudiation efforts, which is a difficult issue when
passwords are used. Here repudiation is the denial of a transaction by a subject. The probability of match
is also used by the application to arrive at an authentication decision. This probability is computed by a
matcher and the probability is transmitted to the application.

5.3 Tradeoffs and operating points

Most biometric authentication systems cannot guarantee error rates that are low enough for applications that
have to be both secure (low FA) and convenient (low FR), see Section 6. Given the match score, what can
be guaranteed is that for any FA there is a corresponding upper bound on the FR and vice versa. That is,
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Figure 23: The ROC expresses the tradeoff between FA and FR.

the FA and FR behavior is expressed in terms of a Receiver Operator Characteristics (ROC) curve [57]. An
example of an ROC curve is shown in Figure 23, for example, operating at FA = x means that the FR ≥ y.

Note that by excluding some of the most difficult data (e.g., the “goats,” the hard to match subjects,
see Section 12), the overall ROC can be improved. Usually this is an acceptable practice as long as the
percentage excluded is not too great. For instance, asking for a “retry” on a fingerprint image 1% of the time
is not unreasonable. However, excluding 1% of the people may not be tolerable.

The question to ask is what happens if the excluded subjects (the 1% of the subjects) are allowed to
enroll in the biometric authentication system. Let us look at this in the context of fingerprint and minutiae
matching. In some cases an excluded subject would contribute to the FR rate (e.g., a fingerprint with no
extracted minutiae could never be matched). In other cases it would contribute to the FA rate (e.g., almost
any fingerprint would match to a template with a single minutiae). In general, if the tails of the ROC curve
do not asymptote at zero FA and zero FR, there is probably some data that could be profitably excluded. The
trick is finding some automatic way of detecting these poor data items (see the section on sample quality
control, Section 12.4).

Since tradeoff between the FA and FR rates largely expresses itself as a security versus convenience
tradeoff (see 6), when designing a biometric authentication system, the first question that should perhaps be
asked is: “For this application, is security of prime concern, or is convenience the real issue in this applica-
tion?” The latter would, for example, be the case in voluntary applications because there the convenience
may be the deciding factor in the success of a particular installation. In that case, as shown in Figure 23,
convenience could be selected at some FR = y and the corresponding (lack of) security is expressed as
FA ≥ x. When security is most important, security can be fixed as FA = x, which implies some FR.

This means that using the same biometrics matcher for both a secure application and a related convenient
application may not necessarily be the optimal solution. This is, for example, the case for the ROC curves
in Figure 24a. Here the ROC curve for Matcher A corresponds to a more secure matcher since, for low
FA, the achievable minimum FR is lower than that for ROC curve of Matcher B. In that operating area,
where the inconvenience expressed as FR is relatively high (higher false reject rate), Matcher A has better
characteristics than Matcher B. Matcher B may be selected instead if low FR, convenience, is preferred
over security.

Typically, a system is designed by selecting a FA (for security) or FR (for convenience) and hence only
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Figure 24: ROCs for Matcher A and B: (a) One matcher may be preferred for convenience and another for
security; (b) The ROC can often be improved by excluding some data.

a portion of ROC curve is important. A particular biometric system is designed at one point on the curve,
another system may be designed at another point on the curve. Therefore, a single number that somehow
expresses the accuracy of a matcher such as the equal error rate (EER in Figure 24a) or d′ [37] may not be
that relevant. The EER is defined as the error at that operating point s where

EER = FA(s) = FR(s).

However, the operating point does not necessarily need to be static. For example, screening processes
such as at airports can be multi-modal, in the sense that demographics, text, sound, image and video can
all be used. Depending on demographic match, biometrics authentication can operate at different operating
points on the ROC curve. For example, it may be the case that wanted person X is from state Y . One
can then set the FA and FR rates differently when matching with a subject Z from state Y . That is, for all
subjects from state Y the matcher will be operated at a lower FR when matching with wanted per X . This
is an example of a dynamic authentication protocol.

5.4 Other error rates

Next to the issue of security versus convenience, there are many factors associated with biometrics applica-
tions. These include voluntary versus involuntary applications, habituated versus non-habituated users, and
supervised versus unsupervised acquisition of the biometrics sample [71]. Section 10 discusses qualitative
properties of applications and biometrics like that.

There are a number of quantitative variables in addition to the well known FA and FR rates. Some of
these are listed in Table 7.

There is the failure to acquire (FTA) rate which is the percentage of the target population that does not
posses a particular biometrics, i.e., which do not deliver a usable biometric sample. Another variable is
the failure to enroll (FTE) rate, which is the proportion of the population that somehow cannot be enrolled
because of limitations of the technology or procedural problems [11]. Here what the exact definition of a
FTA is subtle. It can be that a subject does not posses the biometrics that is needed for enrollment, i.e., the
subject is missing an eye; or, it can be that a subject’s biometrics cannot be measured, say, the fingerprint
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FA False accept of an intruder causing security problems.
FR False reject of an authorized causing inconvenience.

FTA Failure to acquire causing a failure to enroll.
FTE Failure to enroll causing failure to use.
FTU Failure to use – is a significant cost factor any biometrics application.

Table 7: Quantitative variables of a biometrics application.

of a brick layer (the ridges have been worn away). Technology may well be improved so that this particular
subject can be enrolled at some future point. Both FTA and FTE are partially due to intrinsic biometrics
properties and limitations in the biometrics state of the art.

We introduce another application variable, mainly for voluntary applications, the “failure to use” FTU
rate (also a random variable, at least during the design stage of the application). This is FTE rate plus the
proportion of the population that for some reason does not enroll, or enrolls and fails to continue using the
biometrics system.

For voluntary biometrics authentication applications, the difference between the FTU and FTE rates
will be due to convenience problems with the voluntary applications. For involuntary applications, these
rates are in theory the same (if it is affordable). There exists some intrinsic lower bound on the FTA for
each biometrics because some portion of the population, cannot show, or does not posses the particular
biometrics. This is sometimes referred to as a biometrics’ universality [71] issue. The FTE rate, on the other
hand, can be used as a system parameter to design and build an installation within budget. The FTE can also
be controlled by biometric sample quality control, Section 12.4.

For a given application, a particular FA, FR operating point needs to be determined. This operating point,
obviously, is hard to establish beforehand. Even when an installation is in place, the genuine appearance of
an FA may never be detected. For a voluntary application, the FTU rate, of course, can be determined when
the installation is in place. The technical reasons for a high FTU rate will most probably be convenience
(usability) problems (although there may also be non-technical reasons). For an involuntary application,
on the other hand, the FTE rate can be measured, which is usually done in laboratory-type (e.g., more
supervised, controlled) situations. Tests of biometrics authentication generally use subjects on a voluntary
basis and it is in general unclear how the FTU (which could be interpreted as not volunteering) influences
the FTE. On the other hand, given a database of test samples, by increasing the FTE the corresponding ROC
curve can be made better and better. That is, as mentioned before, by removing undesirable samples, ROC
curve A in Figure 24b can be transformed into almost any ROC curve B that is closer to the coordinate axes.

What the ROC of an operational biometrics installation is, and at what point the system is operating,
will depend entirely on the enrolled population and the desired security. The design parameter FTE can be
artificially increased for a given installation, which will improve the overall quality of the enrolled population
at the expense of increased exception handling. The system variable FTE enables a tradeoff between manual
versus automated authentication, which in turn is related to cost.
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6 Qualitative properties

This section touches on three properties of automated biometric authentication systems and hence three
properties that can be associated with the various biometrics. First we look at the security and convenience
of an implementation (biometric). Security is often associated with low FA rates, while convenience is asso-
ciated with low FR rates. Hence, the tradeoff between FA and FR translates into a tradeoff between security
and convenience. By setting FA = 1, we have FR = 0, a very convenient but insecure implementation, this
relates to an authentication protocol for accessing churches and other such public spaces. Setting FA = 0
and FR = 1, on the other hand we have a closed system.

A third property of biometric authentication is privacy of the application (biometric), which is of course
very much related to its security. What privacy means from an information technology point of view is
poorly understood end here we try to open the beginning of a discussion.

6.1 Security

As indicated in Section 3, biometrics is related to authentication protocols and policies and enrolment poli-
cies, which are traditional security topics. It therefore seems self-evident that the area of computer secu-
rity should embrace biometrics. From a security point of view, non-repudiation [152] is biometrics’ main
strength, i.e., because the user transmits biometrics information to the application that is unique to the user,
the user cannot deny that the application was used or accessed. This, in itself, adds deterrence over traditional
authentication. Non-repudiation, incidentally, is a well-defined computer security property of authentication
systems [152]. When biometrics are concerned, non-repudiation is guaranteed only with certain statistical
probabilities though.

Biometrics distinguishes itself from traditional authentication protocols in various ways and perhaps bio-
metrics’ most notorious liability is impersonalization (see Section 13.2), which is also perceived as a gross
security flaw of biometric technology. Impersonalization may appear quite simple like lifting fingerprints
of glasses, to quite brutal like cutting off fingers. Most everyone is familiar with these types of things. This
fiction about biometrics, along with the legacy law enforcement uses, affects the acceptance (Section 10)
from one biometric identifier to the next. These acceptance problems are in essence due to the fact that
impersonating a biometrics has a stigma associated with it because it amounts to violating the identity asso-
ciated with the biometrics. It should be noted, however, that lifting a latent fingerprint and using the print
to impersonate others is in essence the same as covertly observing password input by say hidden cameras.
However, there is a large difference in the difficulty of applying knowledge about a biometric as opposed
to applying knowledge about a password to gain unauthorized access. This is still the case if a fingerprint
scanner can be easily fooled by fake biometrics, it is never as easy as impersonating an identity by using a
stolen password.

Biometric authentication does not guarantee, and cannot guarantee, 100% certainty of the matching
decision. Automated authentication using other credentials or tokens is done by exact matching but, in turn,
there is no guarantee that the token is not in the possession of impersonator. Perhaps the most pressing
issues with security of biometrics are:

• Tight integration of the traditional authentication protocol and the biometric authentication. All too
often, biometrics are introduced into an application as an afterthought.

• Automated biometric authentication will be used for authentication at large scale. The field of security
research, sooner or later, will have to adopt biometrics.

45



• Biometrics brings the need to analyze security in probabilistic terms. Probabilistic frameworks for in-
tegrated enrollment with traditional authentication and biometric authentication need to be developed.

• Since automated biometric authentication does not provide a ’YES/NO’ answer, but rather an answer
in terms of probabilities, things like risk analysis can be used during authentication. This analysis
should be part of the authentication protocol (Section 3).

6.1.1 What is security

Security is the protection of an application against threats. There is the threat of a nuclear missile attack
on the system. There is the threat of certain people impersonating other people (impersonate the users of
the system or other individuals) to somehow violate or attack the application or the users of the application.
Securing an application against people is implemented with an authentication system that is more or less
automated with various authentication methods (combinations of possessions, knowledge or biometrics).

Hence, we have here unfortunately that the very object (people) of the application are also the threat to
the application and are the main target of the application too. This is what makes the transportation appli-
cation so different from a financial application, where the object and target of the application is money. The
biometrics is intended to protect the application against people, the enemies of the application in particular.

Here biometric authentication systems are inherently more secure than legacy authentication systems
because there is, in theory, a ”more secure” linking of subjects to the universally better accepted identity
databases, universal databases (passports, birth certificates).

In any biometrics authentication system, the weakest point is the most serious vulnerability since this
is the easiest attack point. This is restated as: ”Principle of Easiest Access: An intruder can be expected to
use any available means to access the application and it cannot be expected that the most protected points of
access will be attacked.” The key here is that introducing biometrics does not create novel vulnerabilities and
security loopholes. This means that for any biometrics authentication system where security is important, the
introduction of a biometrics has to make sense and biometrics should be an integrated aspect of the overall
security of the application. Note that the security of biometrics systems is related to protection against
career criminals; if career criminals are not an issue, the biometrics can be used to improve convenience of
an application. See the below section on convenience.

6.1.2 Threats

People are threats but of course the vast majority of people just are interested in the application in itself,
access to a locale, a privilege, or a service. The enemies of the application and of the authentication process
are divided into three groups [118]:

• Amateurs: These are subjects, probably largely users of the application, who observe a security flaw
in the system and start making use of this flaw.

• Hackers: Subjects that attempt to access the system, or attack the authentication system itself. The
intent is not to hurt anyone or steal anything, it is just to see if it can be done.

• Career criminals: Subjects that attack the system for malicious purposes, i.e., the threat of criminals
using the privileges and/or gaining access to the system. Such career criminals understand the targets
and vulnerabilities of the application.
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This is a categorization as can be found in text books on information security (i.e., [152]). Translating this
to the domain of physical security, and taking an airport application, the last category, the career criminals,
are the real threat, i.e.,

• Terrorists: Subjects that attack the system for malicious purposes. This corresponds to the threat
of individuals using and abusing the application for a terrorist attack of the application or a terrorist
attack using the application.

Clearly, the terrorist threat means that the main biometric threats are circumvention and impersonation
(Section 13.2) as outlined in the section on biometric attacks.

Translating the population groups of amateurs and hackers to the domain of physical security, the only
correct way to handle these groups is to merge them with the enemies of the application, the career criminals,
the hijacker, the terrorist, and so on. There seems no way around it, any way of defining a third group will
have undesirable security implications because there is no way to construct such a group. Therefore, this
leaves us with two population groups, friends and foes.

Consequently, the only secure implementation of biometric authentication system is to enroll all subjects
that form no threat to the application by mandatory enrollment including screening, and not to allow any
other subject to the application. This is obviously impossible and undesirable and therefore subjects need
to be enrolled in probabilistic way anyway, even if no biometric is used in the authentication protocol.
Section 12 discusses this issue when dealing with authentication database enrollment. Hence, the main point
of this section is that security is already associated with FA rates but more fundamentally to the quality of
enrollment, which can be expressed in terms of probabilities.

6.2 Convenience

When talking about ”convenience,” the biometrics literature is sometimes somewhat confusing, in that really
two ideas are described by convenience:

• The convenience of a biometric: This is a somewhat nebulous concept of an intrinsic user-friendliness
of a biometric. This is expressed by properties of biometric identifiers as described in Section 10.

The problem is that the natural biometrics and most convenient biometrics like face and voice are
also weak biometrics (Section 8). Convenience hence involves a tradeoff between the properties of
the biometrics, in that, with the possible exception of the iris biometric, the more accurate biometrics
are also less convenient and natural.

• The convenience of a particular implementation: This is the ease with which a correctly authorized
person is authenticated on access of the application. This includes things like availability, the work-
flow of the authentication process, the exception handling process, and the false rejects (FR) of the
authentication (and the false positives (FP) of the screening, Section 3.8).

Notwithstanding, the FR rate is often used as some measure of convenience of an authentication appli-
cation, e.g.,

”Convenience” = (1 − FR),

the higher the FR, the less convenient an application is because more subjects are incorrectly rejected and
therefore subject to the exception handling process.
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Similarly, the FA is often used as a measure of security of a biometrics authentication application, i.e.,
the lower the FA, the better the security. Loosely this is expressed as

”Security” = (1 − FA).

Hence, security is a tradeoff with convenience in any biometric authentication system as shown in Figure 25:
e.g., setting FR = 1 gives FA = 0 and hence perfect security but closed system. But when as in the figure
the desired security level (or FA) is set, the associated convenience, expressed as (1− FR) is pretty much a
given.

1 - Security

1 - Convenience

0
Requirement

Given

(FA)

FR

Figure 25: To some extend, the ROC expresses the security vs. convenience tradeoff.

What exactly the value of (1 − FR) or loosely the convenience of an installation is, of course, another
question. It is hard to establish what the associated convenience level (in terms of FR) is in some formula.
The only way to design a biometric authentication system therefore is to design realistic statistical tests.
Testing is discussed in Section 11.2.

For screening systems ”Security” = (1 − FN), i.e., the lower the chances of missing undesirable
subjects in the databases, the higher the security. The convenience would be given by ”Convenience” =
(1−FP), where the inconvenience is to the falsely matched people who will be subject to further interroga-
tion. When the FR and FN rates become too high, the application becomes inconvenient to all users, since
the access control point will no doubt will be congested. In Section 8, we quote some dramatic numbers
from [114] related to high FP rates of biometric identifiers in a pure identification application.

An important thing to remember is that, as pointed out in Section 5, often the FR of biometric authenti-
cation systems is given without taking the FTE (Failure to Enroll) and sometimes not even the FTA (Failure
to Acquire) into account. Using (1 − FR) as a measure of ”convenience” then is overly optimistic and
misleading.

6.3 Privacy

If not carefully implemented, biometric authentication may be fooled in many ways by the presentation, or
the acquisition/ transmission of biometric identifiers for the enrollment of new identities (Section 12) or ac-
cessing applications through the generation of a biometric identifier (Section 13). Biometric authentication
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Figure 26: Large databases that can be cross matched are a privacy concern.

further comes with the dilemma that once a biometric identifier is somehow compromised, the identifier is
compromised forever, which leads to security and privacy concerns.

Automated biometrics authentication are being developed, field tested, and installed for various larger
scale financial access and physical access control applications. Consequently, privacy issues (data confiden-
tiality issues, in security terms) with biometric authentication have been a topic of concern for quite some
time now, also in the security literature [17, 128].

Here we really have two related issues [71]:

Privacy: Any biometric technology is traditionally perceived as dehumanizing and as a threat to privacy
rights. As biometric technology becomes more and more foolproof, the process of getting authenti-
cated itself leaves trails of undeniable private information, e.g., where is an individual? what is the
individual buying? etc.

In case of biometric authentication, this problem is even more serious because the biometric features
may additionally inform others about the medical history or susceptibilities of a subject, e.g., retinal
vasculature may divulge information about diabetes or hypertension [104].

Consequently, there is a legitimate concern about privacy issues associated with biometric authenti-
cation.

Proscription: When a biometric measurement is offered to a given system, the information contained in
it should not be used for any other purpose than its intended use. In any (networked) information
processing system, it is difficult to ensure that the biometric measurement will only be used for in-
tended purposes. Which may be hard to enforce, see Figure 26 where it is shown how easily civilian
databases of trusted individuals can be linked to criminal databases.

Privacy and proscription concerns are summarized as follows:

1. Much data about people is already collected. There is concern about every bit of additional informa-
tion that is stored about people, especially when it involves personal traits like biometrics.

2. Traditional security issues like data integrity and data confidentiality that may lead to violations of
personal information.
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3. Biometrics databases can be used for cross matching of databases. For example, matching against law
enforcement databases, such as, the FBI or INS databases. This is a proscription issue and becomes a
real problem when authentication databases are matched against legacy criminal databases, Figure 26.

These concerns are aggravated by the fact that a biometrics cannot be changed. One of the properties that
make biometrics so attractive for authentication purposes, the invariance over time (permanence), is also
one of the liabilities. When a credit card number is somehow compromised, the issuing bank can just assign
the customer a new credit card number. When a biometrics is compromised, however, a new one cannot be
issued. A techniques called cancellable biometrics that may alleviate privacy concerns is described in [131].

6.3.1 Questions

In general, many unanswered questions about how to make biometric authentication work without creating
additional security loopholes, and without infringing on civil liberties, need to be answered. For national
authentication applications, like travel, difficult questions will have to be answered about who will be eligible
and therefore who will be enrolled in automated authentication systems. Other questions that need to be
answered are who will administer and maintain databases of authorized subjects and how the data integrity
of these databases is protected. Perhaps the largest issue with data integrity is keeping the databases ”clean”
with strict criteria for enrollment and strict criteria for continued enrollment of subjects.

A new government bureaucracy may be created to maintain the enrollment database but cross matching
as in Figure 26 is then a real possibility, especially for keeping the authentication database current. This
matching of database based on voluntary enrollment with databases collected through involuntary means,
such as criminal databases, may be very controversial. Therefore, another possibility is that one or more
private entities maintain one or more of these databases and keep them current, very much like today’s
system of credit rating. The question then is how these databases are kept current, which can only be
achieved by somehow monitoring the behavior of the enrolled subjects.

When it comes to security, especially physical security, most everyone seems to be willing to give up
some privacy. Privacy concerns are mainly with information security, i.e., data confidentiality and integrity
and have to do with trust in the application, the technology and the authentication system operator. Unau-
thorized access of biometric authentication databases may lead to ”privacy attacks” with very undesirable
consequences. The use of authentication methods will lead to impersonation attacks (Section 13.2) that can
be viewed as the ultimate invasion of privacy. That is, the stealing of identities, which is a more personal
violation when biometric samples are also stolen.
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7 Realistic error estimates

There certainly is no shortage of performance and accuracy numbers out there. Biometrics is an emerging
technology with fierce competition and manufacturers of biometrics systems are continuously refining the
technology and claiming high accuracy. This may be defined simply as a system that works, or as a system
that makes no or very few errors, or a system that is 100% accuracy. Obviously, such loose definitions of
accuracy are undesirable and there is a need for a precise definition; “accuracy” is defined Section 5.

7.1 Testing scenarios
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Figure 27: Two test scenarios for biometric matchers and systems: a) technology evaluation; b) scenario
evaluation.

In this section, we look at accuracy numbers for our biometrics as much as we can reconstruct them
from from the biometric literature. However, we should first distinguish between two testing methodologies
for vendor evaluation are shown in Figure 27.

a: This methodology is depicted in Figure 27a: Databases A, B, ... with correctly labeled biometric samples
are made available at the start of Phase 1 of the test. The samples are labeled in such a way that it
is known, at least, what set of samples belongs to which subject. Hence, it is known which samples
should match and which one should not match. (If the data are incorrectly labeled, the database is
sometimes called not clean.)

The contestants in such a competition (often a mixture between commercial vendors and academia)
have a certain period of time to train their algorithms on the data A, B, ... and submit their algorithms
to an independent testing organization. This organization compares the different algorithms on a
newly made available database X .

b: A scenario evaluation testing facility, e.g., is shown in Figure 27b. The biometric authentication devices
are installed in an “office environment” as in the figure (loosely the test facility layout used in [103])
and the devices are tested by a group of volunteers over a period of time.

These voluntary test subjects authenticate themselves on the multiple biometric authentication systems
in the test facility like the one in Figure 27b on a regular basis.
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The scenario evaluations using end-to-end biometric authentication systems [102] are very different
from evaluations found in [100, 124, 14], technology evaluations (type a) where biometric matchers are
tested on databases (possibly collected from volunteers) though they have in common that biometric samples
are mostly collected from volunteers. Figure 27 shows the difference in procedures; it is unclear how the
test results obtained with such disparate testing procedures are to be compared.

The main problem with scenarios of type b is that such tests is not “double blind”, which may greatly
influence the results. For a double-blind test it is necessary that both the subject and the system (operators)
do not know the answer returned. The test scenario b is of course everything but a double-blind test [33];
this simple fact would, in case of medical studies, invalidate the whole test. A true double-blind biometric
authentication test has requirements that can be easily envisioned:

1. The biometric authentication application should be mandatory;

2. The subjects themselves should be unaware of the testing;

3. The user population should be fairly represented in the test;

and one can surely think of more. The implication is that, at the minimum, that these type of test should be
performed under the most realistic circumstances and maybe the only place to perform biometric testing is
at the actual installation (operational evaluation).

The biometrics face, finger, and voice are ahead in terms of technology evaluations (type a). Public are
organized by universities (e.g., the University of Bologna) or by government agencies such as NIST and
DoD [124, 14] and comparative evaluation reports are available for finger [100], voice, and face.

On the other hand, for estimating error rates of commercial and university authentication systems us-
ing iris and hand authentication, no public databases are available and no authentication competitions are
being held held. Therefore we have to resort to public reports on biometric technology commissioned by
government agencies or other institutions, these are mainly scenario evaluations (type b).

A separate section, Section 7.5, is devoted to signature verification error rates. Much of the testing
is done with technology evaluations a but not is a very systematic way. There are also static off-line and
dynamic on-line technologies but the results are scattered throughout the literature. Static approaches are
published in document analysis while dynamic approaches are published in signal processing or time signal
analysis literature. Dynamic signature is a biometric that lends itself well to test scenario b but not no such
tests are reported in the literature.

7.2 Implications of error rates

Before we look at actual numbers for the various biometrics, let us look at the implications of various values
for these error rates. O’Gorman [115] gives two examples below that point out problems with the state of
the art.

“Biometric Authentication – Why does it reject me?”

Verification protocol: Frequent flyer smartcard with biometric:

1. Assume a system where each person is verified with a fingerprint template on a smartcard or stored in
a central database.
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2. Hence, each passenger uses a unique frequent flyer number and a fingerprint sample as credentials.

3. Use a best-case false reject (FR) rate for finger of: 0.03 (= 3%).

4. If 5000 people per hour are requesting access (Newark airport hourly volume) in a 14 hour day,
roughly 2100 people will fail to be verified (FR)
(3% of 5000 × 14 = .03 × 70000 = 2100).
Of course one could pick a different operating point (e.g. FR = 0.3%).

5. These people have to be verified through some exception handling procedure (which is part of the
protocol). Note that this might be as simple as a retry in some cases.

O’Gorman [115] then points out that throughput here is the problem; somewhere this verification ex-
ception handling has to be done by someone. But the throughput problem is compounded if some form of
biometric screening, say with face images, is performed. O’Gorman notes “Even if the probability of a false
positive is set really low, ‘to inconvenience as few as possible,’ [at the expense of high probability of false
negatives] there may be still be many false positives.”

“Biometric Screening – Why does it point to me?”

Screening protocol: Match passenger face images with government face image database:

1. Assume a system that checks each person’s face against a database of 25 alleged terrorists.

2. Use a best-case false positive (FP) rate for face of: 0.001 (= 0.1%).

3. If 300 people are requesting Jumbo Jet access
7 of those will likely match suspected attackers
(25 × 300 = 7500 matches are performed, which gives 0.001 × 7500 = 7 false positives).
That is, for each terrorist, 0.3 people on average will be ID’d × 25 terrorists = 7 people.

4. Again, the false positives have to be screened through some exception handling procedure (which is
part of the screening protocol).

Note here that face screening is done at a False Negative (FN) rate of 10% to 20% on the ROC. This means
that a person in database N (the most wanted) has a 80% to 90% chance of being identified; of course, this
also means that a person in database N (the most wanted) has a 10% to 20% chance of not being identified.
However, it is here where the deterrence factor comes in. Publication in the popular press of these type of
error numbers may be hard to explain, since just like running a verification system at low FA (high security)
one would desire to run a screening system at low FN (high security).

These two different authentication methods (Sections 7.2 and 7.2)run at opposite sides of the ROC,
which may explain that vendors catering the criminal identification market could have difficulties in the
access control (1 : 1) market.

O’Gorman then continues with the question: “How does 1 in 1000 rate result in 7 in 300 false positives?”
The short reason is given in Point 3 above. (The reader may skip through to Expression 5.)
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But, being precise, the false positive rate (FP) of screening one passenger against a screening database
of n alleged terrorist depends on the database size n in the following way

FP(n) = 1 −
n∏

i=1

(1 − FPi), (2)

where the FPi is the false positive rate of terrorist i. The FPi are nonidentically but surely independently
distributed random variables and therefore FP(n) is a random variable. Therefore we take the expectation
(average) of FP(n) in (2) and obtain

FP(n) = E [FP(n)] = 1 −
n∏

i=1

[1 − E (FPi)] = 1 −
n∏

i=1

(1 − FPi)

= 1 − (1 − FP)n = 1 − [1 − FP(1)]n, (3)

where E(FPi) = FPi = FP(1), the false positive rate when matching a passenger’s face with one terrorist
face. Expression (3) can be approximated for larger n and small FP(1) using the Taylor series expansion,
as:

FP(n) ≈ n × FP(1). (4)

Matching a data set M with m members, the population of a Jumbo jet m = 300 now requires m
matches against a database N of n terrorists. Each passenger has to be matched against each terrorist, where
the probability of a false positive is FP(n) as in (4). The number of false positives is then given by

# FP for Jumbo jet = m × FP(n) = m × n × FP(1). (5)

7.3 Face, finger and voice

Let us start with some illuminating numbers on error rates of biometric authentication systems. These
number are directly taken from O’Gorman [114, 115], who in turn got then from [100, 124, 14], the most
recent competitive and comparative testing of face, finger, and voice engines. O’Gorman gives the following
table, which are the best error numbers found in [100, 124, 14]. All these competitions are technology
evaluations (a). In this table, finger, face and voice are all operating in the order of 10% false reject; best

Authentication False reject False accept
Screening False negative False positive

Finger 3 to 7 in 100 (3-7%) 1 to 100 in 100K (0.001 - 0.1%)
Face 10 to 20 in 100 (10-20%) 100 to 10K in 100K (0.1-10%)
Voice 10 to 20 in 100 (10-20%) 2K to 5K in 100K (2-5%)

Table 8: Best and worst case error rates for face, voice and finger [115].

case false accept rates are then 1 in 100K (10−5 = 0.001%) for finger, 100 in 100K (10−3 = 0.1%) for face
and 2K in 100K (2%) for voice, respectively.

7.4 Iris and hand

There are standard biometric evaluations, both technology and scenario evaluations procedures, proposed
by Mansfield and Wayman [103] (”Best Practices in Testing and Reporting Performance of Biometric De-
vices”), maintained by National Physics Laboratory in the UK. The tests we found on iris and hand were
done according to these recommendations.
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Iris

The test scenario in [102] is verification within “a normal office environment” with cooperative, habituated
users. The tests were conducted with 200 volunteers, over a three-month period with 1-2 months between en-
rollment and verification. The subjects were selected by invitation and, according to the study, few dropped
out during enrollment. A test facility was used with the biometric authentication systems positioned roughly
as in Figure 27b. (More than just iris and hand were tested in [102].)

False reject False accept FTE FTA
Iris 0.0% 2.0% 0.5% 0.0%

Explanation Two different Two images of Iris image cannot Iris image cannot
iris images are the same iris be acquired for be acquired for
falsely matched fail to match enrollment verification

Table 9: The iris verification error rates from [102].

The iris authentication error rates found in [102] are summarized in Table 9 for a factory selected oper-
ating point. The FTE (Failure to Enroll), FTA (Failure to Acquire), FA and FR are as defined as in Section 5.
Also introduced in that section is the FTU (Failure to Use) rate, the probability that a person will not use a
voluntary biometric authentication system and will stick to the legacy system. (Compare this to the old lady
who insists on dealing with human tellers at the bank.) The volunteers were selected by invitation and most
of them accepted the invitation, is unclear from [102] what the FTU is.

A test of iris identification that dates back to 1996 is the one from Boucher et al. [21]. In this test
the iris authentication system was running not in verification mode but in identification mode. That is, the
authentication protocol is just a single biometric with no claimed identity. Subjects just present the iris and
the system makes the correct or incorrect decision, where an incorrect decision is either a FA or a FR. For
such identification systems, the FA rate is a function of m, the number of subjects in database M. Following
(4) we have

FA(m) ≈ m × FA(1).

The FA rate is affected by m; the FR rate however is not.
In a first test by Boucher et al. [21], 895 iris identification transactions were recorded with 106 actual

rejections, i.e., a FR rate of 11.8%. The authors observe that many people have problems enrolling with
one of their eyes and can only enroll with their “dominant eye.” These people have less chance of correct
identification opposed to people enrolled with two eyes, who have two chances of correct identification. If
users that were able to enroll with two eyes were allowed to do so, this FR rate therefore drops to 10%. These
figures are contested by the iris identification system manufacturer (see attachment to [21]), nevertheless
since so few independently estimated error rates for iris can be found, we adopt the 10% FR rate as worst
case, though it is rather anecdotal. Neither the tests by Mansfield et al. nor the tests by Boucher et al. show
any false accepts.

Wildes in [173] reports on an iris system developed at the Sarnoff Corporation that is not used in a
commercial authentication system (yet). The iris database was collected using 60 irises from 40 people, that
contain identical twins and a range of iris colors, blue, hazel, green, and brown. No false accepts and no
false rejects were reported. However, as the author notes himself, the test is of no statistical significance
because the data set is too small (Table 10). Recent testing performed by King [86] for DoD a test with
258 participants and 186,918 identification attempts, reporting 6% FR and 2 potential false accepts (FA ≈
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0.001%). Because the data were not collected during testing, the two false accepts cannot be reproduced.
Sixty people felt that the identification took too long, which is probably due to the repeated image sequence
identification attempts. Using the 30-rule [122], to observe a 10−5 FA one needs to produce 30 errors (see
Section 11.2). Hence, 30×105 = 3M attempts are really needed, which implies that the 10−5 FA is therefore
very anecdotal. It means however that the FA for iris is not zero.

False reject False accept
Iris 2 to 10 in 100 (2-10%) ≥ 10−5 (0.001%) ??

Table 10: Best and worst case error rates for iris from reports [21, 86, 102].

Why the error rates for iris are as reported is unclear. When running at such an excellent false accept rate
FA = ε running at an equally excellent false accept rate FA = 2ε should result in lower false reject rates
(than FR = 2% to 10%). This should be possible to do, no matter how the distance between two biometric
sample is defined. That is, the operating point should really be shifted for this application.

Boucher et al. [21] gave a number of reasons for the false iris rejects (which may be or may not be stale
right now):

1. User or environmental error: Presenting the wrong eye; not keeping the eye open; reflections from
external light sources that obscure the iris.

2. Reflection from glasses: Glasses produce glare in the image. This could be avoided by users, except
when the glasses are very thick.

3. User difficulty: Hair obscuring the iris image; difficulty focussing; problems with identifying based
on non-dominant eye.

The error numbers (FA and FR) for iris are controversial. The Failure to Enroll (FTE) rate is perhaps the
most controversial, there is anecdotal evidence that a segment of the population just cannot enroll with the
iris biometric. Some systems require the subject to wiggle around until a series of lights appear to be aligned
in order to get a good close up of their iris. Perhaps some of the FTE is due to this poor user interface. In
general, obtaining a high-resolution image of an iris within possibly hostile ambient lighting conditions and
with unpredictable specular reflection conditions is a nontrivial task. Computer vision experts are of the
opinion that if the developers have solved this task, they have accomplished quite a feat. This is especially
true if the imaging system works when the subject wears small, hard contact lenses that may even obscure
the iris.

Hand geometry

An experimental hand geometry authentication system is found in [74], the only hand verification system
published in the open literature. Here the hand geometry authentication system was trained and tested using
a group of 50 users, resulting in 500 images; 140 images were discarded due to incorrect placement of the
hand by the user. The authors note that this will create failure to enroll (FTE) problems and false rejects
because of non-habituated users and conclude that therefore user adaptation of this biometric is necessary.

The system is tested by enrolling one person with two images and matching all other images to the
enrolled hand geometry representation and a technology evaluation a of Figure 27 with results as in Table 11.
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Note that four different operating points are reported in this tabale. Acceptable FR of 3% may be achieved
but this is at a FA of 15%, which is not a reassuring number from a security point of view.

False accept rate False reject rate
1 : 7 (15%) 1 : 33 (3%)
1 : 10 (10%) 1 : 20 (5%)
1 : 20 (5%) 1 : 10 (10%)
− (0%) 1 : 3 (30%)

Table 11: False reject rate, false accept rate pairs for the system in [74].

It should be mentioned that these are the numbers achieved by an experimental university prototype,
and do not reflect the accuracy of commercially available systems. However, the error rate reported in [74]
are the only estimates obtained by scenario a. Other error rate estimates for hand geometry authentication
systems that are found in the literature are based on tests scenarios of type b. We look at two studies, a 1991
Sandia study [63] and the above mentioned Mansfield report [102].

The 1991 Sandia report “A Performance Evaluation of Biometric Identification Devices” by Holmes et
al. [63] is in an “office environment” as in Figure 27. Quoting: “The verifier tests at Sandia were conducted
in an office-like environment; volunteers were Sandia employees and contractors. A single laboratory room
contained all of the verifiers [including the hand geometry system]. Each volunteer user was enrolled and
trained on all verifiers.” In an other part of the report we find: “Nearly 100 volunteers attempted many
verifications on each machine.”

However, in short, what the study finds is that the equal error rate, where the FA equals the FR, for the
tested hand geometry verification system is approximately 0.2%.

Hand geometry is also tested using scenario b in [102] (as mentioned above, the tests were conducted
with 200 volunteers, over a three-month period with 1-2 months between enrollment and verification). This
report finds a FTE = FTA = 0.0%; it further roughly seems to estimate the hand geometry EER at
roughly 1%. Putting these numbers together, we get Table 12.

False reject False accept
Hand geometry 2 to 10 in 1000 (0.2-1.0%) 2 to 10 in 1000 (0.2-1.0%)

Table 12: Estimated error rates for hand geometry from reports [63, 102].

Sandia [63] also reports on a user survey regarding the verification systems that were tested. Questions
like: Which machine do you feel: rejects you the most often? and is most friendly/fun? were asked. The
answers for hand verification were remarkably favorable. The manufacturer subsequently used the number
of positive responses and the number of negative responses to define an acceptance ratio for each biometric
device. Hand geometry, based on that measure, is more than 16 times more accepted than the second runner-
up, a retina verification system; this number is also quoted by the manufacturer [179] (of course).

7.5 Signature

Signature is commonly called a biometric but is misses one of the necessary conditions as prescribed in [31];
signature does not have the characteristic of permanence in that a person can change his or her signature
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pretty much at will. One could, if one wishes, classify signature as a knowledge authentication method but
we will continue to refer to signature as a biometric.

Signature verification

Tablet
platform

Protocol

Signature
optional

Genuine

Forgery
Yes

No

M

ID

Pen

Figure 28: Signature verification and decisions.

Authentication decisions in general in terms of accept and reject are called genuine and forgery, respec-
tively, see Figure 28. The signature verification area has over the years developed an interesting way of
classifying the quality of a forgery as:

1. Zero-effort forgery: A zero-effort forgery is not really a forgery but a random scribble or signature of
another individual.

The FA and FR rates of a verification algorithm can be measured by just taking other signatures as
forgeries, i.e., the same way as in test scenario a of Figure 27.

2. Home-improved forgery: These are forgeries which are made when the forger has a paper copy of the
signature in possession and has ample time at home to practise and copy the signature at home. The
imitation is based on just a static image of the signature.

3. Over-the-shoulder forgery: Here the forger is present while the genuine signature is written. The
forger does not just learn the spatial image of the signature but also the dynamic properties by observ-
ing the signing process, which could be a curve in a five-dimensional space, see Section 4.6.

Over-the-shoulder and home-improved are not distinguished when testing signature verification match-
ers. These are called amateur, semi-skilled or even skilled forgeries [120].

4. Professional forgery: These are forgeries produced by individuals that are skilled in the art of hand-
writing analysis. These people do not necessary have special skills in forging but they do know how
to circumvent obvious problems and they can use their knowledge to produce high-quality forgeries.

This terminology and methodology probably traces back to the long history of handwriting authentication
in the judicial system. The motive also has been the strong desire to detect forgeries right from the start of
research in automated signature verification, simply because there have been many instances of the need for
signature forgery detection and writer authentication over the ages.

In that sense, the signature verification literature makes an attempt to define levels of severeness of an
attack on the verification system, i.e., impersonation attacks as we have called it in most other places in this
document. That is, a distinction is made between passive false accepts and active false accepts (discussed in
Section 12, as attacking the “lambs”). So, from the beginning the area defined different sets of error numbers
associated with a signature verifier, loosely defined by the type of attack: attack by random signatures,
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attacks by amateur forgers, and attacks by professional forgers, if you will. For none of the other biometrics
has much effort been devoted to the skill level of the impersonator. In the voice verification area Doddington
et al. [41] have made an initial attempt at qualifying the skill level of the attacker by introducing a category
of speakers called wolves, those speakers that are particular good at imitating other voices (Section 12).

The signature research area selected more complicated ways of testing a verification system. Moreover,
signature as a biometric has made rapid advances over the years, mainly perhaps because rapid advances on
the input side see, e.g., [46]. These rapid developments probably impeded the development of a standardized
testing and evaluation culture in this technology area. Quoting Dolfing from his PhD Thesis [42]: “In
general, the comparison of signature verification approaches is difficult due to the different equipment,
algorithms, models and databases. There is no standardized benchmark or database. Additionally, the type
and quality of forgeries used to estimate the verification accuracy is different for each approach. This leads
to false acceptance, false rejection and equal-error rates which make no sense without information about
other system parameters.”

Automated signature verification has a long history starting with approaches to static signature verifica-
tion as described as early as 1977 [111]. An early survey paper from 1988 by Plamondon and Lorette [120]
covers both static and dynamic approaches to signature verification. They note that signature outperforms
initials and handwritten passwords. They further note dynamic signature is superior and that (in 1988) static
writer verification (from a full page of text) performs about as well as static signature verification. Judg-
ing from [22] where it is concluded that signature and writing offer complementary information rather than
specifically very correlated information, the issue whether writer verification is superior to static signature
verification is still unresolved.

Unfortunately, the study [102] does not include a user study (scenario evaluation b) of dynamic signa-
ture; and we have to go back to the 1991 Sandia report [63] to find some numbers from a user study of
a commercial dynamic signature verification system. Error numbers for the verification protocols one-try,
two-try and three-try are given, which shows a large improvement from the one-try to the two-try numbers,
see Table 13. This may indicate that a subject is much better able to put the signature so that it can be
matched in the second try, perhaps because habituation of the biometric on that particular device is poor.

Dynamic signature
False reject False accept

Three-try 2.06% 0.70%
Two-try 2.10% 0.58%
One-try 9.10% 0.43%

Table 13: The signature error numbers from [63] allowing one or more tries.

Dolfing in [42] does give comparative error estimates of a number of dynamic signature verification
systems and we include in this list also the system described in [93]. The IBM system described by Wor-
thington et al. [176] does best with FR = 1.77% and FA = 0.28% based on the first signature. Given that
the proprietary database of signatures that is used to test the system of [176] probably consists of habituated
signatures, it may be best to compare the two-try protocol of the system of Table 13 to the IBM system; for
the system [93] error rates less than FR = 0.2% and FA = 0.2% This means that we find some consistency
between signature accuracy numbers obtained by a technology evaluation (a) and scenario evaluations (b).
We roughly combine the one-try numbers of both tests and arrive at Table 14.

The error rates for static signature seem to be about a factor 10 less accurate, in the range 2-5%.

59



False reject False accept
Signature 2 to 10 in 100 2 to 5 in 1000

Table 14: Best and worst case error rates for dynamic signature from [42, 63].

Interesting enough the matching technology that is used in [176], referred to as “regional correlation”
and is more akin to approaches found in fingerprint and face representation technologies. It does better than
speaker recognition based on Hidden Markov models.

Signature, as a man-made biometric, is doing surprisingly well in comparison to the other biometrics.
The reported error rates that we find are consistently in the range of EER = 0.2-0.5%, however, the signa-
ture verification has different evaluation criteria in that error rates for different types of forgeries are mea-
sured. The error rates are measured for different types of forgeries, like zero-effort forgery, home-improved
forgery, through, professional forgery and it even more difficult to relate the different studies, lt alone relate
signature to the other biometrics.

7.6 Summary

Table 15 summarizes the best error rates as we found in the literature and as they are described in Sec-
tions 7.3 and 7.4. It should be emphasized that and it cannot be emphasized enough that face, finger and
speech with test scenario a; iris and hand are tested with test scenario b; and, signature is tested with both
scenarios, technology a scenario b evaluations (Figure 27).

False reject / (FN) False accept / (FP) Evaluation type
Fingerprint 3-7 in 100 (3-7%) 1-100 in 100K (0.001-0.1%) a

Face 10-20 in 100 (10-20%) 100-10K in 100K (0.1-10%) a
Voice 10-20 in 100 (10-20%) 2K-5K in 100K (2-5%) a
Iris 2-10 in 100 (2-10%) ≥ 10−5 (≥ 0.001%) b

Hand 1-2 in 100 (1-2%) 10-20 in 1000 (1-2%) b
Signature 10-20 in 100 (10-20%) 2-5 in 100 (2-5%) a & b

Table 15: Roughly the error rates that can be found in the literature, based on scenario and technology
evaluation.

The problem in general with any biometric authentication system, again, is of volume, especially if using
one attempt identification protocols. The more matching attempts for verification the more false rejects. But
what is worse, the higher the number of terrorist in the most-wanted list n subjects, the more false positives.
This carries through to (positive) identification using with m members. In an identification application a
false positive is like a false accept for security purposes. Hence, when security is involved, the immediate
conclusion is that it is never a good idea to use “pure identification” because both practical and theoretical
error rates of biometrics identification (1 : m matching) are high, in which case the exception handling needs
much attention [114].

However that when using any of the biometrics in Table 15 for screening (or negative identification), the
only acceptable FP rate (if any of the FP rates are acceptable) is roughly running the authentication systems
at the FN rates in the table. This means that fingerprint will than run at 3%-7% and face and voice run at
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10%-20%. This means that a person in database N, the screening database, has anywhere from 3% to 20%
chance at not getting caught.

Finally note that the tabulated values were measured at operating points that might not be suitable for
a particular application (decreased FA can be traded for increased FR to some extent). As a rough rule of
thumb, in practice an authentication system would be run with a FR around 5% (merely inconveniences
the user), while a screening system would typically require an FR of 0.1% (subjects who require exception
handling).
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8 On the individuality of a biometric

There has been much interest in the individuality of the various biometric identifiers. Loosely speaking,
this has to do with comparing a biometric with a password [134]; and it is related to how easy it is to
randomly “guess” a biometric machine representation, given current sensing capabilities. The interest in the
individuality of a biometric arose because of (at least) two reasons. The first reason is the work done by John
Daugman on iris identification, see, for example [38]. In this work, Daugman proposed degrees of freedom
of iris non-match score distribution as a measure of individuality, or uniqueness of the iris pattern. A second
reason for the recent interest in individuality is due to many recent challenges to fingerprint, signature, and
writer authentication expert testimony received in the courts. Here we will follow the landmark paper by
Pankanti et al. [117]. It is a story about fingerprint, but similar situations for other biometrics will likely
happen.

Fingerprint identification is routinely used in forensic laboratories and identification units around the
world [92] and is accepted in courts of law for nearly a century [36]. Until recently, the testimony of latent
fingerprint examiners was admitted in court without much scrutiny and challenge. However, in the 1993
case of Daubert vs. Merrell Dow Pharmaceuticals, Inc. [81], the Supreme Court ruled that the reliability
of an expert scientific testimony must be established. Additionally, the court stated that when assessing
reliability, the following five factors should be considered:

1. Whether the particular technique or methodology in question has been subject to a statistical hypoth-
esis testing;

2. Whether its error rate has been established;

3. Whether the standards controlling the technique’s operations exist and have been maintained;

4. Whether it has been peer reviewed, and published; and,

5. Whether it has a general widespread acceptance.

Subsequently, handwriting identification was challenged under Daubert (it was claimed that handwriting
identification does not meet the scientific evidence criteria established in the Daubert case) in several cases
between years 1995 and 2001 and several courts decided that handwriting identification does not meet the
Daubert criteria. Fingerprint identification was first challenged by the defense lawyers under Daubert in
the 1999 case of USA vs. Byron Mitchell [160] on the basis that the fundamental premises of fingerprint
identification have not been objectively tested and its potential error rates are not known. The defense motion
to exclude fingerprint evidence and testimony was first denied in January 2002 but was later (March 2002)
allowed (for that particular case). Fingerprint identification has been challenged under Daubert in more than
15 court cases till date since the USA vs. Byron Mitchell case in 1999.

The two fundamental premises on which fingerprint identification is based are:

1. fingerprint details are permanent, and

2. fingerprints of an individual are unique.

The validity of the first premise has been established by empirical observations and is also based on the
anatomy and morphogenesis of friction ridge skin. It is the second premise that is being challenged in recent
court cases. The notion of fingerprint individuality has been widely accepted based on manual inspection
(by experts) of millions of fingerprints. However, the underlying scientific basis of fingerprint individuality
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has not been rigorously studied or tested. In March 2000, the U.S. Department of Justice admitted that
no such testing has been done and acknowledged the need for such a study [159]. In response to this, the
National Institute of Justice issued a formal solicitation for “Forensic Friction Ridge (Fingerprint) Exami-
nation Validation Studies” whose goal is to conduct “basic research to determine the scientific validity of
individuality in friction ridge examination based on measurement of features, quantification, and statistical
analysis” [159]. The two main topics of basic research under this solicitation include:

1. measure the amount of detail in a single fingerprint that is available for comparison, and

2. measure the amount of detail in correspondence between two fingerprints.

What does fingerprint individuality mean? As already indicated above, the fingerprint individuality prob-
lem can be formulated in many different ways, and yet another way is: given a sample fingerprint, determine
the probability of finding a sufficiently similar fingerprint in a target population. Pankanti et al. [117] define
this as the probability of a false association: given two fingerprints from two different fingers, determine the
probability that they are “sufficiently” similar. If two fingerprints originating from two different fingers are
examined at a very high level of detail, it may be found that the fingerprints are indeed different; in other
words what is the theoretical lower bound on the false accept and false reject rates, often called the intrinsic
error rate. Most experts and automatic fingerprint identification systems (AFIS) however declare that the
fingerprints originate from the same source if they are “sufficiently” similar. How much similarity is enough
depends on typical (within class) variations observed in the multiple impressions of a finger.

Pankanti et al. [117] subsequently developed a fingerprint individuality model that attempts to estimate
the probability of a false association. They define a priori the representation of fingerprint (pattern) and
the metric for the similarity. Fingerprints can be represented by a large number of features, including the
overall ridge flow pattern, ridge frequency, location and position of singular points (core(s) and delta(s)),
type, direction, and location of minutiae points, ridge counts between pairs of minutiae, and location of
pores (see Figure 29). All these features contribute in establishing fingerprint individuality.

Minutiae
Ridge count

Core

Figure 29: A fingerprint image of type “right loop” includes feature like the overall ridge structure, minutiae
and ridge counts.
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In [117] the authors chose a minutiae representation of the fingerprints because forensic experts use this
type of representation, it has been demonstrated to be relatively stable, and it has been adopted by most of
the automatic fingerprint matching systems. Given a representation scheme and a similarity metric, there
are two approaches to determining the individuality of the fingerprints. A first approach is an empirical
one (or technology evaluation) as discussed in Section 7. Here representative samples of fingerprints are
collected and using a typical fingerprint matcher, the accuracy provides an indication of the uniqueness of
the fingerprint with respect to this matcher. There are known problems (and costs) associated with collection
of the representative samples, much of these issues are discussed in Sections 11.2 and 11.3 and Section 7.
Therefore, a theoretical approach was selected in [117]: one models all realistic phenomenon affecting
between class and within class pattern variations. Given the similarity metric they then theoretically estimate
the probability of a false association.

The fingerprint individuality model by Pankanti et al. [117] estimates that matching two arbitrary prints
(say, scanned at 500dpi and of size 0.75in × 0.6 in using minutiae representation is 10−22).

Minutiae patterns are generated by the underlying fingerprints that are smoothly flowing oriented tex-
tures. Because minutiae positions are determined by the ridges, the minutiae points are not randomly dis-
tributed (see Figure 29). This typically implies that the probability of finding sufficiently similar prints
from two different fingers is higher than that of finding sufficiently similar sets of random (directed) point
patterns. By imposing fingerprint structural (e.g., ridge/valley position, ridge orientation) constraints on
a random point configuration space to derive a more effective estimate of the probability of false associ-
ation one can then enumerate all possible fingerprints, just like one can realistically estimate a password
bit strength by using password banks and not using hard to remember random strings of 8 characters like
’rfghujjf.’

A similar enumeration scheme for fingerprints, yet simpler, is discussed in [134]. As mentioned previ-
ously, Daugman [38] studied iris individuality based on IrisCode representation (see Figure 30). IrisCode is
a 256 byte binary code and the Hamming distance is used for comparing IrisCodes as the distance metric.
Daugman assumed that chance match of independent bits of IrisCode follows binomial distribution and he
then used empirical distribution of the non-match scores of IrisCode to estimate the number of independent
bits in 256 byte IrisCode to be 173 bits.

Daugman’s analysis estimates that the probability of finding two arbitrary IrisCodes sufficiently similar
is 10−52. This effectively implies that the probability of chance match of two unrelated iris codes to be
10−52. The issues around these intrinsic error rates are very controversial, for example, there is much
discussion about how precisely one can match such iris codes.

Figure 30: The bits strength of the iris representation is defined by using the Hamming distance between the
codes.

We strongly feel that realistic error estimates of matching technology are those found in properly de-
signed and executed technology evaluations (see Section 7). It is best to neglect all speculation about in-
trinsic error rates – error rates determined using statistically valid methods such as [117, 134] because these
studies tend to be overly optimistic about the biometric individuality either due to unrealistic assumptions
underlying the research or due to insufficient realistic data.
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9 Application properties

There are plenty of places where biometric authentication can bring additional security. There are access
control points of various security levels, and there are authorizations of all sorts of transactions. What is
important in a biometric authentication application varies, among the salient features are:

1. what is the protected asset;

2. who are the authorized users and operators;

3. who are the adversaries of the application;

4. what are the consequences of security violations; and

5. what is the “cost” of inconvenience.

In this section we look at various applications from a point of view of these types of questions.

9.1 Wayman’s application taxonomy

Wayman in [169] introduces an excellent taxonomy of biometric applications and it is best to simply quote
Wayman verbatim:

Each technology has strengths and (sometimes fatal) weaknesses depending upon the applica-
tion in which it is used. Although each use of biometrics is clearly different, some striking
similarities emerge when considering applications as a whole. All applications can be parti-
tioned according to at least seven categories.

Cooperative versus non-cooperative: The first partition is “cooperative/non-cooperative.” This
refers to the behavior of the “wolf,” (bad guy or deceptive user). In applications verifying
the positive claim of identity, such as access control, the deceptive user is cooperating with
the system in the attempt to be recognized as someone s/he is not. This we call a “coop-
erative” application. In applications verifying a negative claim to identity, the bad guy is
attempting to deceptively not cooperate with the system in an attempt not to be identified.
This we call a “non-cooperative” application. Users in cooperative applications may be
asked to identify themselves in some way, perhaps with a card or a PIN, thereby limit-
ing the database search of stored templates to that of a single claimed identity. Users in
non-cooperative applications cannot be relied on to identify themselves correctly, thereby
requiring the search of a large portion of the database. Cooperative, but so-called “PIN-
less,” verification applications also require search of the entire database.

Overt versus covert: The second partition is “overt/covert.” If the user is aware that a biometric
identifier is being measured, the use is overt. If unaware, the use is covert. Almost all
conceivable access control and non-forensic applications are overt. Forensic applications
can be covert. We could argue that this second partition dominates the first in that a wolf
cannot cooperate or non-cooperate unless the application is overt.

Habituated versus non-habituated: The third partition, “habituated/non-habituated,” applies to
the intended users of the application. Users presenting a biometric trait on a daily basis can
be considered habituated after short period of time. Users who have not presented the trait
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recently can be considered “non-habituated.” A more precise definition will be possible
after we have better information relating system performance to frequency of use for a
wide population over a wide field of devices. If all the intended users are “habituated”,
the application is considered a “habituated” application. If all the intended users are “non-
habituated”, the application is considered “non-habituated.” In general, all applications
will be “non-habituated” during the first week of operation, and can have a mixture of
habituated and non-habituated users at any time thereafter. Access control to a secure
work area is generally “habituated.” Access control to a sporting event is generally “non-
habituated.”

Attended versus non-attended: A fourth partition is “attended/ unattended,” and refers to whether
the use of the biometric device during operation will be observed and guided by system
management. Non-cooperative applications will generally require supervised operation,
while cooperative operation may or may not. Nearly all systems supervise the enrollment
process, although some do not [171].

Standard environment: A fifth partition is “standard/non-standard operating environment.” If
the application will take place indoors at standard temperature (20o C), pressure (1 atm.),
and other environmental conditions, particularly where lighting conditions can be con-
trolled, it is considered a “standard environment” application. Outdoor systems, and per-
haps some unusual indoor systems, are considered “non-standard environment” applica-
tions.

Public versus private: A sixth partition is “public/private”.” Will the users of the system be
customers of the system management (public) or employees (private)? Clearly attitudes
toward usage of the devices, which will directly effect performance, vary depending upon
the relationship between the end-users and system management.

Open versus closed: A seventh partition is “open/closed”. Will the system be required, now or
in the future, to exchange data with other biometric systems run by other management?
For instance, some State social service agencies want to be able to exchange biometric
information with other States. If a system is to be open, data collection, compression and
format standards are required.
This list is open, meaning that additional partitions might also be appropriate. We could
also argue that not all possible partition permutations are equally likely or even permissi-
ble.

9.2 Weighting the factors

Any application can now be classified according to the seven above categories. Table 16 looks at various
applications and weighs the importance of the various aspects of the different biometrics (as discussed in,
e.g., Section 10). Therefore negative aspects of biometrics are listed in the left column, while the different
applications are listed along the top row of the table. One could create a similar table listing the severity of
the negative aspects for each specific biometric. Then, by conceptually multiplying the two tables together,
once could derive application-specific fitness scores for each biometric.

*** include companion table here also? ***
The applications roughly divide up into three groups with different requirements:

• access control systems;
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• screening applications; and,

• transaction authorization.

We cover these in the next three sections.

IMPORTANCE Physical Stock Airport Credit card ATM
WEIGHTING access trading access authorization transaction
Intrinsic properties:
Required cooperation Low Low High Low Medium
Social stigma Medium Low High Medium Medium
Intrusiveness Medium Low Medium High Medium
Missing population Low Low Medium Medium High
Sampling properties:
Inconvenience Medium Low Medium High High
Required proximity Low Low High Medium Medium
Acquisition time High Medium High Medium Medium
Failure to enroll Medium Low Medium High High
Failure to acquire Medium Medium High High High
1 : 1 Matching properties:
Template Size (bytes) Low Low Medium High High
FR @ 10−4 FA (per 10M) Medium Low Medium Low Low
FR @ 10−6 FA (per 10M) Low Low Low High High
FA @ 10−1 FR (per 10M) Medium Medium High Medium Medium
FA @ 10−3 FR (per 10M) High High Medium Low Low
Discrimination (per 10M) Low Low Medium High High
Technology properties:
Installation cost Medium Low Medium High High
Continual run cost Medium Low Medium High High
Per-match cost Low Low Medium Medium Medium

Table 16: Importance weightings for various applications.

Physical access and stock trading

These are the applications with typically small numbers of users enrolled in the application. The monetary
consequences of authentication failures in terms of damages and losses can be easily in the order of one
million dollars, or so. The user of the application has every reason to cooperate with the application because
this type of authentication is a job requirement. Hence, this authentication application is not voluntary and
there exists a relatively static access control list. These are typically the applications where the negative
convenience aspects of any of the biometrics are weighed relatively low.

Airport screening

This application is in a class of its own because the consequences of authentication errors can be the direct
loss of life. This is also an application for which the user community is composed of all sorts of constituents.
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This in itself makes the design of biometrics authentication hard and costly. However here the higher costs
of installing and running the installation is of medium importance, as opposed to the more specialized
application such as stock trading where the costs are of lower importance.

Credit card transactions and ATM transactions

This application scenario is largely the opposite of physical control and stock trading. Credit card transac-
tions and ATM transactions are applications with typically a larger number of users enrolled in the applica-
tion and the monetary consequences of authentication failures in terms of damages and losses are only in the
order of $500 or so. The user of the application does not have many reasons to cooperate with the application
because the legacy solution may be just fine with the user. Moreover, because of lack of liability of the user
for ATM fraud and credit card fraud (currently – this may change), there is even less incentive to use and
cooperate with the biometric authentication. These are typically applications where all the negative conve-
nience aspects of any of the biometrics are weighed heavily because the requirements are high. Moreover,
the cost of the installation has to be low because the applications may potentially be low-margin businesses.
Therefore, the higher cost of biometric authentication for these applications are important negative decision
factors.

9.3 Affordability and cost

From a cost point of view, again a very first issue in biometric authentication systems is the issue verification
versus identification. Identification involves 1 : n matching of biometric representations while verification
involves 1 : 1 matching. This means that identification involves by necessity large centralized databases,
more secure communication infrastructure and in general n times more computational power than is involved
for verification solutions.

Further, upfront investment is of course affected much by the properties of the individual biometrics
as discussed in Section 10. That section looks at issues like maturity, scalability, sensor cost and size, and
template sizes of the various biometrics. Upfront investment is further directly influenced by the choice
between single or multiple biometric authentication protocols.

We mention in this section the costs that are added to authentication because of introducing biometrics
in the authentication protocol. A large portion of the upfront investment for biometric authentication is
system training, because in reality as we discussed in Section 11.1 the system will have to be trained during
operation.

• System training: The improving, refining and tuning of the biometric matcher while the system is
installed. This training task almost always has to be performed during operation of the authentication
system (Section 11.1) at the site of operation and therefore could be expensive, but is needed to reach
the required false accept and false reject rates.

Reaching these specifications may further involve quality control of biometric acquisition, which
could be application dependent. This may affect the convenience of the overall solution and negatively
affect the throughput, thereby increasing costs.

System training a system is related to enrollment. Enrolling a subject is the process of training a
system with a biometric representation of the subject.

Besides this, there are a number of critical continuing cost factors:
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• Enrollment: As noted this is an often underemphasized task. When security is the prime concern of
an application, the enrollment should be more secure or at least as secure as the authentication. As
seen in Section 12, enrollment is a process that has to be administered very carefully and therefore
can be of significant cost. In effect, the enrollment has to be performed in a more secure and trusted
environment than the authentication itself.

If the enrolled population of a biometric application reaches a steady state, the enrollment costs may
level off. However as discussed in Section 12, maintaining the enrollment database or access control
and its security, in terms of data integrity may be a difficult task because of all the subtleties of an
enrolled population in terms of Doddington’s zoo [41].

• User education: A certain level of understanding of a biometric application is required from the
user. Misunderstandings in the use of the application can have disastrous acceptance or throughput
consequences. Marketing cost are a significant portion.

• Supervisory labor: Depending on the various job levels among the inspectors and operators of a
biometric authentication system, certain skill levels in biometric applications are required.

Many biometric applications are supervised by an inspector. These inspectors typically control the
quality of the presentation (acquisition) of the biometrics; perform exception handling in the case of,
say, Failure to Acquire (FTA, see Section 5). But in addition, very importantly, these operators may
need to perform visual matches of the biometrics. (See Section 3.6 for a discussion of the contributions
of operator errors to the overall error rates.)

• Maintenance labor: Human labor is needed to maintain the application. This labor ranges from
highly skilled computer operators to less skilled personnel to perform mundane but important tasks as
cleaning the biometric scanning devices.

• Failure to enroll (FTE): The FTE rate is something that is hard to estimate prior to system development
and installation. FTE means exception handling and can be a significant extra hidden cost factor.

When a biometric authentication system operates at high levels of FTE rates, conversion of the system
from voluntary to mandatory may be very costly.
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10 Selecting a biometric

We already discussed the error numbers for the various biometrics that can be found in the literature in
Section 7. In this section we mention other properties that are important for our particular biometrics; while
in Section 9 we discuss properties that are more related to the particular application. In Section 8, we discuss
the intrinsic error rates of our six biometrics.

We look at issues like maturity, scalability, sensor cost and size but first we seek to answer the often
asked question, what is the size of a biometric machine representation or template of a biometric? This
becomes important when biometric templates need to be stored on smart cards or mag stripes.

10.1 Storage issues

When looking at biometrics from a storage point of view, a first issue in biometric authentication systems
is authentication versus identification. Identification involves 1 : n matching of biometric representations
while authentication only involves 1 : 1 matching. This means that identification involves large centralized
databases and that in general n times more infrastructure is needed. Sometimes the storage requirements
depend almost exponentially on n (for example, [50]). These are geometric hashing schemes that deal
with increasing n by using increasingly more storage, or rather a large machine representation of the entire
database. These are approaches that basically are space-time tradeoffs. Note here, incidentally since as is
found in Section 8, the realistically estimated bit strengths of many biometrics are rather low and hence the
theoretical (or empirical) estimates are. This means that with the growth of computing power, algorithms
such as in [50] are becoming obsolete because soon biometric database searches will be possible within
reasonable times using sequential search, which is always more accurate than hashing or tree search algo-
rithms. That is, the scalability of a biometric is determined by its intrinsic error rates and not by the available
compute power or other resources.

Storage may also become an issue when the algorithms use the notion of cohorts (see Section 11.1.1)
because then if the individual templates are stored in a distributed database of biometric templates, for each
individual biometric representation somehow the cohort or the world (if this is the cohort model) needs to
be included.

While these are issues to be aware of, here we only report template sizes for the biometrics of interest in
this document. A template is a machine representation of a biometric sample. Hence a template in some way
describes the acquired biometric sample so that automated matching of biometrics can be done as precisely
as possible. Template sizes for the various biometrics vary a lot, from very small for iris to larger for voice.
Ruggles in a study [141] prepared for the California State Legislature reports (in bytes) iris = 256, finger
= 512− 1K, hand geometry 9 bytes. Using Ruggles, and roughly following the advances in the state of the
art, we summarize storage requirements as in Table 17.

Fingerprint Face Voice Iris Hand Signature
Template size < 200 bytes < 2K bytes < 2K bytes 256 bytes < 1K bytes < 200 bytes

Table 17: The machine representation of biometrics vary in size.

Template sizes are not an indication of individuality, bit strength, or false accept rates of a biometric.
For fingerprints, maybe, the bit strength is probably somewhat related to template size. For other biometrics,
in general, there is no direct relation between any other property of a biometric and the template size.
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As noted before, for privacy or security reasons, it may be desirable to store the authentication cre-
dentials, including the biometric sample or machine representation, on a distributed database, such as a
collection of smart cards in the possession of the enrolled population. Otherwise there has to be some kind
of trust between the users of an application and the database owner and operators.

In this version of the document, we do not consider processing times, since these are much harder to
pin down because they depend on how efficiently the code was written and what sort of processor it runs
on. Moreover, compute time is starting to be a non-issue as processors get ever faster (how long on a 6 GHz
machine?).

10.2 Other characteristics

Other aspects of the six biometrics are considered in Table 18. These are six biometric properties, some
of which are desirable for one type of application, as discussed in Section 9. Three of the properties are
directly related to the user interface. Another one, maturity, is also related to the user interface assuming
that the user interface improves over the years.

Fingerprint Face Voice Iris Hand Signature
Sensor type contact unobtrusive unobtrusive unobtrusive contact contact
Sensor size small small very small medium large medium
Sensor cost < $200 < $50 < $5 < $3000 <$500 < $300

Maturity very high medium medium medium high medium
Scalability high + medium low very high low high −

Table 18: Comparison of six popular biometrics.

In any application, and particular for biometrics applications, possibilities for error are mainly at the user
interface. These include user actions, presumably mostly because of visual information supplied to the user.
These actions may be wrong simply because of severe usability problems with authentication interfaces.
Often, the user interface is all too clumsy and incomprehensible and usability studies are needed. These are
applications for real people, one cannot expect users to understand that they have to push the ’Start’ button
in order to shut down the machine (quoting Gerstner from some interview).

The issue scalability in Table 18 is a little different. The table expresses what we found in Section 7.
Face and fingerprint, and also the other biometrics, are maybe much less accurate than commonly believed,
yet still the accuracy numbers of the table indicate that there is a group of strong biometrics (iris and finger)
and a set of weak biometrics (hand, face, voice). It is important to understand that there is breakthrough
technology needed to elevate the weak biometrics into the class of strong biometrics, i.e., simple incremental
improvements and tuning are not sufficient. The rate of improvement is too slow for practical solutions for
many authentication protocols to be possible yet.

For civilian applications, where security is not an issue, the additional convenience (no password) may
justify the use of biometrics. These type of identification systems may run at unexpectedly high error rates
though, see Section 10. Conversational biometrics, as discussed in Section 14.3 is a solution to biometric
authentication by incorporating knowledge as credentials, including the communication of the possessions
such as account numbers. A similar approach can be used with other biometrics, also. The knowledge K in
this authentication protocol is of private and personal matter and typically only known by the subject. But
just like the answer to the question What is your mother’s maiden name? correct answers to questions do not
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decrease formally the FA and FR rates of the process over authentication using the raw rates for speech. It is
possible that an imposter has all this personal and private information about a person, but it is not probable.
Error rates for conversational biometrics are therefore hard to estimate formally.

10.3 Positives and negatives of the biometrics

A technology and application exploration of the area of biometrics can be found in [16]. This report looks
at today’s existing installations and more application aspects for each biometric. A number of positives and
negatives for each of our biometrics are enumerated. It is useful to repeat and expand upon this list here:

Fingerprint

pros: • There is a long tradition of the use of fingerprint as immutable identification in law enforcement.
Though there are some recent challenges of that premise (see the section on the “Individuality
of a biometric,” Section 8, which tells the judicial story behind fingerprints).

• There exist large legacy databases of fingerprints, albeit largely of criminals. However, the
California, Colorado, Florida, and Texas Departments of Motor Vehicles are working to establish
a fingerprint biometric system for drivers licenses and record data.

• Fingerprint lends itself well to forensic investigation, i.e., the study of latent fingerprints [51].
Criminals often leave a trail of fingerprints (e.g., hotel, car, door knob, glass, weapon) that allows
for reconstruction of facts after the events take place.

• A fingerprint is easily sampled using low tech means, and the size and price of fingerprint readers
are still declining. The conversion of fingerprints into digital images is getting easier, better
and cheaper. There are low cost fingerprint scanners available (under $100) that are already in
widespread use in many access control applications.

cons: • Fingerprints suffer from poor public acceptance in some countries because of the very strong
relationship between fingerprint and criminal history. This has its advantages but does not help
in the acceptance of finger as a biometric.

• There is a large variation of the quality of the fingerprint over the population. The appearance of
a person’s print depends on age, grease, cut or bruised fingers; i.e., on occupation and life style
in general.

• Sampling an image of a fingerprint is a matter of pressing the finger against the platen of a
fingerprint reader. This creates technical problems as discussed in Section 4, and may also
create problems with cleanliness of the sensor and public hygiene.

Face

pros: • Photos of faces are widely used in passports and drivers licenses where the possession authen-
tication protocol is augmented with a photo for manual inspection purposes, therefore there is
wide public acceptance already.

• Face recognition systems are the least intrusive from a biometric sampling point of view, and is
completely without contact.

75



• The biometrics works, or at least works in theory, with legacy photograph databases, videotape,
or other image sources. Face recognition can be used for screening for unwanted individuals in
a crowd, in real time

• Good for verification.

cons: • A face needs to be well lighted by controlled light sources in automated face authentication
systems. This is only a first challenge in a long list of technical challenges associated with
robust face authentication.

• Face currently is a poor biometric to be used in a pure identification protocol (see Section 7.2).
It performs better in verification, but not at accuracy rates that are sometimes claimed.

• An obvious circumvention method is disguising, which will easily cause false negatives in
screening applications; i.e., the undesirable but disguised person is not identified.

• There is some criminal association with face identifiers since this biometric has long been used
by law enforcement agencies (mugshots).

Voice

pros • Like face, voice is a natural biometric under certain circumstances (phone) and like face sam-
pling, voice sampling is quite unobtrusive

• There exist great public acceptance of this biometric partly because of its naturalness and partly
because there is no criminal association with voice.

• The voice biometric only requires inexpensive hardware and communication. Voice is therefore
very suitable for pervasive security management.

• This biometric allows incremental authentication protocols. For example, the protocol prescribes
to wait for more voice data when a higher degree of recognition confidence is needed.

• The voice biometric may achieve high accuracy and flexibility when combined with knowledge
verification, in the authentication protocol called conversational biometrics (see Section 14.3).

• The voice biometric allows for checking identity continuously (Section 3.9), i.e., in a passive
way the voice can be authenticated at regular intervals.

cons • Imitation by skilled impersonators may be possible; this potential susceptibility has not been
studied in any detail yet.

• With the text to speech technology improving, e.g., [150], it becomes possible to create nonex-
istent identities with machine voices; this is of course only possible when enrollment is also
remote. But this brings us to deeper questions not quite in the scope of this document.

• There simply is not as much redundance in the audio signals as there is in visual signals. Conse-
quently, the results of audio processing for semantic understanding and biometric authentication
is very dependent on the ambient sounds.

Iris

pros: • Iris is claimed and believed to be the most accurate, especially when it comes to FA. Iris has
very few false accepts (the important security aspect), with only anecdotal evidence. Therefore
iris is a good biometric for pure identification applications.
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• Given that the iris sample acquisition process is solved using unobtrusive distant cameras, the
sensing of the biometric is without physical contact

• Iris receives little negative press and there may therefore be an accepted biometric, the fact that
there is no criminal association (yet) is helping here.

• The dominant commercial vendor claims that iris does not come with much training costs.

cons: • Though iris is a good biometric for identification, large-scale deployment is not possible because
there are so few iris databases. (Iris is currently more appropriate for verification.)

• The iris is a tiny bit of human appearance and therefore sampling the iris pattern requires expen-
sive input devices.

• The performance of iris authentication may be impaired with tinted glasses, sunglasses and
contact lenses; people may have to take them off or out.

• The implementation of the iris sampling system has a small field of view; the input device may
need to be tilted for short or tall subjects.

• The iris biometric, in general, is not left as evidence on the scene of the crime, which makes it a
questionable biometric for criminal applications.

• From the iris image, certain deceases (e.g., diabetic retinopathy) can be diagnosed and hence
sampling the iris may have unexpected privacy consequences.

Hand

pros: • There exist definite public acceptance for the hand biometric because it is already used at Disney
World, INSPASS (INS, Passenger Accelerated Service System) and at various universities for
verification in, e.g., the University of Georgia.

• There exists at least one scenario evaluation of hand geometry as a biometric, which shows that
hand is a good biometric for verification. (There is not much known about error rates for hand
as an identifier.)

• It is claimed that hand geometry measuring is an easy do-it-yourself operation.

cons: • As face, hand geometry is not a very distinctive from one person to the next. Therefore, as
discussed in Section 7.2, this biometric is a poor one to select for pure identification.

• There exists no legacy national database of hand geometry measurements, which may impede
progress with this biometrics. The INSPASS database is of unknown size.

• As with fingerprint, hand geometry is measured when a subject presses the biometric against a
platen (although there are ways around this). Such contact may be cause for some public hygiene
concerns.

Signature

pros: • Signature is a man-made biometric where forgery has been studied extensively, therefore forgery
is detected even when the forger managed to get a copy of the authentic signature or even more
characteristics of a signature.
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• At enrollment stage there is already some possibility of detecting forged signature. This can be
used to detect the impersonation (forgery) of existing identities (signatures) at enrollment time.

• Training is intuitive and fast, and people understand (from speech recognition technology) that
the system needs to be trained. They intuitively understand what it means to enroll in a way not
causing false accepts on your signature.

• Signature verification in general has fast response (about 1 sec per signature on the ”old” 486DX-
33 computer) and low storage requirements.

• A signature verification is independent of the native language of the user.

• Because signature is a man-made biometric and you can use any kind of information as your
signature: name, second name, or even nice curves (e.g. the artist formerly known as Prince).

• Very high compression rates do not affect shape of the signature (100-150 bytes).

cons: • Although there is much precedence for using signature to authenticate documents, this may give
the perception that signature is not secure enough for protecting airports, etc.

• The area of study of the individuality of signature, is a little different in that it is rich in ideas
and has a much better understanding of personalization (forgery) efforts. Unfortunately, the
community is not very disciplined in their system testing culture.

• A 5-dimensional pen (see Section 4) may be needed to arrive at the desired accuracy. The 5-
dimensional pen as input device records pressure and angles too, this makes the hardware costly.
It is unclear how well the X-Y algorithms that need no pressure information perform. That is,
the effectiveness of signature for access control using existing tables, is unclear.
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11 Training and testing the system

There are many things peculiar to biometric authentication systems. For one, the algorithms for automated
biometric matching have to be trained, and therefore tested. Biometric system training really has two aspects,
a first one is the training that is done during enrollment (as discussed in Section 12) where a system is trained
to authenticate a particular biometric instance (i.e., a person), or rather samples from that instance. A second
process where system training takes place is is during the design and tuning of biometric authentication
systems.

11.1 System training

For a given biometric solution or application it is hard to gather training data that is a proper representation
of the target population, the population of individuals that will eventually use the system. Therefore it
may be hard, or impossible, to accurately determine the probabilities of match for any given input and
reference sample before an installation is in place. This means it is hard to properly set the system variables
beforehand. Often, the only choice is to design and develop the system with some test sample set and
then tune the system after it is installed. When training the system, there should be sufficient training data
[19, 20] available to accurately estimate these match probabilities. (Of course, the notion of training data is
unknown in legacy password authentication systems.)

To understand how a biometric authentication application is trained, it should be defined exactly how
the biometric authentication decision (ultimately) is made. How well these decisions are made can then only
be tested, i.e., it can be tested if a biometric application operates at expected error rate levels (application
parameters, Section 5). There are many statistical pitfalls when measuring these operating parameters, some-
how statistically estimating biometric operating parameters may lead to statements that are of questionable
origin. All this is discussed in the next section.

Automatic biometric authentication, at a minimal, has to be able to compare an acquired biometric to
a stored biometric, the template. This is an issue of confirming whether an acquired biometric sample is
in some sense “close” to a template and, therefore, belongs to the same individual. Hence any automated
biometric application has to be able to decide the 1 : 1 matching problem and compute probabilities of match
(and ideally a probability of a mismatch). Biometric identification involves 1 : n matching, where the identity
of a subject is recognized by comparing the biometric sample to that of a database of n enrolled individuals.
Hence, for identification systems, no unique identifiers are required per se. What is additionally required
for biometric identification is a (central) database DB for storing the templates.

Biometric applications seldom store a sample of a biometric identifier (a biometric signal), rather a com-
pact representation (template) of the biometric sample is computed and stored. Either way, both biometric
samples and their representations/templates are patterns, i.e., the pattern P = S(B). The pattern is a sample
of biometric B, the individual. Authenticating a person with a biometric sample is then formulated in terms
of hypothesis testing. Let the stored biometric sample or template be pattern P ′ = S(B′) and the acquired
one be pattern P = S(B). Then, in terms of hypothesis testing, we have

H0 : B = B′, the claimed identity is correct (6)

H1 : B 6= B′, the claimed identity is not correct.

When making such a decision, two types of errors can be made:

FA: The probability of deciding H0 is true while in reality H1 is not true; the probability of erroneously
granting a subject access to the application (False Accept).
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Figure 31: Probability density distributions of mismatch (intruder) and match (genuine) scores. The hatched
areas denote FR and FA.

FR: The probability of deciding H1 is true while in reality H0 is true; the probability of erroneously denying
a subject access to the application (False Reject).

For the moment assume that this decision (6) is based on a degree of match s, often referred to as a score.
If s is the score of a mated pair, s will tend to be high, when s is the score of a mismatching biometric, s will
be low. This is shown in the graphs of Figure 31 with the density of match scores p(s/H0 = true) on the
right and the density mismatch scores on the left p(s/H1 = true). Decisions then are based on a decision
threshold T and if for some subject (identity), s > T , the subject is granted access.

The Equal Error Rate are the error probabilities where we have

ERR = FA = FR.

This error rate occurs at the threshold TEER where the dashed areas under the curves P (s/H1 = true) and
P (s/H0 = true) equal, that is, where H1 is true but the subject is accepted (False Accept) and where H0 is
true but the subject is rejected (False Reject).

In Figure 31, the threshold T is selected higher than the Equal Error Rate (EER). This means that the
biometric matcher is optimized for low FA rate, or equivalently, higher security (than at the EER). The
choice of T is part of satisfying the design parameters as discussed in Section 5. In general, training of an
application amounts to deciding T so that the authentication operates at the required FA and FR. Databases
are available publicly (for example, for fingerprint authentication, from a recent Fingerprint Verification
Contest [100], more databases are given in Section 15).

We can cast the 1 : n identification problem as a hypothesis testing problem, for example, as a screening
application. For this, let us define DB to be the database of (voluntary / involuntary) enrolled individuals,
then

H0 : B ∈ DB, the individual is in the database. (7)

H1 : B 6∈ DB, the individual is not in the database.

The database DB could, for instance, be the set of individuals on some ”most-wanted” list. The database
DB could be a collection of such criminal databases.

The errors, using Figure 21, then are

FN: The probability of deciding H1 is true while in reality H0 is true; the probability of erroneously missing
a subject that should be ”flagged” (False Negative).
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Figure 32: Probability density distributions of mismatch (unenrolled) and match (enrolled) scores. The
hatched areas denote FN and FP.

FP: The probability of deciding H0 is true while in reality H1 is not true; the probability of erroneously
”flagging” an innocent subject (False Positive).

For identification purposes, the decision threshold T in Figure 32 will be less than the Equal Error Rate
(EER). This means that the biometric matcher is optimized for low FN rate, or equivalently, high probability
of finding matching biometric identifiers in database DB. This in turn means higher FP rate leading to
possibly large lists of matching database entries for each biometrics query. There are two modes that a
biometric identification system can be designed for:

1. Screening mode: As above, each subject is biometrically matched against a database DB to determine
if the subject bears biometric similarities (or other similarities) to subjects in DB. The FN should be
low, in order not to miss suspects; the FP should be low in order not to generate too many suspects for
each enquiry because all suspect will have to subjected to further scrutiny.

Training a biometric identification application to operate in screening mode means mainly designing
the application such that not all subjects are biometrically matched. The biometrics in such applica-
tions are those collected in today’s criminal databases. The challenge of such an application is when
to select subjects for biometric matching; and, vice versa, how to select a small set of ”most-wanted”
individuals.

Fundamental limitations of particular biometrics limit the size n of the biometric database that can
be used. Logistical application limitations determine for each biometric the throughput that can be
expected. These are two of the biometrics properties discussed in Section 10.

2. Identification mode: A subject is biometrically matched against database DB to determine if the
subject biometric identifier is represented in database DB. The FN should be low so that few genuine
subjects are not recognized; the FP should be low so that no intruders are accidentally recognized.

Training a biometric identification application to operate in identification mode means designing the
application such that any genuine subject is recognized and any imposter is not mistaken for some
other identity in the database. This is quite a difficult design objective and is described, e.g., in [50].

Any biometrics has intrinsic error rates or an associated bit strength that determines the scalability of
the biometrics. There is a great variation of scalability between the various biometrics.

As noted before, the only reason to operate biometrics in identification mode is to offer convenience,
Section 6.2. There is never too much security, and therefore biometric identification is not appropriate when
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security is a prime concern, since it is very hard to train these systems to operate at low FP and FN at the
same time, Section 6.1.

11.1.1 Cohorts

An interesting idea, ”anti speaker modeling” or ”cohorts” comes from the voice recognition community
[139], see also [91]. Voice verification methods do not only use a model describing who the speaker is
(biometric machine representation), but also a model describing all other speakers. The reason for this has
been that the probability of a match (a likelihood statistic given the input data) cannot be evaluated directly
in many of the Hidden Markov model voice recognition algorithms and the likelihood of observing the voice
data itself needs to be determined. Determining this likelihood of the voice data by modeling all possible
speakers W is of course not possible. Basically two techniques exist to approximate this likelihood [138].
One technique (cohort modeling), estimates the set by a finite set Ci, which is representative for the group
of speakers which resemble speaker i, called the set of cohorts of speaker i. The other technique (world
modeling) reduces the sets Ci to a set of size 1, containing only one fictitious modal speaker whose model is
trained on a pool of data from many different speakers, who represent the ”world” W of possible speakers.

No conclusive difference in performance between the two techniques in text dependent speaker verifi-
cation has been found, but world modeling has some computational and algorithmic advantages over cohort
modeling:

• Much less storage is required for the model parameters.

• It is computationally more efficient during recognition, since only one anti-speaker likelihood needs
to be evaluated,

• It does not require the selection of cohort models Ci per speaker i.

The world model approach is the commonly adopted one. This world model is computed in different ways:

• A completely speaker-independent implementation.

• Gender- or handset-dependent implementations, where the choice for the world model depends on the
gender of the claimed identity or the type of handset used by the actual speaker [135].

A promising avenue of research is cohort modeling for other biometrics. Similar such techniques are of
course already in use, for example, for training neural networks by giving negative examples. The above
mentioned cohort modeling is within a framework of probabilistic modeling.

11.1.2 Protocol

As discussed in Section 3.1, authentication is achieved through some protocol R(P, K, B) an operator R
that is a function of the credentials P , K, and B of a particular subject. Biometric protocols, as we have
seen already, are plenty, a few examples:

• ”Three tries and you’re out.”

• Use either left index finger or right index finger.

• Use either iris or finger.
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It is not always obvious that each individual biometric should be operating at its individual optimal decision
point, as seen in Section 14.2, and care should be taken to train a biometric authentication system for
different authentication protocols. That is, protocol: ”use either left index finger or right index finger” and
’use both left index finger and right index finger” may have to operate at different decision thresholds T .

11.2 System testing

As will be further described in Section 7 (our investigation of the reported error rates for the various bio-
metrics), there broadly exist two types of biometric authentication system testing:

Technology evaluations: Biometric sample databases are collected off-line and the system is tested on these
databases.

Scenario evaluations: A group of volunteer subjects is drafted, and this group uses the system over a time
period while statistics are collected.

Both methods are used by the biometric industry but it seems that academia tends to use (often public)
databases, i.e., technology evaluations. Of course, during scenario evaluation, databases of biometric sam-
ples are processed (and maybe collected) and the estimation of error rates becomes a matter of computing
estimates based on sample data as introduced in Section 11.2.2.

11.2.1 Scenario evaluations

Often used biometric test procedures are described in the report ”Best Practices in Testing and Reporting
Performance of Biometric Devices” by Mansfield and Wayman [103]. Quoting the report:

”Our aims are:

1. To provide a framework for developing and fully describing test protocols.

2. To help avoiding systematic bias due to incorrect data collection or analytic procedures in
evaluations.

3. To help testers achieve the best possible estimate of field performance while expanding
the minimum of effort in conducting their evaluation.

4. To improve understanding of the limits of applicability of test results and test methods.”

This report covers both user tests (called scenario evaluation) and testing on databases (called technology
evaluations). A host of recommendations is given in this report, ranging from how best to select a crew
of volunteers to recommendations on what fingerprint sensors to use (sensors that comply with certain
standards and technical specifications as described in [34]). For volunteer selection, which is perhaps the
most challenging aspect of biometric testing, the report notes that volunteer selection may bias the tests. The
authors note that individuals with objections against the technology and individuals with physical challenges
may be less likely to participate in the testing. It then may be necessary to unevenly select subjects from
the volunteers to make the crew as representative as possible and to make sure that problem cases are not
under-represented. Unfortunately, however, the authors do not give many practical recommendations on this
issue. They note: ”Our understanding of the demographic factors affecting biometric system performance is
so poor, that target population approximation will always be a major problem limiting the predictive value
of our tests.”

83



The report Best Practices in Testing and Reporting Performance of Biometric [103] covers scenario
evaluations and technology evaluations. Scenario evaluation test procedures described in this report were
applied in the testing of seven biometric systems in [102]; the results obtained in the latter report are used
extensively in Section 7, where we discuss the biometric error rates reported in the literature.

The report further notes that it is important to relate the amount of data that is used to the quality of the
error estimates. That is, given the data and the computed error estimate, how confident can one be in these
estimates; or in other words, what are the confidence intervals of our estimates. It is known that there exists
dependence among the match scores of sequences of mated biometrics, which makes confidence interval
computation difficult. In [20] we introduce the ”subsets bootstrap” to compute confidence intervals. This
method is based on the Bootstrap (see [48]), motivated by the ”moving blocks” bootstrap [95] and explained
in the next section.

11.2.2 Technology evaluations

Such testing is basically an issue of defining the performance parameters that need to be measured, defining
how these parameters can be estimated from test data, and deciding which databases to use for performance
evaluation. Suppose as in Figure 33 the evaluation uses databases Z1 and Z2 of biometric samples (and
databases A and B for system training); for each database it is known which images are associated with
which individuals. Hence, by selecting pairs of samples from the databases Z one can select a number of
matching biometric sample pairs (mated pairs), measured from the same subject, and a number of pairs of
biometric samples that do not match, measured from different subjects. Upon matching all these pairs, one
can obtain M match scores and N mismatch scores; we denote these sets as X = {X1, X2, ..., XM} and
Y = {Y1, Y2, ..., YN}. Hence we have M match scores and N mismatch scores, where M � N because
there are much fewer mated pairs than mismatched pairs. Note that the mismatch pairs are sample biometrics
of random individuals and that the type of forgeries are therefore zero effort forgeries.

Training phase Testing phase

Biometric
test
data

Train
Biometric
training

data
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Biometric
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Biometric
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   2. ...
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Figure 33: One common test scenario is based on databases.

Given the set of match scores X
a from a first matcher, matcher a, and a set of match scores X

b from
a second matcher b, can one use match score sets X

a and X
b to make statistical valid statements about the

matchers and statistically valid statements comparing matchers a and b? After score normalization, one can
estimate all kinds of parameters of the probability distributions F a and F b from the sets of samples X

a and
X

b.
For example, one can estimate the sample means X

a and X
b of data sets X

a and X
b

X
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=
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i and X
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Now we may want to conclude that matcher a is worse than matcher b when X
a

< X
b; after all this

lower average match score implies that scores of mated pairs for matcher a are on average lower then those
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for matcher b. The question however is whether we have enough data to accurately estimate X
a and X

b or
is the fact that X

a
< X

b something that happened by chance? In other words, we want to be able to say
how confident we are in the fact that hypothesis X

a
< X

b is true in reality, i.e., E[Xa] < [Xb]. This is an
issue of statistical hypotheses testing and we need to be able to compute confidence intervals for X

a and
X

b. This is shown in Figure 34: If we have little data, the confidence intervals are large and they overlap
and we cannot conclusively say that matcher a is worse than matcher b. With more data, we can come to
this conclusion confidently because the confidence intervals do not overlap.

Xa Xb

Xa Xb

Less data

More data

Figure 34: Hypotheses testing is a matter of computing confidence intervals.

Let us drop the superscript and show how the bootstrap [48] can be used to compute a confidence region
around estimate X using the set of samples X = {X1, X2, ..., XM}. Note that the samples in set X are the
only data we have. The bootstrap proceeds, therefore, by assuming that the empirical distribution of this
data X is a good enough approximation of the true distribution F . The bootstrap then prescribes sampling,
with replacement, the set X many (B) times:

1. Calculate the estimate X from the sample X. This is the estimate around which we want to establish
a confidence interval.

2. Resampling. Create a bootstrap sample X
? = {X?

1 , ..., X?
M} by sampling X with replacement. Here

in set X?, Xi may be represented multiple times and Xj may not be represented at all.

3. Bootstrap estimate. Calculate X
? from X

?.

4. Repetition. Repeat steps 2-3 B times (B large), resulting in X
?

1, X
?

2 ... X
?

B .

One can compute (say) a 90% confidence interval by counting the bottom 5% and top 5% of the estimates
X

?

i i = 1, ..., B and subtracting these estimates from the total set, as illustrated in Figure 35. The leftover set
determines the interval of confidence. What one will find however is that this bootstrap confidence interval is
much smaller than it should be because the bootstrap is only valid for identically, independently distributed
(i.i.d.) random variables. There exists dependence among the match scores X1, X2, ..., XN because match
scores from the same finger are dependent. However, the way the bootstrap sets X

? are obtained from the
original set of match scores X does not replicate the dependence among the Xi. Therefore the bootstrap
estimates X

?

i have lower variance than would be the case if the proper bootstrap sets were sampled from X.

Therefore, in [20] the subsets bootstrap motivated by the moving-blocks bootstrap [95] is proposed.
Assume that the set X with M match scores is obtained from D different biometric instances (e.g., from
D fingers). Then the set can be regrouped as X = {X1,X2, ...,XD}. The subsets bootstrap now resamples
with replacement, using the sets Xi, i.e.:

1. Calculate the estimate X from the sample X. This, of course, is the same estimate as above.

2. Resampling. Create a bootstrap sample X
? = {X ?

1 , ...,X ?
D} by sampling X with replacement. Here

set X? may contain Xi multiple times and may not contain Xj at all.
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Figure 35: Obtaining a bootstrap estimate amounts to ordering and counting .

3. Bootstrap estimate. Calculate X
? from X

?.

4. Repetition. Repeat steps 2-3 B times (B large), resulting in X
?

1, X
?

2 ... X
?

B .

The confidence intervals are then obtained the same as above (Figure 35).

X1 X2

Figure 36: Estimates computed using increasingly more samples should result in properly included confi-
dence intervals.

Figure 36 shows two estimates of X1, and X2, where X1 is obtained from a set of samples X1 and
X2 is obtained from a set of samples X2 and X1 ⊂ X2. The subsets bootstrap guarantees this type proper
inclusion of better confidence intervals as shown in Figure 36. Figure 37 shows empirical distributions of two
sets of match scores, 3, 600 and 9, 000 match scores computed by using a fingerprint matcher. Confidence
intervals around the more precise empirical distribution estimate are contained in the confidence intervals of
the less precise empirical distribution.

11.3 Comparing matchers using a test data set

Assume that it is possible to define some measure of accuracy. A statistical estimate of this accuracy measure
can be obtained, which is computed from a test database. Comparing two matchers is then a process of
subtracting two accuracy estimates. The difference between two accuracy estimates is itself an estimate and
can only be determined within some confidence intervals, e.g., with 90% confidence Matcher A is better
than Matcher B.

Three things are needed for matcher comparison:

A data set: A total number of D fingers are used and d (d > 3) impressions per finger are acquired. The
number of impressions per finger is the same for each finger to avoid that one, or a small number, of
fingers dominates the estimates.

We have M = D d (d− 1)/2 match scores (symmetric matcher) and N = d2 D (D− 1)/2 mismatch
scores. The number D then is determined by the ”30-error rule,” [122] if one needs to measure error
rates of one in X or (1/X), 30X samples are needed. That is, to measure a FR in the order of 10−4,
some 300,000 mismatch scores are needed.

An accuracy measure: Given the data set, accuracy can either be expressed as one error rate pair (FA, FR)
at a particular operating point on the ROC curve (a plot of multiple error rate pairs) or as the ROC
itself. The only way to measure these accuracies is by statistical estimation. Comparing two matchers
is the comparison of two error rate pairs estimates or the comparison of two estimated ROC curves.
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Figure 37: The confidence intervals computed using the larger number of match scores lie within the confi-
dence intervals computed using the smaller number of match scores.

The former is achieved by formal statistical tests. The latter is probably best achieved visually, if one
wants to compare ROC curves.

Confidence intervals: Confidence intervals are often computed under the assumption that the M match and
N mismatch scores are independent.

This independence assumption results in severely underestimated confidence regions. Confidence
intervals on the (FA, FR) estimates are to be determined using statistical bootstrap techniques that
make no assumptions about the underlying error distributions.

With this:

• One can answer hypotheses, such as: ”Is the FA of matcher A the same as the FA of matcher B?”
Here a degree of confidence in the answer can be determined.

• One can determine an area of confidence around a ROC curve. This allows for overall visual compar-
ison of matcher A to matcher B and gives an idea of the statistical significance of the comparison.

Yet, still, it has to be recognized that the answer is only true for a particular application in as far as the
data set represents the target population.

Using the ROC curve

It may be impossible to determine if matcher A is better than matcher B by somehow quantitatively or
qualitatively comparing the two associated ROC curves. As shown in Figure 38, a first matcher (matcher A)
does not necessarily have to be consistently better than a second matcher (matcher B), at every operating
point. If one defines the accuracy at some operating point as FA + FR, it is seen that at operating point X ,
matcher A is more accurate; while at operating point Y , the reverse is true (matcher B is more accurate). If
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Figure 38: We are interested in operating points, not in ROC curves.

a low FA is more important, it is best to use matcher A at operating point X . If a low FR is the objective (at
the expense of the FA), using matcher B at operating point Y is the optimal choice.

Therefore, it appears impossible to make any statements about differences in accuracy of two matchers
based on just comparing two ROC curves. Only statements based on differences of two pairs of (FA, FR)
estimates can be made.

Specific statistical test

The objective is to determine matcher A’s accuracy is equal to matcher B’s accuracy versus is matcher A
somehow better than matcher B (matcher A > matcher B). This will be estimated at a fixed operating point,
(FA, FR) = (Y, FR, say, with FA = Y = 10−4, see Figure 38.

In terms of hypothesis testing, we have

H0 : matcher A = matcher B, the matchers are equal in performace.

H1 : matcher A > matcher B, matcher a is better than matcher b,

which translates into

H0 : FR of matcher A = FR of matcher B

H1 : FR of matcher A > FR of matcher B.

Such a question phrased in terms of hypotheses testing can be answered with any desired probability of
being true. It can be statistically decided that FR matcher A = FR matcher B with x% confidence for
any given x.

88



12 Enrollment and database management

Enrollment is the process of selecting trusted individuals through some enrollment policy Em and somehow
storing machine representations of the m enrolled members in the verification database M. Enrollment is
also the process of determining the undesirable individuals through some enrollment policy En and regis-
tering machine representations of the n selected individuals in the screening database N.

These processes are shown in Figure 39. Here W is the world population with, in a sense, a certain
“ground truth” is available in the form of legacy databases, both civilian and criminal. The content of the
legacy databases may or may not be an accurate reflection of the ground truth; after all, countries could have
very liberal and corrupt passport procedures and other bureaucratic processes.

LB M
Verification

N
Screening

Enrollment policy Em

Enrollment rules:
   1.  …
   2.  …

Enrollment policy  En

Enrollment rules:
   1.  …
   2.  …

“Ground truth”

SPAHLB

Legacy
(civilian)

Legacy
(criminal)

W

Figure 39: Enrollment consists of two processes: Building a member database M and (optionally) building
a screening database N of undesirable people.

12.1 Enrollment policies

Enrollment policies are in a way very similar to authentication protocol. The difference is that an enrollment
policy contains authentication protocols, and not vice versa. We define the enrollment policies Em and En

as:

Em : Membership enrollment, this is a process of the registration of m trusted subjects di, i = 1, ..., m in
some database M. The enrollment could be based on an enrolled population for some application
such as frequent flyers. Then of course the integrity of the database M is no better than the original
frequent flyer database. In any case, a policy for enrolling subjects into M needs to be developed
and published and for enrollment a subject needs to be authenticated by one or more authentication
protocols. These protocols may have human inspectors in the loop.

Part of the membership enrollment policy most likely is that the trusted subjects di are inspected
against the screening database, which is collected according to screening policy En.

En : This is a process of registration of n questionable subjects dj , j = 1, ..., n by storing machine descrip-
tions of these subjects in some database N. The policies here are about when a subject dj in a legacy
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database is included in the screening database N and what information about a subject dj is stored
along.

The purpose of this database N is of dual use. It may be used as part of the enrollment policies, i.e.,
each trusted subject di needs to be matched against database N. It also of course is used for screening
subjects dk who are not a member of M when they request access.

Careful enrollment policies and quality control of the enrollment are central to the ultimate success of
biometric authentication. Much care is needed during enrollment and the reason for this is explained in
Section 12.3.

For enrollment process Em, we repeat some of the things we already said in the introduction and expand
on it a little. Enrollment policies that determine who are the eligible subjects M need to be defined for each
application. These enrollment policies Em include things like this:

• The “true” identity of a subject has to be (manually) verified or established somehow. What proofs of
identity are accepted at enroll time?

• A definition of membership requirements for the prospective members di, i = 1, ..., m needs to be
defined. That is, it needs to be defined who the customer is.

Ironically, this is sometimes called the target population, an unfortunate choice of words because this
population is also the target population of the attacker.

• What credentials are issued and what credentials are shared with the application (biometrics, personal
knowledge) for subsequent authentication. Choices made here will limit the ultimate flexibility of the
authentication protocols as we saw in Section 3.

Again, during enrollment, other databases may be available, indicated by the databases legacy civilian
and legacy criminal in Figure 39. Then, during enrollment a subject can be screened against the databases to
determine whether a person has some undesirable credentials; these “credentials” can be civilian, i.e., credit
report records or drivers license records; these credentials can be criminal, like previous arrests.

Enrollment policies that determine who are the undesirable subjects dj , j = 1, ..., n to be registered in
screening database N need to be defined for each application. These policies includes things like:

• It needs to be exactly specified and agreed upon what type of information about a subject d docu-
mented in legacy databases, such, as FBI, INS, DMV excludes subject dj from database M.

The details of the policies for running such enquiries of legacy databases may or may not be publicly
made available. Nevertheless, the enrollment policy somehow has to define this.

• It needs to be exactly specified and agreed upon what type of information about a subject dj docu-
mented in legacy databases, such, as FBI, INS, DMV is that results in the inclusion of dj in N.

Enrollment policies can only be developed through an open national and international debate. Con-
sequently, this debate will probably be chaotic, like everything else in the biometrics area. The resulting
enrollment policies will be also, like everything else, are a complicated matter of compromises.
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12.2 Probabilistic enrollment

The enrollment process has as ultimate goal the assignment of a ‘1’ or ‘0’ to each subject dk, k = 1, ... in
the world population W, meaning, either you are trusted or you are not. This is an unrealistic goal, and it is
best to assign some probability pi to each trusted subject di, i = 1, ..., m.

After all, after enrollment real world subject sj is just a machine representation or token Ti, i.e.,
(IDi, Pwi, Bi), an identifier along with a password (Pwi) and a biometric template Bi. And there is
only a probabilistic link between this token Ti and real world subject di. It is therefore desirable that the
enrollment process of Figure 39 also computes and stores likelihoods

pi(ID = di/Bi), i = 1, ..., m.

That is, the likelihood of di given the stored template; or in a sense this expresses how well a subject’s
biometric matches his or her template.

Equivalently, one could have an expression for

pi(ID = dj ; j 6= i/Bi), i = 1, ..., m,

which forms the basis of the cohort techniques (Section 11.1.1).
So, we only have some probabilistic association between a biometric template Ti and the real subject

di, because after enrollment, a subject is only a machine representation (some biometric template and some
ID) of the real-world biometric, which is the subject itself. As described in [17], this allows for better
authentication decision-making and it allows the association of meaningful measures of the cleanness and
security of the database M and therefore the security (integrity) of the installation.

12.3 The zoo

This brings us to the enrollment database population as a system variable, because we want to express
the integrity of the database M somehow. Here we do not refer to the integrity of the credentials Ti =
(di, Pw, Bi), i = 1, ..., m. These credentials could be flat-out wrong to begin with because of circumven-
tion, coercion and impersonation (see Section 13), and that means that because of sloppy enrollment the
database is not clean anymore.

But even if the enrollment database were “clean” by some definition, an enrolled database of biometric
identifiers brings with it, because of the fuzzy or probabilistic matching, the notion of subjects with strong
and subjects with weak biometric identifiers ; that is, for the same biometric, one subject may be easy to
authenticate because he/she has a very distinctive pattern while another subject may be hard to authenticate
because his/her biometric pattern is not very distinctive. The speech recognition community realized early
that there are subjects whose speech is easy to recognize and there are subjects that are hard to recognize,
these subjects are called sheep and goats, respectively.

Doddington et al. in [41] introduced this notion of animals (“Doddington’s zoo”) to the area of speaker
recognition and added some animals (see below). Classifying the enrolled subject in terms of animals is a
good tool to understand the enrolled population of a particular installation. This classification is intended
for voice recognition and for speaker identification, but is applicable to other biometric identifiers as well. It
also amplifies the importance of careful enrollment, because if enrollment is neglected it can really become
“a zoo out there” to quote Doddington et al.

The sheep and goat are the traditional categories:
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Sheep: This is the group of subjects that dominate the population and authentication systems perform rea-
sonably well for them simply because their real-world biometric is very distinctive and stable.

Goats: The group of subjects that are particularly difficult to authenticate with a poor real world biometric
that is not distinctive, maybe damaged and variable over time.

This is the portion of the population that generates the majority of false rejects.

Doddington et al. added two more subject categories:

Lambs: These are the enrolled subjects who are easy to imitate. A randomly selected speaker from the
general population is highly likely to be erroneously authenticated as an enrolled lamb. Equivalently,
in the signature area, a zero-effort forgery, (in essence a scribble) is highly likely to be erroneously
authenticated as an enrolled lamb. Simply because lambs have easy-to-forge signatures.

Lambs are the subjects, when enrolled in a database that constitute the portion of the enrolled popula-
tion that are the cause of a false accept because they are eaten by wolves.

Wolves: These are subjects that are particularly good at imitating, impersonating or forging a particular
biometric. That is, for example in speaker recognition their speech is likely to be accepted as another
enrolled speaker’s speech and these subjects will make successful intruders causing another type of
false accept. Equivalently, in signature a professional forger is a wolf and if the forger has knowledge
about signatures of enrolled lambs, the easiest thing to do for the intruder is simply to forge the
signature of a known lamb.

A possible way to distinguish these two types of false accepts is to think of lambs causing “passive false”
accepts and wolves causing “active false” accepts. This notion of the two types of false accepts is introduced
in [18]. The passive false accept rate is measured by randomly matching random biometric samples to
enrolled samples. However, each enrolled subject di, i = 1, ..., m has its own false accept and false reject
rate and hence attacking an installation by impersonating the right lamb will result in much higher error
rates. However, actively attacking a system with unenrolled wolves will result in a significantly much
higher (active) false accept rate. The classes are summarized in Table 19.

Doddington’s zoo [41]
Sheep Well behaved subjects in the population.
Goats The subjects that cause the false rejects.
Wolves The subjects that attack other subjects in the population, causing active FA.
Lambs The subjects that are attacked by other subjects, causing passive FA.

Chameleons The subjects that both attack and are being attacked.

Table 19: Categories of subjects based on their impact on authentication system performance.

The chameleons were introduced in [18] because a matcher can be designed to be symmetric, i.e.,
distance templatea to templateb equals the distance from templateb to templatea. We arrive at the strange
situation that wolves ≡ lambs.

Chameleons: These are the subjects who are both easy to imitate and are good at imitating others. They are
a source of passive false accepts when enrolled and of active false accepts when being authenticated.
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The classification in terms of animals depends on the way the match score probability is defined [18] and
is still poorly understood. Classification of fingerprints in terms of their matching behavior is attempted in
[19].

Hence, every biometrics implementation has its own zoo, which is composed of population groups in
terms of the above animals. The exact composition of the target population in term of these animals greatly
influences the accuracy of a particular application. Conversely, setting the Failure to Enroll higher (by, e.g.,
more quality control, see below) will result in the disqualification of the undesirable animals and the enrolled
population will consist, as desired, of mostly sheep.

12.4 Biometric sample quality control

Many random false rejects/accepts are because of adverse and hostile signal acquisition situations. Poor
input control perhaps constitutes the single most important reason for high false reject/accept rates. Apart
from better user interfaces, there are two solutions to this. One can either probabilistically model and weigh
all the adverse situations into the feature extraction/matching system or one can try to dynamically and
interactively obtain a desirable input sample The latter is only possible in interactive overt authentication
protocols involving cooperative users.

Automatic implementation of either strategy needs an algorithmic characterization of what a desirable
pattern sample is, some quality measure. The term “quality” is then somehow related to “processability” of
the sample. A system faces difficulty in analyzing poor quality samples and performs well when presented
with good quality samples. It is important to quantify the concept of quality so that consistent actions can
be taken for different types of undesirability, so that an appropriate corrective action can be suggested or
taken by the system (e.g., apply enhancement) or by the subject (e.g., present the biometrics in a different,
“better” way). Finally, it is desired that assessment of quality is fast and does not involve actually matching
the given sample either with its mates or with its non-mates. Often, one single best sample is desired.

Conveniently handling biometric samples of diverse quality is important to any practical biometric au-
thentication system. However, in theory, for almost all applications it is possible to compromise some
convenience (ease-of-use or FR) by accepting only a certain quality of input. Not surprisingly, almost all
operational biometric systems have an implicit or explicit strategy for handling samples of poor quality.
Some of the simplest measures for quality control include the provision for presenting multiple samples to
the system. In other schemes, the system provides a user with live visual display of the biometric that has
been sampled (which is of course not practical for all biometrics).

This input quality control will result in higher FTE rates, accepting low-quality biometrics samples
lowers FTE. Quality control of the input samples (especially during enrollment) is important to maintain a
certain level of quality, i.e., with higher FTE, only good biometric samples will join the enrolled population.
This is important because the number of users that, in one way or the other, are subject to some exception
handling (e.g., a human gate agent) can be an added cost in a particular biometrics installation. Unfortu-
nately, these subjects are hard to recognize thereby increasing the FR but perhaps more importantly, these
subjects will also increase the FA rate. Hence, the FTE rate is an extremely important variable of an appli-
cation because if it is too high an application simply becomes too costly. In some sense then, the optimal
FTE for a biometrics application is a tradeoff between upfront investment and the continuing operating cost
of a biometrics installation, i.e., FTE ⇒ Cost, the FTE of an installation greatly affects the operating cost
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13 Points of attack

Automated biometrics helps to alleviate the problems associated with existing methods of user authentica-
tion. Biometrics can improve convenience or security, or ideally both. Though, security weak points will
exist or will be introduced in any biometric installation. These weak points will likely be found during the
operation of a system, because the system will probably be attacked at these points.

Unlike password systems, which are prone to brute-force dictionary attacks; biometrics systems require
substantially more effort to successfully attack. Although standard encryption techniques are useful in many
ways to prevent a breach of security, there are several new attack points possible in the domain of biometrics.

In remote unattended applications, such as web-based e-commerce applications, attackers may have
enough time to make numerous attempts before being noticed, or may even be able to physically violate
the remote client. At first glance, supervised biometric installations, such as at airports, may not be that
vulnerable to brute-force attacks. But such installations surely can be the victim of replay attacks. Below, in
Section 13.1 we develop a generic pattern recognition model that enables the study of security weak points.
Such understanding is needed when designing biometric systems, while still keeping in mind the security
versus convenience tradeoff.

A biometric authentication system looks like the system in Figure 40. An input device measures a
biometric sample from a human being. This sample is converted into a machine representation of the sample
(which can be the sample itself) by the “feature extractor;” this machine representation is matched against
a reference representation, previously stored during enrollment. In Section 13.1, we describe the various
attack points using a model like this.

13.1 Pattern recognition model

A generic biometric system can be cast in the framework of a pattern recognition system ([18, 134]). The
stages of such a generic pattern recognition system are shown in Figure 40, indicated by A, B, C, D; enroll-
ment is two stage: E and F . Excellent introductions to such automated biometric systems can be found in,
e.g., [72, 106]. More recent descriptions can be found in reports like the Biometric Device Protection Profile
(DBPP) [90, 158].

Any biometrics system is a four-stage system as in Figure 40. More specifically, these stages correspond
to the typical stages:

A. The first stage is the actual acquisition of the input biometric sample. This process can be as simple
as recording telephonic speech, to as intrusive as diluting the eye to acquire a picture of a prisoner’s
retina.

The actual process and logistics of this biometrics acquisition process is perhaps the most important
factor in the convenience of a particular biometrics installation. On the other hand, the amount of
control one has over the signal acquisition greatly influences the quality of the sample and therefore
the accuracy of the system. Often the difficulty here is proper control of signal acquisition without
overly inconveniencing the user.

B. The second stage is the processing of the biometric sample to obtain some digital machine representation
that can be matched to other such representations. This stage can be as simple as just storing the
biometrics sample, or it can be as complicated as computing complex index structures as in [57].

The problem of designing representations for biometrics is as difficult as designing machine repre-
sentations for animate, articulated, and deformable objects, an active area of computer vision research
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[53].

C. This stage is the computation of a probability of match between two or more representations, one rep-
resentation of the input sample and one or more stored (enrolled) representations (from database F ).
There are several factors that determine how precisely this probability can be estimated for some input
sample. These factors are the quality of the input, the precision with which the representation can be
computed from a biometrics sample, and the effectiveness with which the matcher can compare two
representations.

Another factor here is the quality of the training data that is used to optimize the matching process.
Intricacies of this optimization process are discussed in Section 11.1

This stage also makes the actual match versus no match decision. This decision is best made with the
particular application in mind.

D. This is the application, which is protected by the biometric authentication system. This can be a trans-
portation system, a financial institution, or a computer account.

Application
Feature

extractor Matcher
Input device/

sensor

1

2

3 5

6

A B C D

7

4

DatabaseEnrollment

E F

8 9 10

11

Figure 40: Stages of authentication system and enrollment system and points of attack in a generic biometric
authentication system.

At this stage, the ultimate desired security of the decision, in terms of allowable False Accept (FA) rate,
is chosen as the operating point, which gives the False Reject (FR) rate. This is a compromise between
security and convenience, based on either static and or dynamic policies (see Section 3).

Besides the day-to-day work flow of a biometrics authentication or identification application, the imple-
mentation of the enrollment process and the organization of the database of biometrics samples are important
aspects of the application. Specifically, referring to Figure 40, while enrollment E is more complicated than
in password systems, a biometrics sample database F is similar to password storage.
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E. The enrollment procedure and logistics is an often-underemphasized aspect of a biometric system. Un-
like in password systems, it is not easy to re-enroll with a new biometric sample and therefore the
enrollment process needs careful consideration. Section 12 discusses the intricacies of this part of a
biometric authentication system.

F. The database of biometrics of samples F is either distributed, using smartcards [133] or centrally orga-
nized. This is a design choice in a biometrics system that can have many ramifications.

Within this model (Figure 40) we identify 11 basic points of attack that plague biometric authentication
systems. We break these various attack points into several classes and expand on them below.

13.2 Violating biometric identifiers

Many attacks on biometric authentication applications are attacks based on somehow mimicking another
person’s authentication credentials. We list some of these attacks in this section. In terms of security, one
could say that these are attacks on the integrity of the real-world actual biometric human appearance, like
finger and face.

1. Threat 1 is the presentation of a fake biometrics at the sensor A, point of attack 1. This can be im-
plemented as a replay attack by tampering with the sensor, or as an impersonation attack with some
incidental amount of tampering with the sensory device or process (as described in Section 13.2).

This sort of violation can be achieved in two ways: mimicking a subject or physically attacking a subject.
The most obvious case is when a genuine user is coerced to identify themselves to an authentication system.
The authentication means could be forcibly extracted from a genuine user to gain access to the system with
concomitant privileges. For instance, an ATM user could be forced to give away his or her ATM card and
PIN at gunpoint. It is desirable to reliably detect instances of coercion without endangering the lives of
genuine users and take an appropriate action when such coercion is detected.

The other possibility is that a biometric authentication application could be attacked by somehow chang-
ing one’s biometrics. When cost is not an issue, all biometrics can be, and probably will be, subject to
impersonation. The ease with which this can be achieved varies from very easy to close to impossible and
again very much depends on the implementation of the specific system and, of course, the intrinsic error
rates (Section 8) of the particular biometric.

For example, by using makeup or a mask it is easy to disguise one’s facial appearance to make oneself
look very different. This can prevent identification and so, in some sense, leads to false negative errors
FN in biometrics identification applications (surveillance protocols). For instance, skilled humans have an
uncanny ability to disguise their identity and are able to assume (forge/mimic) a different (specific) identity.
To generate a FA error instead, one has to be able to both completely disguise one’s true nature and faithfully
impersonate (forge/mimic) a different individual. Face and voice are two traditional biometrics that come to
mind first for this type of disguise or impersonation attack. However, every biometrics (except for perhaps
DNA) is susceptible to such spoofing.

The security of a biometric system, when it comes to impersonation, depends on both the biometric and
the particular installation. It will always be possible for one person to somehow impersonate others with a
high degree of similarity (an important vulnerability in unattended, cooperative applications like physical
access control). Photographs, rubber masks, and video replay all allow impostor attacks, i.e., allow active
false accepts FA. Thus detection of security vulnerabilities using such fake biometrics data is important.
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For example, there exist fingerprint scanners that automatically reject dead or fake fingers [146]. With
computing power more abundant, the technology for detecting fake biometrics will likely keep improving.
The combination of multiple biometrics also reduces the exposure to impersonation attacks since it means
more attributes of an individual have to be copied with good fidelity.

As discussed in Section 6.1, the inclusion of biometrics in the authentication protocol, may inadvertently
introduce points of attacks or security vulnerabilities. It are these points of attack that we study in the next
section and, as we will see, biometric systems have many points of attack in common with password systems.

13.3 Front end attacks

The front end of the system is where the bulk of the authentication activity occurs. The front end is respon-
sible for turning the sensed biometrics signal into some sort of invariant representation and then matching
this against a retrieved reference template for the individual. This opens up several possibilities for attack:

2. A second point of attack of a biometric system is an attack on the channel between the sensor and the
biometric system. We refer to this as threat 2. This can be a replay attack, resubmission of old digitally
stored biometrics signal, or an electronic impersonation.

3. Threat 3 is attack by Trojan horse on the feature extractor B. The feature extractor could be attacked
so that it will produce a pre-selected feature set at some given time or under some specific condition.
That is, after the features have been extracted from the input signal they are replaced with a different
synthesized feature set (assuming the representation is known).

4. Attack point 4 is the communication channel between the feature extractor and matcher. In the case of
fingerprints, if minutiae are transmitted to a remote matcher (which can be the case when using smart
cards [133] to store the template) then this threat is very real.

5. Attack 5 is again a Trojan horse, the matcher is attacked to directly produce an artificially high or low
match score, thereby manipulating the match decisions.

13.4 Circumvention

An often overlooked vulnerability of an authentication system is:

6. Threat 6, a very important threat, is the overriding of the output of the matching module C. The output
of the matching module could either be a hard match versusno match decision, or it could be just the
probability of a match where the final decision is left up to the application. The attack point 6 is the
same in both cases.

Some problems plague all authentication technologies (based on possessions, knowledge, or biometrics)
alike. Fraud in an authentication system is possible in different forms. Some forms of fraud are characterized
as loopholes in the system: possibilities of illegitimate access to a system not envisioned by its designers.
Other forms involve using intentionally incorporated mechanisms to transcend the authentication used by
the system (super-user) and hence, in principle, cannot be eliminated using any strategies embedded inside
the system (intra-system). The types of fraud could be categorized as follows:
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• Collusion: In any application, some operators of the system will have a super-operator status, which
allows them to bypass the authentication component of the processing and to overrule the decision
made by the system. This facility is incorporated in the system work flow to permit handling of
exceptional situations, e.g., processing of individuals with no fingers in fingerprint authentication
systems.

• Covert acquisition: It is possible that the means of identification could be compromised without the
knowledge of a legitimate user and be subsequently abused. For instance, there is a significant amount
of fraud in covertly observing PINs at public telephones.

This could be called an impersonation attack as the ones discussed in Section 13.2, however, only a
user’s parametric data are used, the biometric is not impersonated. Yet it is unclear how one could
realistically steal someone’s fingerprint template by mere physical observation, nonetheless supply
it to the authentication system. It is more likely that the attacker will duplicate some possesion or
knowledge, such as a smartcard or PIN, which must be used in conjunction with the biometric (which
has also been impersonated).

• Denial: It is possible that a genuine user may identify himself to the system using legitimate means of
identification, through (say) a smart card, to gain access to the privileges and is subsequently denied
such an access, i.e., a FR because of compromising biometric authentication templates. While this
is not exactly fraud – no unauthorized access was granted to the protected resource – it disrupts the
functioning of the system without explicitly breaking any of its components.

Many of these problems may not be fully eliminated. Currently, attempts to reduce fraud in authen-
tication systems are process oriented and ad hoc. There is a need to focus research effort on systematic
and technology intensive approaches to combat fraud in the system. This is especially true in terms of bio-
metric authentication systems where the captured biometric measurements and context may have sufficient
information to deter some forms of fraud. In particular, multiple biometrics show promise in approaching
solutions to many of the above-mentioned problems.

13.5 Back end attacks

The database of enrolled individuals is available locally or remotely possibly distributed over several servers.
Unauthorized modification of one or more machine representations in the database, which could result in
authorization of a fraudulent individual, or at least in denial of service to the person associated with the
corrupted template (again, it is assumed that the representation is known).

7. Threat 7 is another channel attack but on the communication between the central or distributed database
and the authentication system. The (biometric) representations from the stored database F are sent to
the matcher through a channel, which is attacked, to change the representations before they reach the
matcher.

Processes E and F perform an extremely important function in a biometric authentication system, the
enrollment of the eligible subjects, or the access control list. The “cleanness” of that database F is of
extreme importance because the final authentication system is only as secure as its enrollment database
itself (see Section 12). Three points of attack can be identified:
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8. Attack point 8 is the enrollment center or application (E in Figure 40). The enrollment and authentication
processes have similarities, and therefore enrollment is vulnerable at attack points 1, ..., 6.

9. This point of attack is a channel 9 (similar to attack point 10). Control of that channel allows overriding
the the (biometric) representation that is sent from F to C, assuming that the representation format is
known to the intruder.

10. Attack on the the database F . The database of enrolled (biometric) representations is available locally or
remotely possibly distributed over several servers. This threat is the unauthorized modification of one
or more representations in the database. This could result in authorization of a fraudulent individual,
denial of service to the person associated with the corrupted template (again, it is assumed that the
representation format is known), or removal of a known terrorist from a screening list.

This also opens up the possibility of privacy attacks – an attack on the confidentiality of the biometric
authentication system, i.e., on the access control list or database of members. This attack is not aimed
at the application but is aimed at the biometric authentication system database. The section on privacy
aspects of a biometric installation, Section 6.3, discusses already the possibilities and consequences
of such attacks.

For example, with collusion between the hacker and the supervisor of the enrollment center, it is easy
to enroll a newly created identity or stolen identity, the consequences of which could be severe. This threat
is also very real in manual authentication systems. Purely from a biometrics point of view, the threat is
ultimately related to the ease with which a biometrics can be impersonated (see Section 13.2) and hence to
the intrinsic FA. Enrollment needs to be more secure than authentication and is best performed under trusted
and competent supervision.

Of course, what also needs to be remembered is the application or system that is being protected:

11. As noted in [83], the actual application D is a point of attack, too. This means that biometric authen-
tication systems should take advantage of all the security services that are offered in a traditional
authentication system, too.

In addition, Schneier describes many other types of abuses of biometrics in [143].
Overall, the greatest threat to a biometric authentication systems is presenting, either physically or elec-

tronically, fake biometrics or previously acquired biometrics. This is especially a threat that needs to be
addressed for enrollment, that is, careful thought must go into how easy it is to enroll a newly created iden-
tity. In particular, threat 1 and threat 2, somehow tampering with the input device or the communication
channel so that the sensed biometric resembles the biometric of a target, need to be examined. As we note
below, electronic impersonation is becoming, or will become, feasible. However, the threat of an elec-
tronic replay of previously recorded biometrics samples can be prevented using judicious combinations of
challenge and response systems and data hiding (see [128] and Section 13.7).

The fact that biometric templates of the system in Figure 40 are stored either in a central database or
distributed over clients or smart cards, does not necessarily affect the security of a biometric-based system
since this portion of the system can be made secure with traditional technology. While a smart card solution
may provide a privacy advantage since the biometrics database F is not centralized, they also give attackers
ample time to tamper with the smart card.

The issue of privacy raises many concerns and needs to be solved by designing identity-encrypting
technology. In that fashion, identity encrypted templates can be matched in the “encrypted” domain without
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any possibility of ever tracing back the original identities. (A first attempt to this can be found in [128].) The
detection of fake biometrics is also a very important research topic that has not been addressed sufficiently
yet.

13.6 Other attacks

Password systems are vulnerable to brute force attacks, here the number of characters in the password
corresponds to the bit-strength of the password, which expresses the amount of effort it takes (on average)
to break into password authentication systems. There exists an “equivalent” notion of bit-strength of a
biometric, also called intrinsic error rate (see Section 8). Such attacks would occur either at Point 2 or Point
4 but, in general, the number of variations that would have to be tried is prohibitive.

In Section 8 we discuss some of the motivations for research in the bit strength of biometric identifiers.
More on this subject can be found in [131, 134].

Attacks that we have not mentioned yet but are mentioned in [90] are:

• “Hill climbing attack: A type of malicious attack directed towards the comparison process whereby
an unauthorized user incrementally increases the proposed matching data and presents this data di-
rectly into the comparison function until a successful matching score is provided by the biometric
algorithm.” This would be similar to a brute force attack. For instance, for fingerprints the attacker
might submit a print with hundreds of minutiae in the hopes that at least the threshold number N of
them will match the stored template (assuming the matcher does not reject such represnetations or
normalize for this effect).

• “Piggy-back attack: A type of malicious attack whereby an unauthorized user gains access to the
protected assets through simultaneous entry with a legitimate user. This attack may be characterized
by physical force or logical entry beyond the portal.” This corresponds in some ways with coercion
as mentioned in attack Point 1.

13.7 Challenge and response

One of the prime vulnerabilities of biometric authentication systems is replay attacks, particularly at Point
2 and Point 4. One way to guard against these is to use a challenge-response protocoal. For example,
prompted-text or text-independent verification (which are well established in speaker identification litera-
ture [4]) can avoid a simple replay attack, but at the cost of a more intrusive, complex and expensive system.
Ironically, advances in trainable speech algorithms [43, 58] provide tools for attacking even these more so-
phisticated systems. Such challenge and response systems can be extended to other biometrics. Interactive
fingerprint authentication systems can use video streams of fingerprints [44]. Of course, even these sys-
tems will eventually be attacked successfully. It is difficult to predict whether man will beat machine, or
vice versa. However, by making impersonation more difficult, at least casual attacks (the majority) can be
deterred.

Another type of challenge and response to detect replay attacks in hardware is proposed in [131]. This
approach is based on challenges to the sensor that is assumed to have enough intelligence to respond to the
challenges. Many silicon fingerprint scanners [7, 140] are able to exploit the proposed method as a local
secure processor can be integrated without much effort.

These type of challenge and response implementations, either between human and computer, and com-
puter and computer are naturally part of the authentication protocol R(P, K, B) and fall in the category of
a dynamic authentication protocol as described in Section 14.3.
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14 Integrating information

For many applications there are additional sources of information that can be used in authentication. In other
applications, the use of a single biometric is not sufficiently secure. In both cases the question becomes how
does one integrate multiple sources of information to make the whole application more secure. Below we
describe a variety of techniques for doing this based on different sorts of information.

14.1 Searching biometric databases

Some of this hype is surrounding the accuracy of (large-scale) biometric identification, i.e., 1 : n biometric
matching or searching a biometric database N with n enrolled subjects. The optimal way to implement such
a search is by performing n biometric 1 : 1 matches, either sequential or in parallel. However, these searches
are often constrained to search smaller portions of the database.

For databases N holding a large number (n) of biometric templates, ”search efficiencies can be achieved
by partitioning them into smaller groups based both upon information contained within (endogenous to) the
templates themselves and upon additional (exogenous) information such as the customer’s name, obtained
at the time of enrollment” [169]. These techniques are called ”filtering” and ”binning,” constraining the
search with parametric data and constraining the search with additional biometric data.

Filtering: Examples here of course are plenty. Filtering down the search of N by (say) a subject’s surname,
could partition the biometric template database into many sets, which can be overlapping when fuzzy
comparison between names matches is used (some sets can be very large, c.f., ”J. Smith”). Note that
filtering then is an authentication protocol P that operates on authentication method, or credentials,
(possession, biometric) = (P, B) = (name, B). The protocol simply says:

1. Search the database N of enrolled subjects by surname (possibly a fuzzy search).

2. Search the subjects with matching surnames by matching input sample biometric B with the
corresponding templates.

This returns a ”candidate list” or ”hit list” of subjects in database N with the name Smith and a
template that matches biometric sample B.

The extreme here is narrowing down the search using a unique (or almost unique) parametric identifier,
i.e., social security number or some other national identifier. Then the credentials are

(possession, biometric) = (P, B) = (sosial security number, B)

and the problem of identification (1 : n matching) is reduced to verification (1 : 1 matching).

Binning: This is filtering based upon information contained within the templates in database N themselves,
or more general, based upon other biometric identifiers B ′ of an individual. Such a search is performed
by an authentication protocol operating of an authentication method (B) = ({B, B ′}). Perhaps the
best known instance of this technique is to first classify the type of the fingerprint and then matching
the minutiae of the fingerprint. Here the types are global print classes like ”loop,” ”whorl,” etc. and
the minutiae are much finer resolution features [51].

Binning can also be based on different biometrics of an individual, i.e., (B) = ({B, B ′}). Here B
could be a fingerprint and B ′ could face type, which may be obtained from a face image. If the search
space (the number of matches) is to be reduced with this authentication method is the protocol:
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1. Select those subjects in the database N whose biometric template matches biometric (sample)
B′, i.e., those subjects with face type B ′.

2. Match the input credential B with the templates of these remaining subjects to find those subjects
in with matching B′ and B.

Which ideally returns one unique enrolled subject from database B or a small list.

This type of binning is commonly referred to as ”multiple biometrics” and creates the problem of bio-
metric matcher integration as discussed in Section 14.2

When using the filtering or binning authentication methods (P, B) or ({B, B ′}), the space to which a
subject biometric B is matched is limited to a smaller part of the database of templates, i.e., the protocol
is directed at limiting the number of biometric 1 : 1 matches. In a sense, the database is divided up into
multiple partitions; these partitions may overlap in case of uncertainties in templates; a template may be in
all partitions. Then the percentage of the database that is scanned on average Pe is called the penetration
rate

Pe = E(# of biometric matches)/n.

Filtering is another type of integration, that of authentication protocols based on integrating possession
type P of credentials, such as name, home state, etc. to be used to assist and speedup the biometric search.
Possession tokens can be added to an existing authentication protocol:

1. Adding P to the identification protocol prescribes narrowing down on a smaller and smaller set of
biometric templates. This has the desirable effect that the chances of false positives go down, the
probability of a false negative, will go up dramatically. A matching biometric template in the database
N that is not associated with the additional possession identifiers will always produce a false negative.

2. Adding P to a verification protocol, asking for additional possession beyond the identifier ID. Note
that this type of integration does not decrease the biometric verification error rates and, therefore, does
not the increase the probability that the subject is who he claims to be. After all, the probability that
a person is who he says he is equals the probability of match between a stored biometric template
and a newly acquired biometric sample. This probability does not increase when the subject supplies
additional passwords, it simply means that the subject knows the passwords.

To form a true composite probability, one would have to estimate p(Pw/¬s), the probability that
someone other than subject s knows password Pw.

14.2 Integration of biometrics

One of the primary limitations of biometrics are the often higher than desired error rates and the use of
multiple biometrics is thought to be a solution to existing authentication protocols.

1. In an identification protocol an additional biometric might be used to narrow down on a smaller and
smaller set of biometric templates. Hence, the authentication protocol calls for first matching B and
then matching B′, hence only if both B AND B ′ match the template, a subject is considered a match
for the candidate list.

2. The verification protocol
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The use of more than one biometric may alleviate problems, or adverse properties, of the individual
biometrics as described in Section 10. These are properties of a biometric like universality, col-
lectability, and acceptability; for example, an additional biometric beyond finger accommodates those
subjects without fingers or with hard to acquire fingerprints and accommodates those who object to
enrolling with a fingerprint.

Accept / Reject
OR

Biometric a

Biometric b

Accept / RejectBiometric a

Biometric b
AND

Figure 41: Verifying that both biometrics match or one of the biometrics matches.

We formulate the problem of multiple biometrics integration and examine some integration schemes.
The actual mechanics of integrating the authentication using multiple biometrics (say, biometric a and bio-
metric b) is specified in the authentication protocol. Figure 41 shows simple biometric integration at the
decision level. For instance, let biometric a be a finger of a subject and biometric b be the face appearance
of the subject. Also let the false accept and false reject rate for biometric a be FAa and, FRa; and for
biometric b, FAb and FRb.

The effect that the integration of multiple biometrics can have on the overall FAo and FRo of the inte-
grated system. Combining the biometrics through an AND improves the FA at the expense of FR; combining
the biometrics through an OR improves the FR at the expense of FA. Again, this is a tradeoff between secu-
rity and convenience. This can be seen as follows:

• Biometric a AND biometric b: To generate a false accept, both biometrics a and b have to be falsely
accepted, hence

FAo = FAaFAb;

to generate a false reject either biometric a or b needs to be falsely rejected, hence

FRo = FRa + FRb(1 − FRa) = FRa + FRb − FRaFRB.

Here the product is subtracted to avoid counting false rejects FRb when FRa is true.

• Biometric a OR biometric b: To generate a false reject, both biometrics a and b have to be falsely
rejected, hence

FRo = FRaFRb;

to generate a false accept either biometric a or b needs to be falsely accepted, hence

FAo = FAa + FAb(1 − FAa) = FAa + FAb − FAaFAb.

Table 20 summarizes the error rates, assuming that the product FAaFAb is small compared to the sum
of the error rates.

The effect of integration of biometrics on the error rates is better understood if concepts like the Receiver
Operating Characteristic (ROC) curve are defined. Therefore, further discussion of this topic is deferred to
Section 14.4. An example of a system that uses two biometrics can be found in [64].
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FAo FRo

AND FAaFAb FRa + FRb

OR FAa + FAb FRaFRb

Table 20: Biometrics can be integrated to improve security (AND) or to improve convenience (OR).

14.3 Dynamic authentication protocols

Protocols do not have to be static, indeed dynamic protocols have been introduced. One dynamic protocol
for speaker verification is the idea of conversational biometrics. Quoting from [16]:

“... A conversational biometric systems engages in a natural language dialog with the user,
presents randomly generated questions, and collects the users responses. When appropriate,
the conversation may be embedded into the natural transaction dialog. The questions to be
asked can be randomly generated from a large collection of questions and answers that the user
provides during an explicit knowledge enrollment stage (e.g., ”what is your favorite color?”),
or may be generated from user-specific information available from the application (e.g., ”what
is the balance in your last statement?”). A protocol management module generates a protocol
dynamically for each transaction, based on the application requirements. The dynamic protocol
specifies the maximum number of questions to be asked, and the minimum number of correct
answers, or alternatively, the protocol may specify the minimum score needed for the knowl-
edge match. The protocol also specifies the minimum score required for the acoustic voiceprint
match, and may adaptively modify the maximum number of questions to be asked, based on the
voiceprint match scores. By generating appropriate protocols, one can provide higher accuracy
or greater flexibility, or both [98, 113].”

Note that conversational biometric does a biometric match between the speech sample and the voiceprint on
file and a “knowledge match” between the collected responses through speech recognition and the knowl-
edge on file. Verifying the correctness of the answers however does not increase the probabilistic certainty
about a subject at the other end of the phone line; it may increase the possibility that the subject is authentic
but it does not increase the probability that the subject is authentic. This is because the answers are not
inherently associated with only the subject and not provably unknown to others, i.e., known to possible
impersonators and imposters. Hence, such authentication has repudiation possibilities as a liability.

Referring back to Section 3 where the three methods of authentication, possession, knowledge, and
biometrics, are defined. The answers to questions like: What is your mother’s maiden name? and How
many miles do you have accrued? are knowledge tokens K. We can again view conversational biometrics
as an authentication protocol

R(P, K, B),

with R operating on the triplet (P, K, B).
Let us look at a list of questions and the answers for the conversational biometric of Table 21. These

questions have to be somehow agreed upon during an enrollment phase, there are two possibilities here:
(i) questions/answers about private or personal issues but about issues that are not really secret; (ii) ques-
tions/answers about issues that are somehow secret. In both cases, the conversational answers are knowledge
tokens K. Conversational knowledge may appear to be a possession P (the accrued mileage) and is often
confused with biometric information B (mother’s maiden name) because it has many of the properties of
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Conversational
biometrics

Place of birth Virginia
Name of pet Tiger

· ·

· ·

Qk Ak

Table 21: A list of questions and answers that represents the knowledge K in conversational biometric
authentication.

biometrics. Conversational biometric knowledge K are like passwords and phrases however because the
knowledge K can be shared. Either way, the authentication protocol R(P, K, B) calls for simultaneously
recognizing a subject based on voice B while verifying the answers to the questions K.

Conversational biometrics could use other forms of man-machine communication, for example using
handwriting recognition or keystroke characteristics (which is a behavioral biometric). This could be sig-
nature verification generalized to writer identification [65] with the same categories (as for speaker verifi-
cation), i.e., text dependent and text independent writer verification. As a working biometric technology,
attention has focussed on signature verification and writing verification as areas of research. Authentication
protocols where the subjects are asked to provide written or typed answers to questions can be envisioned;
there is evidence here that a person’s signature and person’s handwriting are complementary [151]. Of
course, one can always use a question bank as in Figure 21 with any biometric.

In effect, conversational biometrics is an extension of machine to machine secure authentication proto-
cols, called challenge and response protocols, see Section 13.7. Here, electronic inquiries that can only be
answered by an authentic system are dynamically formulated.

Many traditional biometric authentication protocols are dynamic in nature. Interactive input sample
quality control implemented through communication between human and computer is for instance a dy-
namic protocol, see Section 12.4.

14.4 Information integration

The above parametric properties, FA, FR, FTE, ... are studied for biometric authentication protocols that
involve one biometric identifier. The integration of biometric identifiers is an integral part of the authenti-
cation protocol. The design of multiple biometrics authentication systems with specified FA and FR is quite
complicated as we see in the rest of this section.

14.4.1 Integration methods

Information contained in multiple biometrics could be integrated using a number of different methods, at
various levels, and in different contexts (see, for instance, Figure 42).

The various types of integration indicated in Figure 42 are described in the following and example
protocols are given in Table 22.

1. Multiple biometrics: This is what typically is thought of as integrated biometrics authentication. More
than one, disperse biometrics, such as face and voice, or fingerprint and hand geometry are used for
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One finger

4. Multiple
sensors

1. Multiple
biometrics

6. Multiple
tokens

5. Multiple
matchers

2. Multiple
fingers

3. Multiple
sensing

Figure 42: Multiple choices for integration in a fingerprint system.

authentication. This can be through the AND-protocol or the OR-protocol.

2. Multiple locations: This authentication protocol is only possible with biometric identifiers that are
present on the subject in multitude. Examples are the left OR the right iris, the left index finger AND
the right index finger, and so on.

3. Multiple sensing: This includes, for example, the well-known authentication protocol “three tries and
you’re out.” That is, a subject is allowed to offer three samples of the biometric and has three chances
to match this sample with the stored templates. The variants here are for instance giving the subject
some upper time limit for voice and face recognition.

4. Multiple sensors: Two or more different sensors can be used to acquire the same biometric identifier,
e.g., a fingerprint sensor based on frustrated total internal reflection and a sensor based on CMOS
technologies. Such protocols include the use of multiple cameras from different viewpoints.

5. Multiple matchers: Here different matching technologies are used on the same biometric sample
acquired from the subject. These are the combinations of feature versus appearance representations
(templates) for face images and fingerprint image, where the features would be minutiae.

6. Multiple tokens: For completeness we have added the integration of a biometric with a possession
or knowledge token. Again, this is the typical authentication with biometric verification protocol as
discussed in Section 3.1.

14.4.2 Score level integration

There are many ways to integrate biometric identifiers:
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Example authentication protocol
1. Multiple biometrics Face image and voice print.
2. Multiple locations Index and middle finger.
3. Multiple sensing Three tries of index finger.
4. Multiple sensors Ultrasonic and optical sensing.
5. Multiple matchers Minutiae and correlation fingerprint matcher.
6. Multiple tokens Tokens as in Section 3.1

Table 22: Fingerprints lend themselves to many different types of integration.

Tightly coupled integration: The output from multiple biometric sensors could be used to create a more
reliable and/or extensive (spatially, temporally, or both) input acquisition [24]. The representations
extracted from many biometric sensors could be collated and the decisions could be made based on
the joint feature vector. The integration at sensor or representation level assumes a strong interaction
among the input measurements and such integration schemes [32].

Loosely coupled integration: On the other hand, assumes very little or no interaction among the inputs
(e.g., face and finger) and integration occurs at the output of relatively autonomous matching engines,
each engine independently assessing the acquired biometric samples.

This document only discusses loosely coupled integration systems.
The loosely coupled systems are not only simpler to implement, they are more feasible in commonly

confronted integration scenarios. A typical scenario for integration is two biometric systems (often pro-
prietary) independently acquiring inputs and making an autonomous assessment of the “match” based on
their respective biometrics; while the decisions or scores of individual biometric systems are available for
integration, the features used by one biometric system are not accessible to the other biometric system.

OR

S1T1

C(S1, S2)

T2

S2

AND

Figure 43: One decision region is admissible under the OR-rule; another region, contained in the first region,
is admissible under the AND-rule.
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Decision level integration: Here, as in Figure 41, only decisions made by the individual biometric matchers
are integrated. Let the match scores for Biometric 1 and Biometric 2 be s1 and s2 for a particular
subject, respectively.

The AND integration protocol: A subject is required to offer both the biometric identifier 1 and identifier
2 to the biometric authentication system. The subject is authenticated if (s1 ≥ t1) AND (s2 ≥ t2). In
Figure 43 this means that a subject is authenticated if the score pair (s1, s2) lies in region I.

The OR integration protocol: The subject is asked to offer the first biometric identifier 1 and then
identifier 2. A subject is authenticated if (s1 ≥ t1) OR (s2 ≥ t2) where the second biometric only needs to
be acquired if s1 < t1. In Figure 43, a subject is authenticated if the pair of scores, (s1, s2), lies in region II.

The OR protocol can be implemented in various ways, in terms of the order of acquiring biometrics 1
and 2.

Score level integration: Here a subject is authenticated if C(s1, s2) ≥ t, i.e., if the score pair (s1, s2) lies
above the curve c(s1, s2) = t as in Figure 43.

Optimal integration then amounts to finding that curve c(s1, s2) at which (say) the FA rate is below
some desired minimum level and the FR is as low as possible. Hence, the authentication system is operating
at a curve, rather than at a point on the ROC (see quantitative parameters listed in Section 5). The curve
could be found by using test databases of multiple biometric samples. The literature does not appear to
reveal any research on this important topic. Below, we present a glimpse of the complexity in determination
of a desirable operating curve. The choice of operating point for single-biometric systems is discussed in
Section 5.1.

Note that this optimization may include the degenerate solutions. For example, if we look at Biomet-
rics 1, it may be found that s1 = 0 or s1 = 1, which means that Biometrics 1 is irrelevant in the final
authentication decision. More specifically we have:

(0, c(0, s2)) = (0, t) and (1, c(1, s2)) =(1, t). Operating at these degenerate thresholds (t = 0 and
t = 1) means:

1. s1 = 0: We have authentication protocol, c(s1, s2) ≥ t, and we get c(0, s2) = s2 > t. This
corresponds to the AND rule where Biometric a is ignored by setting its matching threshold to zero
and thereby accepting every subject irrespective of match score of Matcher 1.

The “integrated” system operates just on the match score s2 from Biometric 2.

2. s1 = 1: Again, with authentication protocol, c(s1, s2) ≥ t, we get c(1, s2) = s2 > t. This corre-
sponds to the OR rule where Biometric a is ignored by setting its matching threshold to one, which
means that nobody is accepted based on the score of Matcher 1.

The “integrated” system again operates just on the match score s2 from Biometric 2.

Hence, it is not necessarily true that integrating multiple biometrics gives better error rates. There is no
research evidence available as to whether these degenerate optimal solutions actually can occur when trying
to integrate the common (see Section 4) biometrics or not.
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15 APIs, standards and databases

A rapidly developing technology like biometrics needs to develop standards to address issues of inter-
operability, plug-and-play compatibility and building common Application Program Interfaces (APIs). In a
typical biometrics recognition system there are three layers of interaction involved as shown in Figure 44.
The lowest layer is the hardware layer involved with interfacing with the biometrics-specific hardware. Also
at the hardware level, standards like what ports and connectors the devices should use are being developed.
The next level deals with the recognition of the basic biometrics signal with vendor-specific representation
templates. The highest level is the layer involving the application. Standards are needed at every layer. In
this section we briefly present the existing standards for these layers.

Biometric
device
driver

Biometric
recognition

engine

Application
interface

Figure 44: Layers of interaction with biometric authentication systems.

For wide acceptance of biometrics, standards for interfaces and performance evaluation are needed.
Several standards are in the process of being developed and promoted. NIST is playing an important role in
designing several fingerprint databases [163, 164, 165, 166, 167] and conducting speaker verification tests.
The US Department of Defense runs the FERET and FRVT face recognition test. The BioAPI [8, 156]
is a standard for the application programmer interface allowing the decoupling of biometrics-technologies
from the applications that use them. At the hardware level, the devices for biometrics still remain non-
interoperable except when sharing a common existing standard such as NTSC video.

15.1 Standards and recommendations

We mention some of the better known standards and the standards known to the authors. We do not guarantee
that this list of standards is exhaustive.

• ANSI-NIST-ITL-2000: This standard specifies a common format to be used to exchange fingerprint,
facial, scars, mark and tattoo identification data effectively across dissimilar systems made by different
manufacturers. This standard [54] is a revised version of the ANSI-NIST-CSL-1993 standard and
ANSI-NIST-ITL 1A-1997.

• The 1996 FBI WSQ standard: For compression and decompression of gray scale fingerprint images,
the FBI in collaboration with LANL has developed a wavelet-based standard known as Wavelet Scalar
Quantization (WSQ). The original standard was proposed in 1993 and revised in 1996. The significant
advantage of the standard is that even at higher compression ratio, the minutiae feature are less dis-
turbed compared to other image compression standards. The law enforcement agencies where storage
of the fingerprint images is required, WSQ plays a crucial role.

More details about WSQ are available in [52].

• AAMVA DL / ID 2000: The American Association for Motor Vehicle Administration (AAMVA)
Drivers License and Identification (DL/ID) Standard [1] describes a uniform means to identify issuers
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and holders of driver license cards. The standard specifies identification information on driver license
and ID card applications. It also specifies a format for fingerprint minutiae data that would be readable
across state and province boundaries for driver licenses.

• CBEF:F The common Biometrics Exchange File Format (CBEFF)is an emerging standard that deals
with the issue of sharing biometrics in raw signal form or in template form. The standard is recom-
mended for facilitating data interchange between different components of a system or even across
systems. The data described by CBEFF includes security information in the form of digital signatures
and data encryption; identification of biometric type and information about the biometric sample and
the actual biometric data.

More details about CBEFF are available in [28].

• ANSI X9.84: For use of biometrics in the financial industry, X9.84 describes a standard for biometric
information management and security. The X9.84 standard defines requirements for managing and se-
curing biometric information such as customer identification and employee verification. X9.84-2000
specifies the minimum security requirements for effective management of biometrics data for the fi-
nancial services industry and the security for the collection, distribution and processing of biometrics
data. The standard includes specification for the security of the physical hardware used, the man-
agement of the biometric data, the utilization of biometric technology for verification/identification
of banking customers and employees, the application of biometric technology for physical and logi-
cal access controls, the encapsulation of biometric data and techniques for securely transmitting and
storing biometric data. The biometric data object specified in X9.84 is compatible with CBEFF.

More details about X9.84 are available in [2]

• Intel’s CDSA: Intel’s Common Data Security Architecture (CDSA) standard provides a set of security
building blocks for application developers. CDSA is designed as an overall infrastructure for data
security on PCs, workstations, and servers. It is founded on two fundamental data security premises:
digital certificates (a form of electronic identification that enables a hierarchy of trust, dependent
on the identity of the user) and portable digital tokens, which store cryptographic keys and perform
cryptographic operations. The CDSA 2.0 specification introduces Elective Module Managers (EMM)
as a key CDSA component. An EMM can add new and compelling security features such as biometric
authentication.

Human Recognition Services (HRS) is an EMM under CDSA. Its basic purpose is to verify the identity
of a person based on some combination of password knowledge and biometric measurement. The
HRS EMM supports the integrity features of the CDSA stack which are currently not provided by the
BioAPI. More details about CDSA can be found in [66].

15.2 Application program interface

There is much work ongoing in the area of standardization of Biometric Application Program Interfaces
(APIs), at all levels of interaction of Figure 44. Given all the possible biometric protocols, in particular
the dynamic conversational protocols, obviously this is quite a complicated task. We mention a few API
standardization efforts:

• BioAPI: The BioAPI is the most popular API in the biometrics area. It is intended to provide a
common interface for authentication based on any biometrics. The primitives included in BioAPI
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allow applications to manage enrollment, verification, and identification tasks on a client/server and
the biometrics signal acquisition on a client.

At the highest level, BioAPI defines a Biometrics Service Provider (BSP) which deals with all the
aspects of biometrics signal processing. The three steps in the processing are: capture, process, and
match. Any biometric data that is returned to the application is referred to as Biometric Identifica-
tion Record (BIR). The three main classes of functions supported by the API deal with enrollment,
verification, and identification. BioAPI components post information about themselves in the BioAPI
module registry during installation. The module registry can be used by applications to check the
BSPs installed and their functionalities. Any device specific parameters including the status of the
device can also be contained in the registry to let the application decide the correct device and its
usage.

More details and reference implementation code are available in [8].

• BAPI: This is an API advocated by I/O Software Inc. [67]. This is an API that allows the programmer
to develop applications for a broad range of Virtual Biometric Devices (VBDs) without knowing the
specific capabilities of the device. The API is comprised of three distinct levels of functionality from
high device abstraction to low (device specific) abstraction.

BAPI is a standard s/w protocol and API for communication between software applications, the oper-
ating system and biometrics device. Individual hardware and related modules can easily be swapped
in or out. This API is device agnostic. There is no consortium for BAPI. Any software/hardware
developer, integrator or solutions provider wishing to integrate with BAPI and Microsoft Windows
should contact I/O Software [10].

15.3 Databases

For impartial performance evaluation of biometric recognition systems, the industry needs to have access to
large public databases. In this area, NIST has been playing a leader for a long time with a large variety of
databases for fingerprints, voice samples, and mug shots. With significant interest in the face recognition,
there are now several large databases, many collected by academic institutions. For speaker recognition,
there are also additional academic databases available publicly. However, for iris no known public database
is available at this time.

15.3.1 Face databases

Because of forensic applications of face recognition, interest in face databases has been in the mission
of NIST all along; more recently, because of the tremendous interest in face recognition in academia, an
abundance of university face databases is emerging:

• NIST 18 Mug shot Identification Database (http://www.nist.gov/srd/nistsd18.htm): The NIST 18
database consists of 3248 mug shot images for testing mug shot recognition systems. The database
contains both front and side (profile) views when available. Separating front views and profiles, there
are 131 cases with two or more front views and 1418 with only one front view. The images have been
scanned at a resolution of 500 dpi.

• FERET (http://www.dodcounterdrug.com/facialrecognition): The Facial Recognition Technology (FERET)
database was collected over several sessions spanning over three years. The database contains 1564
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sets of images for a total of 14,126 images that includes 1199 individuals and 365 duplicate sets of
images. A duplicate set is a second set of images of a person already in the database and was usually
taken on a different day.

For some individuals, over two years has elapsed between their first and last sittings, with some
subjects being photographed multiple times. More exhaustive face databases are now being made
available through FRVT 2002. More details about how to get a copy of FERET database are available
at [119].

• FRVT 2002 (http://www.dodcounterdrug.com/facialrecognition): The main idea of the Facial Recog-
nition Vendor Test (FRVT) 2000 was to evaluate face recognition technology performance in the
real world. The FRVT 2000 used most of the FERET database. The FRVT 2002 extends the test
to cover more difficult databases including a short video of faces. The largest face database to
be used in the test involves 120,000 faces. More details about the data will be made available at
http://www.frvt.org/FRVT2002/default.htm.

• M2VTS (http://www.de.infowin.org/ACTS/RUS/PROJECTS/ac102.htm): Other than the government
initiated programs for face databases, M2VTS (M2VTS Project: Multi-modal Biometric Person Au-
thentication) has been an active player in face databases. In fact it is the only multi-modal database
that includes face and speech. The database consists of 37 persons and faces taken at 5 different orien-
tations. Later this database has been extended to a large face video database and called XM2VTSDB.
The new database consists of 295 persons and four sessions taken over several months. High quality
color images are available.

• The CMU database (http://www.ri.cmu.edu/projects/project 418.html): There are several different
face databases available from the CMU Robotics Institute. The CMU Pose, Illumination, and Expres-
sion (PIE) database consists of 41,368 images of 68 people. Each person face has been imaged under
13 different poses, 43 different illumination conditions, and with 4 different expressions. The other
databases include facial expression analysis database and face detection database. More details about
these databases are available at the web site mentioned above.

• The Yale database (http://cvc.yale.edu/projects/yalefacesB/yalefacesB.html): The Yale Face database
B contains of 5850 single light source images of 10 subjects each imaged under 576 viewing con-
ditions arising from 9 poses and 64 illumination conditions. For every subject in a particular pose,
an image with ambient (background) illumination is also captured. The acquired images are 640(w)
× 480 (h) in size and have 256 gray scales. Even though a large number of poses are available, the
database has only 10 subjects. Hence, it is better suited for face modeling.

• The MIT database (ftp://whitechapel.media.mit.edu/pub/images/): The MIT face database is one of
the oldest public face databases. It consists of faces of 16 subjects and 27 images per subject with
varying illumination, scale, and head orientation. The data set can be directly downloaded from the
above site. For large scale system testing, this database may not be suitable.

• The Purdue database (http://rvl1.ecn.purdue.edu/ aleix/aleix face DB.html): A relatively large face
database is available from Purdue University. It contains over 4,000 color images corresponding to
126 subjects imaged with different facial expressions, illumination conditions, and occlusion. Each
person participated in two sessions, separated by two weeks time. The images are 768 × 576 pixels
with 24 bit color. The database is available freely for research purposes from the URL specified above.
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15.3.2 Fingerprint databases

As mentioned NIST has been very active in the area of fingerprint database collection. These are databases
with prints from digitized paper impressions, annotated fingerprint classes, and fingerprint image sequences.
Information about the NIST databases is found at http://www.nist.gov/srd/ but we give a brief description
here:

• NIST-4 (http://www.nist.gov/srd/nistsd4.htm): The NIST-4 fingerprint database is a very popular
database consisting of 2000 fingerprint pairs scanned at 500 dpi. Each image is 512 × 512 pixels
and has a class label. The database consists of 400 image pairs from each of the 5 classes. Even
though this database is more suitable for classification tests, researchers have been using it for testing
matching performance also.

• NIST-9 (http://www.nist.gov/srd/nistsd9.htm): The NIST-9 is one of the largest rolled fingerprint
databases consisting of 5 volumes. Each volume has 270 mated fingerprint cards resulting in 5400
images. The cards have been selected to reflect the natural fingerprint distribution. Each image is 832
by 768 pixels scanned at 500 dpi resolution and the National Crime Information Center (NCIC) class
marked by FBI is available.

• NIST-10 (http://www.nist.gov/srd/nistsd10.htm): The NIST-10 database is a supplemental database to
NIST-9 consisting of a larger sample of fingerprint patterns that have a low natural frequency of oc-
currence and transitional fingerprint classes. The database consists of 5520 images. Each segmented
image is 832 by 768 pixels scanned at 500 dpi resolution. The NCIC class provided by FBI is also
available. This database is more suitable for algorithm testing involving rolled fingerprints.

• NIST-14 (http://www.nist.gov/srd/nistsd14.htm): NIST Special Database 14 is suitable for develop-
ment and testing of automated fingerprint classification and matching systems on a set of images
which approximate a natural distribution of the fingerprint classes. Each segmented image is 832
by 768 pixels, scanned at 500 dpi and classified using the NCIC classes given by the FBI and WSQ
compressed. The full database consists of 27,000 fingerprint pairs.

• NIST-24 (http://www.nist.gov/srd/nistsd24.htm): There are two components in NIST-24 livescan fin-
gerprint video database. The first component consists of MPEG-2 compressed video of fingerprint
images acquired over 10 seconds when the user intentionally distorts the impression. Each frame is
720 × 480 pixels. All ten fingers of 10 subjects are available. This database is useful for studying
impact of distortion on matcher performance as well as distortion detection. The second component
of the database deals with image acquisition at various rotations. Similar to the first component, it
consists sequences of all ten fingers of 10 subjects. The MPEG-2 compression for both the databases
have been carried out at 5 Mbits/second.

• NIST-27 (http://www.nist.gov/srd/nistsd27.htm): In the area of latent scene-of-crime fingerprint anal-
ysis, NIST-27 is a very useful database. It consists of 258 latent fingerprints from crime scenes and
their matching rolled fingerprint mates with the minutiae marked on both the latent and the rolled
fingerprints. All the paired minutiae between the latent and its corresponding rolled print are also
identified. This database is useful for testing latent matching performance.

• NIST-29 (http://www.nist.gov/srd/nistsd29.htm): The NIST-29 fingerprint database consists of both
rolled and plain fingerprints of the same fingers that can be used for system performance testing. The
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images have been scanned at 500 dpi and compressed using WSQ. There are a total of 4320 rolled
fingers from 216 persons and all 10 fingers are scanned. Two impressions of each finger is available
in addition to the plain finger images. All the images of a person are formatted as a NIST record.

• NIST-30 (http://www.nist.gov/srd/nistsd30.htm): NIST-30 are dual resolution (500 dpi and 1000 dpi)
fingerprint images to test fingerprint compression algorithms. The data consists of 36 ten-print paired
cards with both the rolled and plain images scanned at dual resolution. The cards are segmented into
the 10 rolled prints and the plain prints and stored in ANSI/NIST formatted files.

At the 2000 IEEE International Conference on Pattern Recognition, the first Fingerprint Verification
Contest (FVC) was organized by the University of Bologna [100].

This competition and the followup one has resulted in the FVC 2000 and FVC 2002 Fingerprint Databases.
As most of the NIST databases deal with rolled fingerprints involving scanned images, the FVC 2000
databases have been collected using live scan devices using three different scanners including low-resolution
optical (256 dpi), CMOS (smaller scan area of 0.6” × 0.8”) and a full (1” × 1”) gray scale optical FBI-
certified scanner. In addition there is a synthetic database of fingerprints. Yet another difference of FVC
2000 database is that there are 8 samples per finger which can enable algorithms to understand the variations
across matching fingers. However, the database consists of 100 fingers only and the same persons have not
been imaged for all the scanners. Each database has a total of 800 images.

A newer version of the database is being planned in FVC 2002. More details about FVC 2000 and FVC
2002 are available at [12].

15.3.3 Speaker recognition databases

There are several public speech databases including the multi-modal database M2VTS described above that
can be used for speaker recognition. There are several issues in designing a speaker recognition database
including type of microphone used, the acoustic environment, type of speech (prompted, conversational or
fixed), the duration of the acquired speech signal and the channel used. In addition, other parameters such
as the number of speakers and the interval between sessions and number of sessions used is similar to other
biometric databases. For an article on speaker databases, see [79].

Hence, there are simply many more parameters to voice databases than to finger or face databases.

• NIST (http://www.nist.gov/speech/tests/spk/index.htm): The original NIST speaker database is de-
rived from Switch board I and Switch board II data sets. The data sets were collected by the Linguis-
tic Data Consortium (LDC) and consists of 2,728 five-minute conversations involving 640 college
student subjects as speakers.

The subjects are allowed to make one call per day and every call by the same person involved use of
a different hand set whereas the receiver always had the same hand set.

• TIMIT and NTIMIT (http://www.ldc.upenn.edu/Catalog/LDC93S2.html): The DARPA TIMIT Acoustic-
Phonetic Continuous Speech Corpus (TIMIT) is one of the first databases in the speaker recognition
area. The NYNEX NTIMIT Speech Corpus CD-ROMs (NTIMIT) database has been recreated by an
artificial mouth talking into a hand set and recording after the signal was transmitted through long
distance telephone lines. The database consists of 630 speakers where the subjects read sentences in
a acoustic sound booth.
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• The YOHO Speaker Verification database (http://www.ldc.upenn.edu/Catalog/LDC94S16.html): The
YOHO data set is useful for text-dependent speaker recognition experiments. The data set consists of
128 subjects speaking the prompted digit phrases into high quality hand sets in an office environment.
The data has been collected over 4 enrollment sessions and 10 verification sessions with at least several
days interval between the sessions.

• ELRA databases (http://www.icp.grenet.fr/ELRA/). The European Language Resources Association
(ELRA) has several speaker databases in non-English languages and non-native English speakers.
The Speaker Identification and Verification Archives (SIVA) database is an Italian speaker database
consisting of 671 subjects. The subjects speak the prompted words and digits and read text into a
telephone handset in an office or home environment. The data has been collected over several session
and the sessions separated by several days.

The PolyVar is a speaker verification corpus comprised of native and non-native speakers of french,
mainly from Switzerland. It consists of read and spontaneous speech in Swiss and French amounting
to 160 hours of speech. Thirty-one speakers called from 2 to 10 times and 41 speakers made more
than 10 calls.

The POLYCOST database is collected under the European COST 250 project. Most of the speech is
non-native English speakers with some speech in the speaker’s native tongue covering 13 European
countries. The speech were collected over ISDN lines. The impact of language in speaker recognition
can be tested with this database.

• OGI (http://cslu.cse.ogi.edu/corpora/spkrec/): A dedicated speaker recognition database involving
100 subjects is available from the OGI School of Science & Engineering. The subjects call system
12 times over a 2 year period involving noisy and different telephone environments using different
types of hand sets. The speakers provide different types of data to make the database vocabulary
independent.

More details about these and other databases for speaker recognition can be found in [79].

15.3.4 Signature databases

• The UNIPEN database (http://hwr.nici.kun.nl/unipen/): On-line handwriting recognition addresses
the problem of recognizing handwriting from data collected with a sensitive pad which provides dis-
cretized pen trajectory information. Contrarily to other pattern recognition fields, such as speech
recognition and optical character recognition, no significant progresses have been made, in the past
few years, in on-line handwriting recognition to make large corpora of training and test data publicly
available, and no open competitions have been organized. There is more to know about the history of
Unipen. As of 1999, the international Unipen Foundation was installed to safeguard the distribution
of a large database of on-line handwritten samples, collected by a consortium of 40 companies and
institutes.

• CADIX data set :

15.4 Certifications

Certified products and solutions in the biometrics area are not yet there. Once again fingerprint related
solutions have been more advanced in this area because of the longer history. There are two FBI certification
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programs in the fingerprint area. The first one deals with certification of optical fingerprint scanners and the
second one deals with the certification of WSQ implementation for accuracy. The International Computer
Security Association (ICSA, formerly NCSA) has a certification program in the biometrics area. Common
criteria certification is becoming more popular in biometrics recently as vendors are busy developing the
protection profiles.

• FBI certification of fingerprint scanner: (http://www.fbi.gov/hq/cjisd/iafis/efts70/appendixf.htm) For
the FBI’s IAFIS system, there are strict guidelines for fingerprint image quality adherence during
capture, display and printing. The specifications are covered in the Appendix-F of Criminal Justice
Information Services (CJIS) Electronic Fingerprint Transmission Specification
(http://www.fbi.gov/hq/cjisd/iafis/efts70/cover.htm). Appendix G describes the requirements for ac-
crediting current live- and card-scan equipment for fingerprint acquisition. A list of FBI certified
scanners as having been tested and found to be in compliance with the FBI’s Integrated Automated
Fingerprint Identification System (IAFIS) Image Quality Specifications (IQS) is available at
http://www.fbi.gov/hq/cjisd/iafis/cert.htm. Note that the list includes certified live scanners, card scan-
ners and printers.

• WSQ certification The Wavelet Scalar Quantization (WSQ) fingerprint image Compression logarithm
is the standard for the exchange of gray level fingerprint images. The WSQ Specification defines a
class of encoders and a single decoder with sufficient generality to decode compressed image data
produced by any compliant encoder. Part III of the WSQ specification contains the specific parameter
values that must be implemented by encoders for certification. A WSQ decoder must implement
the full range of functionality contained in the WSQ Specification including even and odd length
filters. Compliance with the WSQ Specification is determined by comparing the output from the
implementation under test with the output from a NIST double precision reference implementation.
The comparison criteria and accuracy requirements are contained in the WSQ Specification. More
guide lines for certification are available at http://www.itl.nist.gov/iad/894.03/fing/cert gui.html.

• ICSA certification: The ICSA (International Computer Security Association) used to certify biometric
authentication products however recently they have discontinued this effort.

• Common Criterion

Common Criteria is a set of generic security requirements to aid in the specification of products, func-
tional and assurances related to system security attributes involving security measures implemented in
hardware, software and firmware. The scope of common criteria includes standards for acceptance of
evaluations of security products performed by independent labs and address protection of information
from unauthorized disclosure, modification, or loss of use. However, the common criterion does not
address accreditation, cryptographic algorithm selection, physical security related to the hardware and
legal implications of common criteria. The key concept of common criteria is ”target of evaluation”
also known as TOE identifies the part of the system which is the subject of evaluation. The three
sets of parties involved are: consumers, developers and evaluators. Consumers and other parties can
specify the security functionality of a product in terms of standard protection profiles and indepen-
dently select the evaluation assurance level from a defined set of seven Evaluation Assurance Levels
(EALs) EAL1-EAL7. The evaluators use the TOE security threats, objectives, requirements, security
function specifications and the assurance measures collectively known as Security Target. Biometrics
when used in security environments would gain from a common criterion framework by defining a
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protection profile and assurance levels that a product might have received. A protection profile for
medium robust environments involving biometrics for the Dept. of Defense is described in [90]. The
Common Criteria has been adopted by the ISO as an international standard ISO 15408.

15.5 Inter-operability issues

Inter-operability of biometric systems will be a necessity in large scale deployments of biometric recognition
systems. At the hardware level, as each sensor involves a different interface, the devices are incompatible
within the same class of biometrics. For example, two USB ported fingerprint scanners are incompatible
and the same driver cannot interface with them. However, when the devices involve video frame interface,
standards such as VFW and RS-170-based frame grabbing are unaffected. Once the signal is acquired, the
inter-operability at the template level is almost impossible for any technology as the individual representa-
tions vary significantly and quite often are proprietary and undisclosed. Hence the applications may have
to re-enroll the users if there is a change in the vendor or hardware. Using known standard APIs make
the change of the software easier, the industry is however very far removed from plug-and-play operation
between sensors and vendors.
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16 Discussion

This document discussed many aspects of biometric authentication. We have identified a number of issues
in this document that we attempt to summarize as follows:

• Biometric identification: Though in this document we defined both verification and identification as
the execution of an authentication protocol, the two authentication methods are very different. Iden-
tification involves a search against a database N of n identities. The database N holds n individuals,
which are enrolled for some reason; these reasons can be civilian or criminal.

Verification, on the other hand, is a match of one biometric with only one or maybe few biometric
templates. In a positive identification problem with a given biometric, the false accept (FA) rate of
the entire system is roughly n times the FA rate of the 1 : 1 verification for that particular biometric.
Hence for reliable biometric person identification, the biometric 1 : 1 matcher has to run at extremely
low false accept rates. Hence it is not recommended to incorporate biometric identification, if security
is an issue.

Biometric screening, or negative identification, is by definition also a 1 : n search problem (where n
is the number of entities registered in the database) if only a biometric is used as “credential.” For
these large (pure biometric) screening protocols it is desirable that the false positive (FP) rate is low,
else too many subjects will be incorrectly identified as a member of the most-wanted database N for
each database inquiry. Here the FP rate of the screening system (again, only using a biometric) is
approximately linearly proportional to the FP rate of the 1 : 1 biometric matcher, as for the positive
identification problem.

• Biometric system evaluation: Procedures for evaluating biometric authentication systems are not very
well defined. In general, technology evaluations are of two types: technology evaluations and scenario
evaluations. A scenario evaluation is the testing of a biometric authentication where the complete end-
to-end system is installed at some test facility. These test facilities are often at some national research
lab commissioned to do the comparative testing.

Technology evaluations are the type of evaluations that have been in use in the speech and docu-
ment retrieval areas for quite a while now. Some organization, often a government agency, releases
databases of test data at some point and test participants submit their algorithms within some period
of time after the release of the test data.

Both these evaluation methods rely on the selection of volunteers, which has unknown repercussions
on the test results. Technology evaluations seem to be somewhat more robust to sample collection
procedures and it seems that technology evaluations are a better way to compare the accuracy numbers
of biometric matchers. Note that a technology evaluation in general measures more attributes of a
system than just accuracy.

• Realistic error estimates: In marketing material of biometric systems, all too often error rates are not
reported or poorly reported or, worse, the systems are claimed to be 100% accurate. In laboratory
environments, one may achieve close to 100% accuracy when good quality biometric samples are
used. For applications in the field, where the conditions are far from ideal, unavoidable noise and
other ambient conditions will adversely affect the system performance.

When reporting system accuracy, the accuracy should at least be reported as two numbers, the FA
and FR rates; further an estimate of the Failure to Enroll (FTE) should be given. Along with these

121



numbers, some feel for the database quality should be given, e.g., at a minimum, it should be stated
how the samples are obtained and some sample biometrics should be shown. Confidence intervals
should be supplied to give an indication of the the significance of the estimates.

• Enrollment: This is perhaps the most ignored aspect of biometric authentication systems. Enrollment
should be according to well specified policies (at least for enrollment in noncriminal databases). This
is obviously true from the point of view of the public. It is even more true from a technical point
of view; biometric sample collection during enrollment has to be conducted very carefully. The
authentication system is only as accurate as the accuracy of the enrollment and this is important to
keep in mind.

Construction of screening databases N of course is largely done by federal agencies that maintain
criminal databases.

• User interface studies: The second most ignored aspect of biometric authentication systems, and we
probably have not stressed this enough in this document, is the user interface. Many existing biometric
authentication systems are particularly awkward to interact with This is probably mostly the result of
attempts to control the quality of the input biometric sample and ask the human to adapt to the input
device. Problems with user friendliness may impact the performance of biometric authentication in
terms of FA and FR, however there are no studies done by user interface researchers.

The weakest link in any system design is where the user interacts with the system, biometric authenti-
cation systems are of course no exception. There is almost nothing known about the influences of the
user interface on the system accuracy. Much work is done on this aspect at all the biometric authenti-
cation installations that are being put in place; unfortunately, this has not resulted in a comprehensive
description of the state in the art in this area.

• Security issues: Security (safety) is the protection of a service or system against threats. There is
the threat of a violent attack on the system. There is the threat of certain people impersonating other
people (impersonate the users of the system or other individuals) to somehow violate or attack the
application or the users of the application.

The defense against such attacks could well become a convoluted process of security measures and
countermeasures, as is the case today in message authentication in the area of computer security.
One avenue is a protocol involving various authentication methods (combinations of possessions,
knowledge or biometrics). Here biometric authentication systems can be inherently more secure than
legacy authentication systems because there is, in theory, a “more secure” (non-repudiable) linking of
individuals to the universally better accepted identity databases (passports, birth certificates).

Many unanswered questions about how to make biometric authentication work without creating addi-
tional security loopholes still remain unanswered. Not much work in this area is being done. While
there are the beginnings of Protection Profiles, in general there is not much mention of biometrics in
the security literature.

• Privacy issues: The possibility of infringing on civil liberties in biometric authentication systems is
very real. Integration of voluntary verification systems and involuntary screening systems is a concern
beyond the traditional privacy concerns like having a biometric sample taken.

Biometrics is an area of many facets, many of which we have attempted to review, or at least to explain
in this document. Our intent was to allow the question: “Which biometric is best?” to be answered in a
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better-informed, detailed way using this document. While the answer may be only tentative, and surely not
definitive, at least the question can be phrased a little better by asking: “Which biometric is best, given that
the requirements for the application are specified as follows ...” Whether we have succeeded in this goal, we
will of course not know without feedback from the readers. Therefore, the authors would like to invite you
to contact them about any remaining unanswered concerns.
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