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A six-band k �p model has been used to study the mobility of holes in Si inversion layers for di�erent
crystal orientations, for both compressive or tensile strain applied to the channel, and for a varying
thickness of the Si layer. Scattering assisted by phonons and surface roughness has been accounted
for, also comparing a full anisotropic model to an approximated isotropic treatment of the matrix
elements. Satisfactory qualitative (and in several cases also quantitative) agreement is found between
experimental data and theoretical results for the density and temperature dependence of the mobility
for (001) surfaces, as well as for the dependence of the mobility on surface orientation (for the (011)
and (111) surfaces). Both compressive and tensile strain are found to enhance the mobility, while
con�nement e�ects result in a reduced hole mobility for a Si thickness ranging from 30 to 3 nm.

I. INTRODUCTION

Theoretical studies of the hole mobility in Si inver-
sion layers have lagged substantially those dedicated to
electron transport. Oberhuber and Vogl1 speculate cor-
rectly that this may be attributed to the complicated
nature of the valence bands { not amenable to a simple
analytic description { and to the overwhelming impor-
tance of n-channel devices in the present Complementary
Metal-Oxide-Semiconductor (CMOS) technology. Yet,
hole transport in inversion layer constitutes an interest-
ing subject on its own, both from a fundamental and
from a technological viewpoint. The latter motivation
is probably gaining importance, as devices are scaled to-
wards their ultimate limit of (quasi)ballistic transport for
which the performance disadvantage of p-channel devices
may disappear2.
The purpose of this paper is to reduce this lag, at least

partially, by presenting results which are complementary
to those of Oberhuber and Vogl1: The computationally
expensive self-consistency between the Schr�odinger and
Poisson equations will be bypassed in order to analyze a
much wider range of applications and account for scat-
tering processes (with phonons and surface roughness) as
rigorously as possible.
After a discussion of the procedure followed to calcu-

late the subband structure in the triangular-well approx-
imation (Sec. II), of the evaluation of the hole mobil-
ity (Sec. III A) and of the relaxation rates due to scat-
tering with phonons and surface roughness (Sec. III B),
results will be presented for relaxed Si with di�erent
surface orientations and direction of the applied �eld
(Sec. IVB), for both compressive and tensile in-plane
stress (Sec. IVC), and, �nally, for decreasing thickness
of the Si layer (Sec. IVD).

II. SUBBAND STRUCTURE

As mentioned above, the calculation of the subband
structure of p-type inversion layers is complicated by the
strong anisotropy and nonparabolicity of the heavy- and
light-hole bands, caused by their energetic proximity. In
Si the small value of the spin-orbit splitting at the sym-
metry point � causes additional complications. Thus, at
least 6 bands should be considered. This is usually done
in the framework of the k � p approximation3{5, the re-
cent work by Nakatsuji et al.6, who employ self-consistent
pseudopotentials, being a recent welcome exception. The
resulting numerical complexity has forced drastic ana-
lytic approximations early on7{9, while the �rst 6-six
band self-consistent calculations are due to Bangert et

al.
10;11, Landwehr12, and Ohkawa and Uemura13;14. Ex-

tension of their approach to heterostructures has required
a `symmetrized' reformulation of this 6-band k � p ap-
proach in order to address the issue of the boundary con-
ditions at hetero-interfaces. The resulting symmetrized
k � p Hamiltonian15 (but see Ref. 16 for an alternative
form) has been used in the context of strained-Si-on-
Si1�xGex structures1;15;17;18 and quantum-dots19. Here,
even when considering strained-Si on relaxed Si1�xGex,
the presence of the SiGe substrate will be neglected,
assuming it is suÆciently removed from the strained-
Si/SiO2 interface. Therefore, symmetrization issues can
be ignored. Thus, following Refs. 10{14, we solve the
wave equation:

[ bH(K; k
z
) + I V (z)] �  K(z) = E(K)  K(z) : (1)

Here I is the 6 � 6 identity matrix,  K(z) is a 6-vector
(function also of the two-dimensional in-plane compo-
nents K = (k

x
; k

y
) of the hole wavevector) subject to the

boundary conditions  K(0) = 0 and  K(W ) = 0 (where
W is either the thickness of the Si layer or W ! 1 for
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`bulk' inversion layers), and the 6�6 Hamiltonian is given
by:

bH = bHkp + bH
strain

+ bH
so
; (2)

where the k � p Hamiltonian, bHkp, the spin-orbit Hamil-

tonian, bH
so
, and the strain Hamiltonian, bH

strain
, have

been derived in Refs. 3{5 and 20, and their expressions
are given in Ref. 21, 22 with the parameters given in
Ref. 23. It must be understood that in the k �p Hamilto-
nian as given in Ref. 21, the appropriate rotations in k-
space must be performed when dealing with (001), (011)
and (111) surfaces, while k

z
! �id=dz. Finally, for the

case of strain on (001) surfaces, if a
SiGe

is the lattice
constant of the Si1�xGex substrate and a0 the lattice
constant of (relaxed) Si, the only nonzero components of
the strain tensor be are
e
xx

= e
yy

=
a
SiGe

a0
� 1 ; e

zz
= �

2c12

c11
e
xx
; (3)

where c11 and c12 are the Si elastic constants, also from
Ref. 23.
Equation (1) is solved numerically on a z-mesh of N

z

points in the interval (0; z
max

) (where z
max

is chosen to
be either the �nite thickness W of the Si layer or, for
`bulk' inversion layers, to be suÆciently large to approx-
imate correctly the boundary condition  K(z !1) = 0
with  K(zmax

) = 0) z
l
= z

min
+ (l � 1)�, yielding a

6N
z
� 6N

z
eigenvalue problem of the tri-diagonal block

form:266664
: : : : : : :

: bD�
bD
l�1

bD+ 0 0 :

: 0 bD�
bD
l

bD+ 0 :

: 0 0 bD�
bD
l+1

bD+ :

: : : : : : :

377775
26664

:

 
l�1

 
l

 
l+1

:

37775

= E(K)

26664
:

 
l�1

 
l

 
l+1

:

37775 ; (4)

where each  
l
=  (z

l
) is a 6-component column-vector

 
i
(z
l
), the index i running over the k � p basis, and bD

l
,bD�, and bD+ = bDy

� are 6 � 6 block-diagonal di�erence
operators, functions of the in-plane wavevector K. The
`band-structure' sign convention used in Eqns. (1) and
(2), from Ref. 23, yields negative eigenvalues E(K). Be-
low the sign convention appropriate to analyze transport
(positive kinetic energies E(K)) will be employed.
In principle, the potential V (z) should result from

three terms: An image-term, V
im
(z), which, in the limit

of an in�nitely thick Si layer, has the form �e
2~�=(16�z),

where e is the magnitude of the electron charge, ~� =
(�
Si
� �

ox
)=(�

Si
+ �

ox
), �

Si
being permittivity of Si, �

ox

of the SiO2 insulator; an exchange and correlation po-
tential, V

xc
(z) (Ref. 24); and, �nally, the Hartree term,

V
H
(z), solution of the self-consistent problem consisting

of solving Eq. (1) (or its discretized form (4)) together
with the Poisson equation

d
2

dz2
V
H
(z) = �

e
2

�
Si

[�(z)�N
A
(z)] ; (5)

where N
A
(z) is the concentration of ionized acceptors in

the depletion layer, and �(z) =
P

occupied K  
y
K(z) �

 K(z) is the hole charge density. This last expression
has been evaluated in the past either using an approxi-
mated subband-structure25, or by expanding the vector-
wavefunctions  K(z) on a suitable basis of orthogonal13

or Airy functions10, or, recently, with a direct numerical
evaluation1. In either case, one either oversimpli�es the
problem or must face a very expensive numerical e�ort.
This is especially true when a very �ne discretization
of the two-dimensional K-space is required to achieve a
satisfactory evaluation of the hole mobility. As stated
above, here emphasis is given to the width of the range
of applications. Therefore, also motivated by its satis-
factory validity in the context of n-type inversion layers
at high substrate doping concentrations of current prac-
tical interest26;27, the so-called `triangular-well approxi-
mation' V (z) � eF

s
z, where F

s
is the surface �eld, will

be embraced. One should keep in mind that the results
presented below, while expected to be qualitatively cor-
rect, may be quantitatively inaccurate at either low or
high hole sheet densities, n

s
= eF

s
=�
Si
, depending on

substrate doping.
The calculation of the hole mobility described in

Sec. III below require the tabulation of the subband
structure. This is accomplished following a procedure
analogous to Ohkawa's and Uemura's13: Having selected
a surface �eld, F

s
, the energy E0 of the ground-state

subband is determined by solving Eq. (1) for K = 0.
A maximum energy E

max
is selected in order to account

correctly for the thermal occupation of the top-most sub-
band at the highest temperature considered (443K). The
range [0; �] of the polar angle � in the two-dimensional
K-space is divided into N

�
intervals28 of width �� =

�=(N
�
� 1) and the energy range [0; E

max
] is divided

into N
E
intervals of width �E = (E

max
�E0)=(NE

� 1)
and for each �

m
(with m = 1; N

�
) and each E

n
=

E0 + �E(n � 1) (with n = 1; N
E
), the corresponding

wavevector K
m;n

is determined by inverting the k � p
problem, Eq. (4). Because of the quadratic dependence

in K of the total Hamiltonian bH(K; k
z
), writing K as

(K cos�;K sin�), Eq. (1) can be recast in the form of an
eigenvalue problem inK of rank twice as large as the rank
of the original problem. Thus, setting � = �

m
, E = E

n
,

and solving this new eigenvalue problem { discretized as
in Eq. (4) { one obtains the desired `equienergy lines'
K
m;n

= K(E
n
; �

m
). Finally, the gradients rKE at the

same points (E
n
; �

m
) are also evaluated and stored.

Employing N
z
� 250 points along the z-axis in the

interval [0; z
max

], with z
max

= 4E
max

=(eF
s
) (or re-

placing z
max

with the thickness of the Si layer, W ,
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when required), N
E
� 100 energy points in the inter-

val [E0; E0 + E
max

], with E
max

= 0:3 eV, N
�
� 25-to-

45 angles in the interval [0; �
max

] (see footnote 28), the
tabulation of the subband structure requires the solu-
tion of about one eigenvalue problem of rank 1500 (given
by Eq. (1) and its discretized form Eq. (4)) to obtain
the wavefunctions and subband energies and of an ad-
ditional 2500-4500 eigenvalue problems of rank 3000 to
obtain the equienergy lines K

m;n
= K(E

n
; �

m
). This in-

formation is stored in look-up tables which are used to
evaluate the hole mobility. Despite the relative �ne dis-
cretization employed (and the resulting signi�cant size of
these tables), some numerical noise is still noticeable in
the results presented below.
Using these tabulated values, the numerical evaluation

of the Fermi level, E
F

for a given hole density n
s
at

temperature T is performed by using a combination of
the bisection and Newton's methods to look for the root
of the equation:
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FIG. 1. Energy of the lowest-lying subbands (a) and their
occupation at 300 K (b) for the (001) surface of relaxed Si. In
(a) the subband energies are measured from the surface poten-
tial. The symbols are calculated values, the connecting lines
only a guide to eye. Solid lines refer to the hh, heavy-hole-like
subbands, the dashed line to the lh, light-hole-like subbands,
while the dotted lines refer to the so, split-o�-hole-like sub-
bands. The thin dotted line shows the position of the Fermi
energy at 300 K. Note in (b) that spin-degeneracy is lifted
away from the center of the zone, so that the density of states
and the occupation of given subband depends on spin vari-
ables.

n
s
=
X
�

Z
dK

(2�)2
f
(�)(K)

=
X
�

Z 1

0

dE
�
�
(E)

1 + exp
�
E+E

(0)
�

�EF
kBT

� ; (6)

where f (�)(K) = f1+exp[(E
�
(K)�E

F
]=(k

B
T )g�1 is the

Fermi-Dirac function in subband �, E
(0)
� = E

�
(K = 0),

and k
B
is the Boltzmann constant. The density of states

in subband � at energy E is given by

�
�
(E) = �[E �E

(0)
�

]
1

(2�)2

Z 2�

0

d�
K
�
(E; �)��@E�

@K

��
K�(E;�)

;

(7)

where �(x) is the step-function. The maximum number of
subbands considered depends on surface �eld and lattice
temperature. At a given temperature and surface �eld,

the Fermi level is determined and the energy E
top

= E
(0)
�

of the top-most subband with fractional occupation ex-
ceeding 10�4 is also determined. All subbands � such

that E
(0)
� < E

top
+ �h!

op
+ 4k

B
T are retained in order

to account properly for absorption of optical phonons of
energy �h!

op
for intervalley processes originating from the

most energetic subband considered. A maximum of 36
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FIG. 2. Energy of the subbands (a) and their occupation
at 300 K (b) for the (011) surface of relaxed Si, as in Fig. 1.
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FIG. 3. Energy of the subbands (a) and their occupation
at 300 K (b) for the (111) surface of relaxed Si, as in Fig. 1.

subbands has been used at T = 443 K and for F
s
= 3�105

V/cm. The number of subbands which must be included
in the calculation grows very quickly as F

s
decreases.

This is what limits the magnitude of minimum con�ning
�eld considered in this work.
It is useful to illustrate in some detail the subband en-

ergies and hole equienergy lines in a few cases of interest,
since the behavior of the hole mobility shown in Sec. IV
below can be understood only by considering the occupa-
tion of the subbands as a function of the con�nement and
orientation dependence of the conductivity mass. The
top frames of Figs. 1-3 show the energies of the subbands
(measured from the surface potential) as a function of the
surface �eld F

s
for three orientations of the Si surface.

Note that the heavy-hole-like subband (here labeled hh
for simplicity, while the label v2 was used in Ref. 23) is
always the ground state. The nature of each subband can
be established by looking at the `shape' of the equienergy
lines in K-space and `counting the nodes' of the wave-
functions. The �rst excited subband is a light-hole-like
state (lh) for the (001) and (111) surfaces, it is a heavy-
hole-like state for the (011) surface. This agrees with
previous calculations for the (001) and (111) surfaces13,
but in the case of the (011) surface it disagrees with the
calculations by Bangert et al.10, who assign the �rst ex-
cited subband to a light-hole state. This is simply due to
the `early' k � p parameters used in Ref. 10, which repro-

duce only approximately the low-energy band-structure
obtained from nonlocal empirical pseudopotentials23 us-
ing form factors close to those determined recently29;30.
The second excited subband is a split-o�-hole state (so)
for the (001) surface, a light-hole state for the (011) sur-
face (also at odds with Ref. 10, as the nature of the �rst
two excited subbands is reversed), a heavy-hole state for
the (111) surface. Note in particular the high degree of
degeneracy present even at high temperatures in the case
of the (011) surface. As discussed below, this causes a
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FIG. 4. Equienergy lines in the lowest-lying hh, lh, and so

subbands for the (001) (a), (011) (b), and (111) (c) surfaces
of relaxed Si. Only one spin state is plotted for clarity.
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FIG. 5. Energy of the subbands (a) and their occupation
at 300 K (b) for the (001) surface of Si with 1% of tensile
in-plane stress applied on the (x; y)-plane (as for Si grown on
Si1�xGex), as in Fig. 1.
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FIG. 6. As in Fig. 5, but for Si with 1% of compressive
in-plane stress applied on the (x; y)-plane.

unique dependence on carrier density (especially at low
temperatures) of the phonon-limited hole mobility. The
bottom frames of these �gures show the occupation of
the subbands at 300 K. Since the spin-orbit interaction
lifts the degeneracy of each band away from the � point,
the density of states { and so the occupation { of the
two subbands associated with each heavy-, light-, and
split-o�-band is di�erent for di�erent spin states. In the
�gures these spin states are arbitrarily labeled as hh(�),
lh

(�), and so(�). Figure 4 shows the equienergy lines at
a kinetic energy of 25 meV above the subband bottom
for the lowest-lying subbands of each type.
The same information is shown in Figs. 5, 6, and 7 for

the (001) surface of Si subjected to 1% tensile or compres-
sive strain in the (x; y)-plane. Note in Figs. 5(a) and 6(a)
the crossing of subbands, since the e�ect of con�nement
is compensated by the e�ect of strain at small con�ning
�elds. Finally, Fig. 8, shows the variation of the subband
energies as the thickness of the Si layer is reduced.

–1.5 –1.0 –0.5 0.0 0.5 1.0 1.5
–1.5

–1.0

–0.5

0.0

0.5

1.0

1.5
(001)  1% compressive

so

lh
hh

Kx (107 cm–1)

K
y 

(1
07  c

m
–1

)

–1.5 –1.0 –0.5 0.0 0.5 1.0 1.5
–1.5

–1.0

–0.5

0.0

0.5

1.0

1.5
(001) 1% tensile  Fs = 106 V/cm

E–E0 = 25 meV

so
hh

lh

K
y 

(1
07  c

m
–1

)

FIG. 7. As in Fig. 4, but for Si with 1% of tensile (a) or
compressive (b) in-plane stress applied on the (x; y)-plane.
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III. HOLE MOBILITY

A. Kubo-Greenwood formula

The hole mobility in inversion layer can be calculated
from a linearization of the Boltzmann equation. Follow-
ing the discussion in Refs. 23 and 31, the xx-component
of the mobility tensor, �

ij
, can be written as:

�
xx

=
e

4�h2�2k
B
T

X
�

1

n
�

Z 2�

0

d�

Z 1

E

(0)
�

dE
K
�
(E; �)��@E�

@K

��
K�(E;�)

�

�
@E

�

@K
x

�2

K�(E;�)

�
(�)
x

[K
�
(E; �); �] f0(E)[1� f0(E)] ; (8)

where n
�
is the population of subband �, n

s
=
P

�
n
�
,

�
(�)
x (K;�) is the (anisotropic) relaxation time for x-
component of the momentum in subband �, and f0(E) =
f1 + exp[(E �E

F
)=(k

B
T )]g�1.

As discussed before31, the major problem one has to
confront originates from the fact that, even within �rst-
order perturbation theory, the relaxation time can only
be de�ned implicitly via the integral equation:

1

�
(�)
x (K)

=
X
�

Z
dK0

(2�)2
jM

�K0
�Kj

2
Æ[E

�
(K)�E

�
(K0)� �h!]

�

(
1�

�
(�)
x (K0)�

(�)
x (K0)f (�)(K0)

�
(�)
x (K)�

(�)
x (K)f (�)(K)

)
; (9)

where �
(�)
x (K) is x-component of the hole group velocity

at the point K and the matrix element M
�K0

�K associ-
ated to the scattering potential � is given by:

M
�K0

�K =

Z
dR

(2�)2
e
�i(K0�K)�R

�

Z
W

0

dz  
(�)y
K0 (z) �  

(�)

K (z) �(R; z) : (10)

While self-consistent solutions of this problem may be
sought for, it is convenient to simplify the problem.
Note that for isotropic and elastic processes the term in
curly brackets in the equation above reduces to unity, for
isotropic bands and elastic (even if anisotropic) processes
it simpli�es to = 1 � cos �K0

;K. By analogy, for general
cases it is customary to approximate this troublesome
term as: (

1�
�
(�)
x (K0)f (�)(K0)

�
(�)
x (K)f (�)(K)

)
; (11)

assuming a suÆciently slow variation of �
(�)
x (K) with K.

This converts the integral equation Eq. (9) to a concep-
tually simple evaluation of a (numerically demanding)
multidimensional integral.
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FIG. 8. Subband energies (a) and occupation (b) as in
Fig. 1, but as a function the thickness of the Si layer.

B. Relaxation rates

The momentum relaxation rates caused by scattering
with phonons and surface-roughness will be discussed in
this section. Coulomb scattering with ionized impurities
in the substrate or oxide/interface charge will be ignored.

Hole-phonon. The evaluation of the momentum re-
laxation time due to scattering with phonons is com-
plicated not only by the anisotropy and nonparabolic-
ity of the hole dispersion, but also by the anisotropy of
the hole-phonon matrix elements. Usually, even sophis-
ticated calculations in the context of inversion layers1 or
quantum wells32;33 have relied on some isotropic approx-
imation, similarly to what is done for bulk silicon23;34{38.
In general, following Bir20 in Hinckley's and Singh's
reformulation21;22, employing Fermi golden rule and the
elastic, equipartition approximation (satisfactory at suf-
�ciently high lattice temperatures), the scattering rate
for emission or absorption of an acoustic phonon for a
hole of wavevector K = (K cos�;K sin�) in subband �
is given by:

1

�
(�)
x (K;�)

=
k
B
T

�h�u2
�

X
�

Z 2�

0

d�

2�

Z 1

�1

dq
z

2�

K
�
(E; �)��@E�

@K

��
K�(E;�)
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�

X
��

������q�q e(�)�
(q)
X
i;j

D
(ij)

��

Z
W

0

dz  
(�)�
jK0 (z) e

�iqzz  
(�)

iK (z)

������
2

�

"
1�

�
(�)
x (K0)f (�)(K0)

�
(�)
x (K)f (�)(K)

#
�[E

�
(K)�E

(0)
�

] ;

(12)

while for scattering with optical phonons (considering
only one branch � = op of frequency !

op
)

1

�
(�)
x (K;�)

=
3d20

2�a20!op

X
�

(n
op
+ 1=2� 1=2)

�

Z 2�

0

d�

2�

Z 1

�1

dq
z

2�

K
�
(E; �)��@E�

@K

��
K�(E;�)

�

X
�

������e(op)�
(q)
X
i;j

A
(ij)
�

Z
W

0

dz  
(�)�
jK0 (z) e

�iqzz  
(�)

iK (z)

������
2

�

"
1�

�
(�)
x (K0)f (�)(K0)

�
(�)
x (K)f (�)(K)

#
�[E

�
(K)� �h!

op
�E

(0)
�

] ;

(13)

where q = (K � K0
; q
z
) is the phonon wavevector,

K0 = K
�
(E; �)(cos�; sin�) is the �nal hole wavevector,

D
��

and A
�
are 6�6 matrices (with the indices i; j run-

ning over x; y; z) describing the anisotropic deformation
potential interaction between hole and phonons21{23;38,
e(�)(q) is the polarization vector for phonons of branch
� and wavevector q, which is approximated by the ex-
pression given by Ehrenreich and Overhauser39. n

�
is

the Bose occupation factor, !
�
the frequency, and u

�
the

sound velocity of phonons of branch �, d0 is the optical
deformation potential, a0 the Si lattice constant, and, �-
nally, � the crystal density.

Surface roughness. It is probably fair to say that we are
still unable to treat properly scattering with roughness at
the Si/SiO2 interface. The early formulation by Prange
and Nee40, Saitoh41 and Ando24;42 is still the best model
available. Despite its semi-heuristic nature and the many
approximations it relies upon, this model is often subject
to additional approximations, mainly consisting in sim-
plifying the treatment of dielectric screening1;32;43 (al-
most invariably treated by replacing the dielectric matrix
with a scalar44), by simplifying the matrix element43,
or even the wavefunctions44. When dealing with thin
Si layers (as in silicon-on-insulator (SOI), double-gate
(DG), or quantum-well (QW) structures), one has to deal
with presence of the `bottom' interface, problem stud-
ied early on by Gold45 and Sakaki46 in the context of Si
and GaAs/AlAs quantum wells, respectively, and later
by G�amiz et al.

47{49 in the context of n-type Si inver-
sion layers and SOI structures. Recently, this problem
has been reconsidered theoretically by Mou and Hong50.

For reasons which will be brie
y discussed shortly, fol-
lowing Eq. (23) below, here Ando's model will be fol-
lowed extending it to account for the proximity of the
bottom Si/SiO2 interface, a distance W away from the
`top' Si/gate-insulator interface at z = 0. Accordingly,
the momentum relaxation rate can be obtained from the
�rst-order perturbation theory as:

1

�
(�)
x (K;�)

=
2�

�h

X
�

Z
dK0

4�2

���V (SR)

�K0
�K

���2 Æ[E
�
(K)�E

�
(K0)]

�

"
1�

�
(�)
x (K0)f (�)(K0)

�
(�)
x (K)f (�)((K)

#

=
2�

�h

X
�

1

4�2

Z 2�

0

d�
K
�
(E; �)��@E�

@K

��
K�(E;�)

���V (SR)

�K0
�K

���2
�

"
1�

�
(�)
x (K0)f (�)((K0)

�
(�)
x (K)f (�)((K)

#
�[E

�
(K)� E

(0)
�

] ;

(14)

where the matrix element V
(SR)

�K0
�Kis given by24:

V
(SR)

�K0
�K =

Z
dR

2�
e
�i(K�K0)�R

Z
W

0

dz

�

n
 
(�)y
K0 [z ��(R)] � [H0 +�V (R; z)]  

(�)

K [z ��(R)]

�  
(�)y
K0 (z) �H0  

(�)

K (z)
o
: (15)

The roughness at the interface is usually described by the
power spectrum, jS(Q)j2, of the autocorrelation, �(R),
of the roughness,

j�(R)j2 =

Z
dQ

2�
e
�iQ�R

jS(Q)j2 : (16)

Gaussian24;40{42 and exponential51 autocorrelation func-
tions { characterized by a correlation length � and an
average step-height � { have been assumed. Recently,
`intermediate' forms have been considered by Ishihara et

al.
52 and by Leadley and coworkers53. Here we assume a

form j�(R)j2 / (21=2R=�)nK
n
(21=2R=�) (where K

n
(x)

is a modi�ed Bessel functions of the third kind), corre-
sponding to a power spectrum

jS(Q)j2 =
��2�2

(1 +Q2�2=2)1+n
: (17)

For n = 1=2 one recovers the exponential autocorrelation
function51, while here we follow the suggestion of Ref. 53
and choose n = 2.
According to Ando's model24;41;42, the potential asso-

ciated to the interfacial roughness arises from two con-
tributions: The shift along the z-axis of the hole density
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and the potential arising from the dipole moments in-
duced by the `steps' at the deformed interface(s). Thus,
from Eq. (15), and employing the Green's function for
Poisson equation appropriate to the geometry at hand,
(see Eq. (32) below):

V
(SR)

�K0
�K = S(K�K0)

�

�
�
�K0

�K +
e
2

�
s

h
H

(1)

�K0
�K + ~� H

(2)

�K0
�K

i �
: (18)

In this expression the matrix element

�
�K0

�K =

Z
W

0

dz

�
 
(�)y
K0 (z) �  

(�)

K (z)
dV (z)

dz

+ E
(0)
�
 
(�)y
K0 (z) �

d 
(�)

K (z)

dz
�E

(0)
�

d 
(�)y
K0 (z)

dz
�  

(�)

K (z)

)
;

(19)

results from the `direct scattering at the steps'. As origi-
nally derived by Ando24, it captures correctly only the ef-
fect of the con�nement due to the �eld (1=e)(dV (z)=dz),
but fails to account for 
uctuations of the additional con-
�nement caused by the �nite thickness of the layer, as
already discussed by G�amiz et al.

47. This stems from
Eq. (15) which assumes a rigid shift of the wavefunction
under the random translation z ! z � �(r). There-
fore, when dealing with transport in thin Si layers, it is
necessary to employ an alternative formulation42, shown
by Ando24 to be equivalent to the original expression by
Prange and Nee40 in the bulk case. Within the context of
the k � p approximation employed here, ignoring the de-

pendence of the wavefunctions  
(�)

K on K, and assuming
that roughness a�ects only the `top' Si/SiO2 interface,
this expression takes the form:

�
(PN)

�K0
�K � bTk�p

 
d 

(�)
0 (0)

dz
;
d 

(�)
0 (0)

dz

!
; (20)

where, for (001) surfaces, bTk�p(a;b) = �M(a�1b1+a
�
2b2+

a
�
4b4 + a

�
5b5)� L(a�3b3 + a

�
6b6). The term

H
(1)

�K0
�K =

Z
W

0

dz  
(�)y
K0 (z) �  

(�)

K (z)

�

Z
W

0

dz
0
G
Q
(z; z0)

@n
s
(z0)

@z0
; (21)

(where G
Q
(z; z0) is given by Eq. (32) below) originates

from the z-shift of the hole density, and the term

H
(2)

�K0
�K =

Z
W

0

dz  
(�)y
K0 (z) �  

(�)

K (z)

�

�
1

1� ~�2 e�2QW
(n

s
+ n

d
)[ e�Qz�~�e�Q(2W�z)]

+
Q
2

16�

"
1X
n=0

�
K1[Q(2nW + z)]

Q(2nW + z)
�

~�

2
K0[Q(2nW + z)]

�
~� 2n

�

1X
n=1

�
K1[Q(2nW � z)]

Q(2nW � z)
�

~�

2
K0[Q(2nW � z)]

�
~� 2n�1

#)
;

(22)

results from the potential associated to the interfacial
dipoles. In these expressions n

d
is the depletion charge

(neglected here), ~� = (�
s
� �

ox
)=(�

s
+ �

ox
) � 1/2,

Q = jK�K0
j, and the sum over the index n { re
ecting

the potential due to all images located at z0 = �2nW
{ results from having expanded the denominator of the
Green's function, (1�~�2e�2QW )�1 =

P1
n=0 ~�2n e�2QnW

in order to perform the necessary integrations. Since
scattering with surface roughness is important mainly at
large carrier densities and the values of the Q-vectors of
interest in calculating the mobility are of the order of
the Fermi wavevector, K

F
, it is suÆcient to retain the

leading terms in e
�2QnW , as QW � K

F
W >> 1, and

approximate this last expression as:

H
(2)

�K0
�K �

Z
W

0

dz  
(�)y
K0 (z) �  

(�)

K (z)

�

�
1

1� ~�2 e�2QW
(n

s
+ n

d
)[ e�Qz�~� e�Q(2W�z)]

+
Q
2

16�

�
K1(Qz)

Qz
�

~�

2
K0(Qz)

� ~�

�
K1[Q(2W � z)]

Q(2W � z)
�

~�

2
K0[Q(2W � z)]

���
; (23)

resulting now from the potential associated to the inter-
facial dipoles and their closest images.
Previous treatments of the e�ect of surface roughness

in thin layers45;46 have made use of an expression simi-
lar to Eq. (20), expressed in terms of the local energy-

level 
uctuations @E
(0)
� =@W , ignoring additional terms.

Mou and Hong50 have discussed the validity of employing

the term @E
(0)
� =@W , and the importance of these addi-

tional terms, arising from the potential associated with
the change of the carrier-density caused by the rough-
ness. Note, however, that Ando's model already accounts
for this e�ect in more general terms: Rather than look-
ing directly at the change of carrier density @n

s
(R)=@W

in terms of @E
(0)
� =@W , as done by Mou and Hong, the

perturbation term H
(1)

�K0
�K given by Eq. (21) accounts

for the same e�ect via the term @n
s
(z)=@z, which re-


ects the shift of the carrier density with varying well-
width. In the same limits considered by Mou and Hong,

it can be shown that H
(1)

0K00K � e
2
S(K

F
)=(�

s
K

2
F
W

3) for
jK�K0

j � K
F
, as long as the carrier sheet density is large

enough so that K
F
W >> 1. Thus, for small W , this

term exhibits the same asymptotic behavior exhibited by
the `phenomenological' term involving local energy-level

uctuations employed in Refs. 45 and 46, or by the more
rigorously-de�ned term of Mou and Hong50 (the second
term at the right-hand side of their Eqns. (2) or (3)).
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Isotropic approximation. The evaluation of the relax-
ation rates is numerically a daunting task: Similarly to
what is found in bulk Si, the anisotropy of the matrix el-
ements in Eqns. (12) and (13) poses signi�cant problems.
In addition, in the case of the speci�c problem of holes
in inversion layers, the dependence of the wavefunctions
 K(z) on the in-plane wavevector K requires the calcu-
lation of a large number of overlap integrals. Previous
work23;34{37 has shown that the hole mobility in bulk Si
can be calculated quite accurately by approximating the
anisotropic hole-phonon matrix element with appropriate
angle-averaged quantities. In addition, it is seems plausi-
ble to ignore the K-dependence of the wavefunctions and
set  K(z) �  0(z) =  (z). No argument can be given
a priori supporting the validity of these approximations.
Numerical results will be given below showing that rel-
atively small errors are expected. Therefore, embracing
these approximations and introducing the average acous-
tic deformation potential23;34;36:

�2
eff

= a
2 +

c
l

c
t

�
b
2 +

1

2
d
2

�
(�

eff
� 7:12 eV) ;

(24)

where c
l
= (3c11 + 2c12 + 4c44)=5 and c

t
= (c11 � c12 +

3c44)=5, are average longitudinal and transverse elastic
coeÆcients expressed in terms of the elastic constants
c11, c12, and c44, and the average optical deformation
potential23;35{37:

(DK)2
op

=
c
l
+ 2c

t

�v
s

2

�
d0

a0

�2

( (DK)
op

� 13:24 eV) ;

(25)

where v
s

2 = (v2
l
+ 2v2

t
)=3 is an average sound velocity,

the relaxation times Eqns. (12) and (13) simplify, respec-
tively, to the following expressions:

1

�
(�)
x (K)

�

2� k
B
T �2

eff

�h�u2
l

X
�

F
��

�
�
[E

�
(K)] ; (26)

and

1

�
(�)
x (K)

�

� (DK)2
op

�!
op

X
�

F
��

�
�
[E

�
(K)� �h!

op
]

1� f0[E�(K)� �h!
op
]

1� f0[E�(K)]

�
n
op
+
1

2
�
1

2

�
; (27)

where the `form factor' F
��

is given by the `usual' ex-
pression

F
��

=

Z
W

0

dz j 
(�)
0 (z) �  

(�)y
0 (z)j2 : (28)

Similarly, the relaxation rate associated to scattering
with interface roughness, Eq. (14), is approximated by:

1

�
(�)
x (K)

�
2�

�h

X
�

�
�
[E

�
(K)] < jV

(SR)

�K0
�Kj

2(1� cos �K0
;K) > ; (29)

where the brackets < ::: > denote averaging over the po-
lar angle �, performed numerically.

Dielectric screening. Finally, dielectric screening is
treated as described previously26;31: Assuming that the
perturbing potential associated with the interfacial
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FIG. 9. (a): Calculated hole mobility for the (001) surface
along the [100] direction as a function of hole sheet density at
various lattice temperatures. The experimental data are by
Takagi et al.54. (b): Calculated phonon-limited mobility in
the isotropic approximation (circles) compared to the results
obtained accounting for the full anisotropy of the hole-phonon
matrix element (dots). The dashed and dotted lines show
the approximate dependence of the phonon-limited mobility
on carrier density. (c): Calculated mobility limited by sur-
face roughness at various temperatures. The approximated
power-law dependence is illustrated by the dashed lines.
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FIG. 10. Calculated temperature dependence of the
phonon-limited mobility for the (001) surface and along both
the [100] and [110] directions according to the approximated
expression shown.

roughness is weak enough to leave the Bloch functions
una�ected, denoting by '

Q;�� the matrix element of a

general scattering potential, of which V
(SR)

�K0
�K is a partic-

ular example of interest here, the corresponding screened

matrix elements, '
(s)

Q;��, are the solutions of the linear
problem:

'
(s)

Q;�� = '
Q;�� � 2

X
�

�
�
(Q) G

��;��
(Q) '

(s)

Q;�� :

(30)

This simple formulation can be obtained assuming, as
done above, that the wavefunctions  K do not depend on
K, that the inter-subband polarization is weak enough to
be neglected, and it is valid for static perturbations. In
Eq. (30)

G
��

0
;��

0(Q) =

Z
dz

Z
dz

0
 
(�0)y
0 (z) �  

(�)
0 (z) G

Q
(z; z0)

�  
(�0)y
0 (z0) �  

(�)
0 (z0) (31)

is the form-factor associated with the Green's function
for the geometry of interest (i.e., a Si layer from z = 0 to
z = t sandwiched between two semi-in�nite SiO2 �lms):

G
Q
(z; z0) =

1

2Q(1� ~�2 e�2QW )

n
e
�Qjz�z0j + ~�e�Qjz+z

0j

+ ~� e�2QW
h
e
Qjz+z0j + ~� eQjz�z

0j
io

; (32)

and
�
�
(Q) �

e
2

2�
Si

@n
�

@E
F

g1(QL
(�)

th
) ; (33)

is the static, wavelength dependent screening parameter.
The function g1(x) is:

g1(x) =
2�1=2

x
�
�

x

4�1=2

�
; (34)

where �(y) the `plasma dispersion function'26;31. The

thermal wavelength L
(�)

th
in subband � is approximated

by an angular average L
(�)

th
� 2�=K

(�)

th
with K

(�)

th
�<

K
(�)(E

(0

�
+ k

B
T; �) >.

As discussed in Ref. 26, scattering with phonons should
be screened dynamically in a two-dimensional context.
This results in very weak screening e�ects which shall
be ignored altogether in this work. Finally, note that
the numerical work required to evaluate the form-factors
Eq. (31), to set-up the polarization matrix, and to solve
the linear problem Eq. (30) is one of the heaviest com-
putational step, surpassed only by the tabulation of the
(sub)band structure outlined in Sec. II above.

IV. RESULTS

A. Relaxed Si, (001) surface, [100] direction

Before presenting and discussing results relative to
strained or thin Si, it is necessary to present results for
what may be viewed as a `benchmark' case, namely, for
the (001) surface of relaxed Si. Figure 9 shows the calcu-
lated hole mobility along the [100] direction. Comparison
with the experimental data by Takagi and coworkers54

(Fig. 9(a)) shows a satisfactory agreement at tempera-
tures high enough for the elastic/equipartition approxi-
mation made to treat scattering with acoustic phonons
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FIG. 11. Calculated total hole mobility at 300 K for the
(001) surface along the [100] (dots) and [110] (circles) direc-
tions, for the (011) surface along the [100] (solid triangles)
and [110] (open triangles) directions, and for the (111) surface
along the [110] direction (open squares). Experimental data
relative to the mobility along the [110] direction for the (001)
(solid line), (011) (dot-dashed line), and (111) (dotted line)
surfaces and along the [100] direction for the (001) (dashed
line) are also shown.
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FIG. 12. Calculated phonon-limited mobility at various
temperatures along the [110] direction for the (011) surface
(a) and for the (111) surface (b).

to be valid. At low hole densities Coulomb scattering
with dopants and/or interface charges, ignored here, may
account for the di�erence between experimental data and
theoretical results. At large densities, on the other side,
the comparison is made diÆcult by the usual uncertainty
surrounding the proper surface-roughness parameters �
and � (here taken to be 0.4 and 2.6 nm, respectively).
Furthermore, as illustrated in Fig. 9(b), the approxima-
tions made in simplifying Eqns. (12) and (13) to their
isotropic forms, Eqns. (26) and (27), respectively, causes
a slight underestimation of the phonon-limited mobility
at large n

s
. The `anisotropic' results shown in Fig. 9(b)

have been obtained by calculating the relaxation rates
(12) and (13) with a quite laborious and time-consuming
Monte Carlo sampling technique analogous to the one
described in Ref. 23. In this �gure note how the phonon-
limited mobility, �

ph
, decreases with hole sheet density

faster than the `usual' n
�1=3
s law. This results from the

fact that the (doubly degenerate at K = 0) lowest-lying
lh subband exhibits a higher phonon-limited mobility be-
cause of its smaller conductivity mass (see Fig. 4(a)), but
its population decreases with increasing con�nement (see
Fig. 1(b) and even more strongly at low T ). Thus, a

faster drop of �
ph

(� n
�1=2
s ) results from the expected

n
�1=3
s drop augmented by a decreasing occupation of

these `fast' subbands. By �tting the calculated low-n
s
be-

havior of �
ph

to an expression of the form �
(ns)

ph
(T )n

�1=3
s ,

Fig. 10 shows that the parameter �
(ns)

ph
(T ) exhibits the

T
�1:75 dependence observed experimentally54. This is

a nontrivial results, since the temperature dependence
of the phonon-limited mobility depends strongly on the
relative weight of scattering processes with acoustic and
optical phonons. This is encouraging as it indicates that
the values for �

eff
and (DK)

op
given from Ref. 23 and

Eqns. (24) and (25) for bulk Si seem to apply also in
p-type inversion layers. This consideration, as well as
the results shown in Fig. 9(b) relative to the isotropic-
anisotropic models, suggests that it is not unreasonable
to assume the isotropic approximation.
An unanticipated result is shown in Fig. 9(c):

The surface-roughness-limited mobility, �
SR

, exhibits a
strong temperature dependence. This results from the
contributions of two e�ects: Since the Fourier transform
of the surface-roughness correlation function, S(Q), de-
creases sharply with Q, in a non-degenerate situation at
higher temperatures `hotter' holes will have a shorter
wavelength and will feel less the roughness. This re-
sults in an increasing mobility at higher temperatures.
(The case of degenerate subbands, for which the Fermi
level moves higher into the subband at lower tempera-
tures, exhibits the opposite behavior, as discussed below
for the (011) surface). Furthermore, at low temperatures
the more `con�ned' low-energy subbands are more popu-
lated and these exhibit a lower surface-roughness-limited
mobility. The stronger dielectric screening at reduced
temperatures helps in boosting �

SR
to grow at lower

temperature, but not enough to overcome the former
two e�ects. Note also how �

SR
decreases with increasing

hole density as some small power of n
s
, that is, as n�r

s
,

with r � 1, quite a weak dependence when compared
to the n�2

s
-to-n�2:6

s
behavior observed for electrons27;54.

This is caused by the stronger (with respect to electrons)
screening properties of the `slower', more massive holes.
Note, however, as discussed in Ref. 27, that the particular
choice of � a�ects this behavior. It should be remarked
explicitly that neither the n

s
-dependence of the phonon-

limited mobility nor the temperature dependence of the
surface-roughness limited mobility observed here for the
(001) surface are general features: The case of (011) sur-
face, in particular, exhibits an interestingly qualitatively
di�erent behavior.
Finally, we should note another unanticipated result:

the dramatic failure of the well-accepted Matthiessen's
rule, even more dramatic than in the case of n-type
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FIG. 13. Calculated surface-roughness-limited mobility at
various temperatures along the [110] direction for the (011)
surface (a) and for the (111) surface (b).

inversion layers27. Whenever the phonon- and surface-
roughness-limited mobilities in each subband di�er sub-
stantially (because, for example, of the competing e�ects
of di�erent e�ective masses, inter-subband processes, and
a varying degree of con�nement), Matthiessen's rule is
approximately valid in each subband, but it overesti-
mates dramatically the total mobility.

B. Dependence on crystal orientation

Figure 11 shows the calculated mobility for several sur-
face orientations (and, for the (001) and (011) surfaces,
also along two crystallographic directions) at 300 K. Ex-
perimental results are also shown (see Ref. 55 for experi-
mental details). In general, the results of the calculations
are in qualitative agreement with the experimental data
reported here as well as those published previously56{58

(Ref. 58 actually dealing with orientation dependence of
the on-current of devices). Comparison with data ob-
tained here is hampered by the large substrate doping
(resulting in strong Coulomb scattering not accounted
for theoretically) and by the (poorly-understood) role of
heavily nitrided oxides, which usually depress the car-

rier mobility. Thus, only qualitative conclusions will be
drawn here and in the following. Of particular interest
are the following observations:

1. For the (001) surface, the calculated mobility along
the [110] direction is somewhat larger than the mo-
bility along the [100] direction. Indeed, despite the
large mass of the hh-subband along the [110] direc-
tion, it is the much smaller conductivity mass of the
lh-subband along this direction (see Fig. 4) which is
responsible for this behavior. Experimentally, this
behavior is not observed. Indeed, the di�erence be-
tween the experimental mobilities along the [100]
and [110] directions shown in Fig. 11 is not signif-
icant, being smaller than sample-to-sample varia-
tions, while usually in the literature no di�erence
is observed56, and even the opposite behavior has
been recently reported59. We can only speculate
and blame slightly inaccurate k � p-parameters re-
sulting in an overestimation of the occupation of
the lh-subband. Indeed, even a minor change of
the relative occupations of the hh- and lh-subbands
would a�ect signi�cantly our result.

2. As shown in Fig. 12(a), at large hole sheet densities
and for (011) surfaces, the phonon-limited mobility

decreases much faster than n
�1=2
s , approaching an

n
�3=4
s behavior (shown by the dashed lines in the

�gure). At low n
s
and high temperatures, on the

other hand, it decreases with decreasing hole den-
sity. This behavior can be understood as follows:
At small n

s
, the small energetic separation between

two lowest-lying hh bands (see Fig. 2) favors inter-
subband transitions assisted by absorption of op-
tical phonons, provided the lattice temperature is
large enough to allow a signi�cant phonon pop-
ulation. As the con�nement increases, this pro-
cess weakens and the phonon-limited mobility in-
creases. However, recalling the high level of degen-
eracy already noted above, with the ground-state
hh-subband being the only signi�cantly occupied
subband, as n

s
increases, so does the Fermi energy.

Carriers now feel a larger momentum relaxation
rate, because of their higher energy and the strong
nonparabolicity of the hh-subband. This behavior
is peculiar to the (011) surface, because of its high
degeneracy. Indeed the phonon-limited mobility for
the (111) surface shows a very weak dependence on
the hole density (see Fig. 12(b)), because of the
close energetic proximity of the lowest-energy hh
and lh subbands (see Fig. 3).

3. The temperature dependence of the surface-
roughness-limited mobility for the (011) surface ex-
hibits the opposite behavior seen for the (001) and
(111) surfaces, namely, �

SR
increases with decreas-

ing temperature, as illustrated in Fig. 13. Once
more, the aforementioned high level of degener-
acy is responsible for this behavior, since now the
reduced value of the function S(Q) at the larger
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Fermi energies resulting from a reduces tempera-
ture and the enhanced dielectric screening domi-
nate over the (very weak, in this case) subband-
repopulation. The n

s
-dependence is always of the

form n
�r
s

with r � 1 at high densities, growing
more `steeply' (roughly as n�2

s
) at lower con�ning

�elds.

C. Dependence on strain

Because of the promise of strained-Si in the present
technology60, several groups have investigated experi-
mentally the enhancement of the hole mobility in Si
grown on relaxed Si1�xGex substrates61{68. Figure 14
shows the results of the calculation of the hole mobil-
ity at 300 K along the [100] and [110] directions for the
(001) surface in strained Si layers with 1% of strain ap-
plied on the (x; y) plane, as in Ref. 23. Also the case of
compressive strain { not yet investigated beyond the lin-
ear piezoresistive regime70;69 { is shown for comparison.
In agreement with the recent results by Nakatsuji and
coworkers6, a strong enhancement of the mobility is seen
in the case of tensile strain. The fast drop of the mobility
at large hole sheet densities is due to the fact that tensile
strain enhances the bulk hole mobility more than com-
pressive strain does, but the quantization e�ects caused
by the con�ning potential tend to `cancel' the e�ect of
strain: Tensile strain, as shown in Fig. 1(b) of Ref. 23,
increases the energetic separation between the hh and lh
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FIG. 14. Calculated total hole mobility at 300 K for the
(001) surface along the [100] (open symbols) and [110] (solid
symbols) directions, for relaxed Si (circles) and for Si un-
der 1% in-plane strain, both compressive (triangles) and ten-
sile (squares). Experimental data for Si-on-Si0:72Ge0:28 (solid
line) and a relaxed `control' device (dashed line) are also
shown.
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FIG. 15. Calculated total (a), phonon-limited (b), and sur-
face-roughness-limited mobility (c) for Si under 1% tensile
in-plane strain at various temperatures. The dashed lines in
(b) and (c) illustrate qualitatively the approximate depen-
dence on carrier density.

bands, while con�nement tends to maintain a small ener-
getic splitting between the hh and lh bands, while push-
ing the so (split-o�) hole band to higher kinetic energies.
Therefore, at large hole densities the hole mobility
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FIG. 16. As in Fig. 15, but for 1% compressive in-plane
strain.

approaches the mobility of relaxed Si. The opposite hap-
pens when compressive strain is considered: Strain and
con�nement e�ects both work in maintaining a constant
energetic splitting between the hh and lh bands and in
pushing the so band to higher energies (see Fig. 6(a)
which shows that the lh subband is actually the lowest-
energy state), so the mobility enhancement caused by
strain persists even at the largest hole density consid-
ered here. Eventually, as is the case for n-type inversion

layers27, at large-enough hole densities, only the e�ect of
quantization remains and all curves in Fig. 14 expected
to merge. Figures 15 and 16 show the temperature de-
pendence of the total hole mobility (a), as well as of the
separate phonon- and surface-roughness-limited mobili-
ties, in (b) and (c) respectively. Note how strongly �

ph

decreases with increasing n
s
(approximately as n�1

s
) in

the case of tensile strain, as a result of this competition
between stress and con�nement.
A �nal remark is necessary: Here, as in Ref. 23, the

application of stress of either sign (i.e., tensile or com-
pressive) is predicted to enhance the hole mobility. On
the contrary, a linearization for small strain (in the so-
called piezoresistive regime) predicts that the mobility
should decrease for one type of strain, increase when
the opposite stress is applied, the sign of the piezore-
sistance coeÆcients �11 and �12 determining the sign
of the mobility-change. The main reason for this dif-
ference stems from the fact that for the small values of
stresses which can be applied mechanically7;8;69;71 (10
kPa to 200kPa, corresponding to a strain of the order of
0.01 to 0.1%) or induced by the �eld-oxidation72;73, the
mobility is a�ected mainly by (small, as they are approx-
imately linear with strain) changes of the e�ective masses
and the associated band/subband repopulation. On the
contrary, at the much higher levels of strain present in
strained-Si layers grown on SiGe substrates, band repop-
ulation caused by large strain-induced energy shifts and
suppression of inter-band scattering dominate the pic-
ture, as suggested by Tezuka et al.

61. Large quantitative
and even qualitative di�erences should be expected be-
tween the two regimes.

D. Dependence on Si thickness

Experiments performed on Si-on-insulator (SOI) struc-
tures have shown that the hole mobility decreases mono-
tonically as the thickness of the Si layer is reduced43;74;75

from � 60 nm to � 2.7 nm, behavior quite similar
to what measured74;75 and calculated47;49;75;76 for elec-
trons. For both n- and p-type channels the additional
con�nement caused by the proximity of the `bottom'
Si/SiO2 interface is the origin of this behavior. Two
main competing factors are at play: As the thickness
W of the Si layer is reduced, the increasing separation
of the subbands and the increasing scattering form fac-
tor (�

R
j (z)j4dz � W

�2 for intra-subband phonon-
assisted processes, �

�K0
�K �W

�3 for thin Si layers) re-
sult in an enhancement and in a reduction, respectively,
of the carrier mobility.
For n-type channels, calculations have shown that as

W is reduced to 3 or 4 nm, the enhancement of the form
factor causes a reduction of the mobility.47;49;75;76 As the
Si thickness approaches 3-to-4 nm, the increasing ener-
getic subband-spacing boosts the mobility. But once the
Si thickness is reduced below approximately 3 nm,
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FIG. 17. Calculated total (solid circles), phonon-limited
(open circle), and surface-roughness-limited (open triangles)
hole mobility for the (001) surface along the [110] direction
at 300 K and a surface �eld of 4� 105 V/cm (ns � 2:6� 1012

cm�2) as a function of the thickness of the Si layer. The
symbols are calculated data, the lines are only a guide to the
eye. Experimental data from Ren et al. (Ref. 43, open dia-
monds, for ns � 3 � 1012 cm�2) and Uchida et al. (Ref. 75,
open squares, for Feff = 3� 105 V/cm) are also shown. The
dotted line shows the `expected' W�6 dependence of the mo-
bility in the regime in which scattering with surface-roughness
dominates transport in thin layers.

inter-subband processes are completely suppressed and
the mobility now drops sharply as the form factor dom-
inates once more. The expected mobility-peak at 3 nm,
predicted in Refs. 47, 49, 76 has indeed been observed
experimentally75 in a narrow range of electron density.
For p-type channels the situation is qualitatively sim-

ilar. As shown in Fig. 8(a), the energetic separation
of the lowest-energy hh, lh, and so subbands does not
change much down to W � 7 nm. In this regime, the
mobility decreases monotonically, as shown in Fig. 17,
mainly because of the enhancement of hole-phonon scat-
tering, because of the enhancement of the form factors,
Eq. (28). Note that here �

SR
has been calculated us-

ing Eq. (20), which assumes a perfectly smooth bottom
interface, lacking any experimental guidance about the
nature of the roughness at this interface and about the
presence or lack of correlation between the roughness
at two interfaces. However, the presence of this inter-
face has been accounted for by dealing with the image
forces it induces, via Eq. (22). As the thickness of the
Si layer is reduced to approximately 5 nm, the increased
separation between the hh and lh subbands causes a re-
duction of inter-subband surface-roughness scattering, so
that �

SR
exhibits a peak. For thinner layers (W < 4

nm, in qualitative agreement with Gold's conclusion for
n-channels45), inter-subband scattering is ine�ective and
the mechanism discussed by Gold45, Sakaki46, and Ren
et al.

43 becomes dominant. As the energy separation is
increased by an additional shift � �h!

op
, also optical-
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FIG. 18. Calculated hole mobility at 300 K for the (001)
surface along the [100] (circles) and [110] (squares) directions,
for bulk Si (open symbols, dashed lines) and for a Si layer
4 nm-thick (solid symbols, solid lines). Experimental data
are shown by the solid line (4 nm-thick Si layer) and by the
dashed line (`control' bulk device). Since experiments have
been performed using ring-FETs, the measured mobility rep-
resents an angular average over all directions lying on the
(001) plane. The solid and dashed lines connecting the calcu-
lated data are only a guide to the eye.

phonon assisted inter-subband processes are reduced, so
that the peak of the phonon-limited mobility is observed
at a small Si thickness, � 2 nm. It is interesting to ana-
lyze the density and temperature dependence of the hole
mobility for a thin Si layer. Figs. 18 compares theoret-
ical and experimental results for t = 4 nm. (Note that
while the calculations have been performed for the mo-
bility along the indicated direction, experimental results
are obtained using `ring-FETs', which provide a mobility
averaged over all directions lying on the surface plane.)
There is a qualitative agreement, especially regarding the
`
attening' of the � vs. n

s
curves at low densities. In-

deed, at low n
s
the form factor Eq. (28) is not controlled

by the gate bias anymore, but by the limited thickness of
the Si layer. Figure 19 illustrates a few additional inter-
esting e�ects: In (b), note the aforementioned indepen-
dence on n

s
of the phonon-limited mobility. In (c), the

behavior of the surface-roughness-limited mobility em-
phasizes the importance of dielectric screening: At low
n
s
the density has no e�ect on the con�nement, so that

the improved screening at larger hole sheet densities re-
sults in an enhancement of �

SR
, especially at low tem-

peratures for which screening becomes stronger. Finally,
note that in Fig. 17 no peak is observed for the total
hole mobility, unlike what calculated and observed for n
channels. However, such as peak seems to occur at larger
hole densities, as seen in the crossover shown in Fig. 18.
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s behavior of �SR at 443 K.

V. CONCLUSIONS

In conclusion, the mobility of holes in inversion layers
can be calculated quite reliably using an isotropic ap-

proximation for the hole-phonon and surface-roughness
matrix elements, but retaining the full anisotropy of
the (sub)band structure. The `isotropic' model predicts
qualitatively (and quantitatively, to a satisfactory degree
within the limitations of the non-self-consistent calcula-
tions performed here) the observed mobility for the (001),
(011), and (111) surfaces, its temperature dependence,
and its depression caused by the increase con�nement
in thin Si layers. Interestingly, the surface-roughness-
limited mobility has been found to exhibit a strong tem-
perature dependence caused mainly by a con�nement-
induced subband-repopulation (resulting in a higher �

SR

at higher temperatures for the (001) and (111) surfaces)
or by screening and degeneracy e�ects (resulting in a
lower �

SR
at higher temperatures for the (011) surface).

The application of both compressive or tensile in-plane
strain yields a signi�cant enhancement of the mobility,
resulting not only from the suppression of inter-subband
scattering, as suggested by Tezuka et al.

61, but also from
a strain-induced reduction of the conductivity mass, as
suggested by Nakatsuji6 and as seen in bulk Si (Ref. 23).
Despite this `success' of the model, disagreement with

available experimental data arises in a couple of cases:

1. For (001) surfaces, the hole mobility along the [110]
direction is found to be slightly larger than the mo-
bility along the [100] direction. Although the phys-
ical origin of this e�ect is quite obvious when con-
sidering the anisotropy of the subband-structure, it
has never been observed experimentally.

2. The strain-induced enhancement of the mobility
under compressive in-plane strain is predicted to
be signi�cantly larger than what seen experimen-
tally. Paradoxically, this situation is completely op-
posite to the case of n-type channels, in which case
the experimental data show an enhancement much
larger that what predicted theoretically27. An in-
creased roughness at the strained-Si/SiO2 interface,
as recently observed in n-channel strained-Si/SiGe
MOSFETs77, could explain the low mobility ob-
served experimentally in strained-Si p-channels, at
the price of worsening the disagreement between
theory and some observations (see Ref. 27 for a
discussion) for n-channels
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