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Data Management Systems in enterprises constitaigniicant portion of the
total cost of management of data in enterpriseegyst Maintaining data with a
high degree of availability and reliability is tgailly done by having a
centralized backup system that to maintain backygles of data present on the
workstations of enterprises. Maintaining a largelideted backup server for
data management requires a highly scalable netamdkstorage infrastructure,
leading to a major expense center. With the curtremids in workstation disk
storage, an alternative peer-to-peer paradigmdta chanagement can provide
an approach that provides equivalent performanegfaction of the cost of the
centralized backup system. In this paper, we ptebenarchitecture of a peer-
to-peer system for data management, and evalsatéféictiveness as compared
to a central approach

1. Introduction

One of the key IT challenges in any enterprise remvhent is to have an efficient
and reliable data management infrastructure. Acglpenterprise IT environment
consists of many computing elements such as wditsta personal computers,
laptops, departmental servers, etc. Each of thespuaters has a large amount of data
generated during its normal course of operatior d&ta on these computers is often
critical to the operation of an enterprise, and lt/es of data can result in reduced
productivity, lost revenues and an interruption tie normal flow of business
processes.

The loss of data is not an unusual phenomenonpeaadrs due to various causes,
such as disk crashes, accidental erasures, usetakess viruses, etc. Data
management systems provide the ability for useredover data that may be lost due
to any reason. The key functions of data managersgstems include making
automated periodic copies of data in a reliable megnand restoring data from the
backup copies when required.

The traditional data management approach withiardarprise has been to operate
a backup server to maintain backup copies of datasa the enterprise. Each backup
server handles the backup functions of a set ofpctens (backup clients), and must
have the capacity to store all of the data preaeal the clients assigned to it, as well
as provide a very high degree of availability. Ganeently, backup servers tend to be
high-end expensive machines with high capacity ddtaage devices. Software
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products that provide automatic backup and redtoretions are available from many
vendors, some examples being Veritas Backup ExXeard Tivoli Storage Manager
[2]. The operation and maintenance of backup serigml large expense for most
enterprises. It is estimated that enterprises sgimee dollars in order to manage data
for every dollar spent on new storage hardwareA3Jata management system that is
able to reduce the cost of data management wodld ihereducing IT costs in
enterprises significantly.

The rise of peer-to-peer systems promises an atieenapproach towards data
management which can offer equivalent functionaditynuch lower costs. Most of
the personal computers, as well as laptops opesdtia an enterprise have a large
disk-space which is often sparsely used. IndusstiaVeys indicate that up to 60% of
storage capacity in an enterprise typically remainsised [3]. With the recent
advances in the capacity of the disks on PCs aptbpga, the amount of unused
storage on the clients is likely to be much higtiem the above figure. The excess
storage capacity available in the devices can lpoted to provide data backup
services to other devices in the enterprise. Ifta# machines in an enterprise
cooperate to provide backup service to each otter,need for maintaining an
expensive backup server would be eliminated, amtieh lower cost solution for data
management would be developed. Needless to sant aorkstations are not as
reliable as the backup server, and the key challém@ peer-to-peer approach would
be to ensure that the collection of several lefahle machines results in a highly
reliable system from which a backup copy is alnabstays available for restoration.

In this paper, we describe a peer-to-peer systenddta backup and recovery
services, and show how it can be made highly rieliabd available. We analyze the
availability and performance of this system, andvstthat this system can obtain
performance levels comparable to that of tradifitwa&kup systems.

The rest of the paper is structured as followssdation 2, we discuss the structure
of a traditional backup system. This is followedsiction 3 by the design of a peer-
to-peer system for backup and restoration. In gecli, we analyze the availability
and reliability constraint of the different apprbas to building a data management
system. Finally, we present our conclusions andsafer future investigation.

2. Thetraditional data management system.

We assume that a traditional backup system operates environment where
there are multiple backup clients that are backpdaua single backup site. For
scalability reasons, the backup site may consiat@dbister of backup machines rather
than a single machine. Since the backup site h&mndle storage needs of a large
number of clients, it is usually implemented as onenore high-end servers running
with a very large amount of storage space, whicly e obtained by a mixture of
tape-drives, storage area network devices, or usiagyork attached storage.
However, the cluster essentially appears as aessegler to the backup clients.

Large enterprises may have several backup sitéls,asich backup site supporting
a subset of client machines. The partitioning aérdl machines among different
backup sites is determined primarily by the proxynaif a client to the backup site. In
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many cases, the backup sites act as peers to ¢aeh and providing mirroring
capability to provide disaster recovery support $dorage backup functions. An
example of such mirroring capabilities is providsdthe IBM TESS [4].

Each backup client in the system would typicallyéha copy of client software
which provides the ability for a user to manuallckup and restore files from the
servers. Additionally, the client software wouldigally contain a scheme to run
automated backups at scheduled regular intervajseach client may automatically
be backed up every six hours. In order to speedhapprocess of backing data,
backup may be done in an incremental mode whereabr@nges to an existing set of
file since the last backup are sent to the serVbBe metadata associated with a
backup, e.g. the last time when a file is backed isijpusually maintained on the
backup server. The backup client would check if fikehad changed since the last
backup time, and if so send the modified fileshte $torage server. In the case of full
backup, all the files are copied over to the newese

The bulk of the storage costs associated with de&aagement in an enterprise
arise due to the need to manage and operate tkapbaite, which needs to be highly
scalable, and available round the clock. The cestsociated with establishing,
maintaining, staffing and operating the backup eenaake the backup storage many
times more expensive than the cost of the cliarage.

The high costs associated with backup of servexdsléo a paradoxical situation
where the total cost of ownership of a megabyt&tafage increases as the capacity of
client disk increases. As the capacity of disksiratividual workstations increases,
the enterprise needs to provision for increasedagt at the backup site. On one
hand, users and application developers feel thatneed not worry about a few extra
megabytes on their PCs due to the large capacityeoflisks. On the other hand, they
come under increasing pressure from the enterpfisstaff to reduce the sizes of
actual storage usage, mailboxes, etc. in ordeedoae the costs at the backup site.
Since backup sites tend to be upgraded at a moeteslpace than the turn-around
time of PCs and laptops, we are headed for an éexenstorage space at backup
servers is going to be expensive and in short sumgiile there is a surfeit of unused
disk space on each individual user’'s machine.

3. The Peer to Peer Data Management System

Peer to peer systems have been used successfullyef@urpose of sharing and
exchanging files on the Internet [5] [6], as wedl @ provide for large distributed
storage systems [7]. Peer to peer systems calagsfied into two broad categories,
the first category building applications on topaof application level multicasting and
guery-searching mechanism, and the other categmplementing systems for
distributed hash-tables implemented over an ovestmce. When searching for a file
in the multicasting peer-to-peer system, the guerynachine sends a query which is
broadcast/multicast to all of the peers who seé&oclthe presence of a file matching
that query on their local system. In a distribubedh table, the file name is mapped
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on to a key, and an efficient method to look up #tey in a distributed environment
is implemented. The multicasting approach provides more general type of query,
and has a proven record of scalability and robgstitethe wide-area network.

If most of the users in an enterprise have machtinashave relatively low disk
utilization, they could provide backup and restduections to their peers in a
distributed manner. A peer-to-peer paradigm foadzckup and restoration would
eliminate the need for a backup site, and wouldlteés substantial cost savings for
the enterprise. Using the peer-to-peer backup paradeach file is copied over to
another peer in the system, rather than to a dévdckup site. However, the peers are
not likely to have the same degree of availabdisythe backup site. Thus, in order to
obtain a higher availability for each file, a fiould need to be copied to more than
one peer in order for it to become available.

The peer to peer data backup architecture on amhima creates an independent
area on each peer that is used for data backupdther peers. The user of the peer
can specify configuration properties like the maximfraction of the disk space to be
used for backup functions and the location of tlee f

3.1 System Architecture

In the peer-to-peer system for data managemente tvould be a common
software installed on each of the computers within enterprise. The common
software would provide the ability to backup andtoee files as needed by a
workstation client. The structure of the commontwafe that needs to be installed on
each of the machines is shown in Figure 1, andsistmof the following components:

Basic P2P Broadcast Mechanisifhese are the basic components available as the
building blocks for performing an application levietoadcast on a peer to peer
network. The basic P2P Search mechanism provideslility to search for a file
with a given name and set of attributes on a peeeer network. Libraries providing
this capability are generally available as comptsmém most peer to peer software
distributions.

The Peer SearcherThe peer searcher is built atop the basic P2Rclsea
mechanism, and is used to search for a peer whddwimia suitable candidate for
maintaining backups of a specific file in the systéVhen a file needs to be backed
up, the peer searcher component floats a querhempeaer to peer network, looking
for possible peers who should receive a backup adphe file. The peer searcher
components on other machines respond to such gué&he peer searcher would then
select a subset of the responding peers as suiapies for replication and backup.

The File SearcherThe file searcher is built atop the basic P2Rcsemechanism
and is used to search for peers who are holdingckup copy of a file and are
currently available.

The backup/restore managir the component responsible for the completirgg th
backup of the files on the local machine, and régjoa file from its backup copy,
when needed.
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The Properties Managers a component which keeps on tracking the ptogeeof
a current machine to assess its suitability taaa backup copy for a peer. Properties
tracked by the properties manager keeps track mécas such as when the peer is
typically up and connected to the enterprise netwtine disk utilization on the
system, and the speed of the processor on thensyste

The data manages the component which maintains copies of badiep on the
local system. This component is largely similathat in traditional backup systems,
but has the additional role of maintaining thedfitecurely so that the backed up data
is only visible to owner of the data.

The schedule managés responsible for initiating the periodic backufpthe files
on the local machine to remote machines on a regalaodic basis. The function is
unchanged from that in corresponding traditionatkio@ clients running on an
automated schedule.

Each of these components (except the basic p2plse@chanism) is described in
more details in subsequent sections.

3.1.1 The backup/restor e manager

The backup/restore manager is responsible foringe#tte backup of a file system to
one or more peers within the system, as well asefstoring the lost copies of a file in
the system. In our architecture, each file is copielependently of the other files on
the system. This ensures that each file is copiethtindependent set of peers.

In order to copy a file, the backup/restore mandigstr searches for a set of suitable
peers for backing up the file by contacting therpgmarch module. The peer search
module selects a set of peers and returns therhetdackup module. The backup
agent then contacts the peer to create a copyedifl¢hon each of the selected peer. If
the other peer already has a previous copy of itee dn incremental backup of
changes to the file is made to the peer. Otheniligefull file is copied to the backup
server. The file can also be encrypted as describetie security considerations
section later on.

When a copy of a file is to be restored, the détesi restoration and name of the
file are sent to the file searcher module. Thed#archer module looks for a copy of
the file that is most recently available copy amatigthe peers. That copy is then
used to create the restored version of the copy.

The backup/restore manager is also responsibleléssifying files on the local
system into different categories. File classifisdagplication files or temporary files
will not be backed up at all. Other files would backed up in the usual fashion.
Such classification is a normal feature of modlitranal backup systems.
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3.1.2 The Peer Searcher

The peer searcher is responsible for locating apfeers for each file which can act
as potentially good sites to create a backup cdpfieosystem. The peer searcher is
easier to implement on a peer-to-peer search mehahat implements application
level multicast than on a distributed hash tablagigm.

In order to search for a suitable peer, the peagrcher module floats a broadcast
query using the basic peer-to-peer broadcast merhanThe broadcast query
contains the name of the file being backed up,sibe of the file, the name of the
local machine, and the uptime cycle to which therent machine belongs. The
uptime cycle of the machine is described in thepBriies Manager Section of this
paper. The peer searcher modules on the othergasves the query, and compose a
response consisting of the following propertiee tiptime cycle of the peer, the
amount of free space on the peer, and a Boolegritticating if a copy of the file
already belongs in the peer being contacted. Ther gearcher module on the
originating node collects all the responses, arglgas a weight to each of the
responding peers. The weight is computed so thatspsith an existing copy of the
file are preferentially selected, peers with sanptinie cycles are preferentially
selected, and peers with smaller disk spaces aferpntially selected. The set of
peers is then used to create backup copies ofi¢he f

3.1.3 Thefile Sear cher

The file searcher module is responsible for findihg existing copy of a file to be
restored. The name of the local peer and the filmenare used as the keys to locate
the file on the existing peer to peer network. Epekr that has a copy of the file
being searched responds to the original peer,dimguthe time when its backup copy
was created in the response. The querying peertsele backup peer whose copy is
the latest one prior to the restoration time. Théorimation is passed to the
backup/restore manager which actually restoresfitae The file searcher can be
implemented over the distributed hash table pamadigsing the identity of the node
and file-name as keys to the hash table), or overoadcast/multicast paradigm for
building peer-to-peer systems.

3.1.4 The properties M anager

The properties manager module is responsible fepikg track of the characteristics
of the local machine on which it is running. Theerties manager keeps track of the
times during the day when the local machine tendsetup. All machines maintain a
uptime cycle property. The uptime cycle is a veabr24 numbers, each being a
numeric probability that the machine will be up idgrthat time of the day. The
probabilities are computed by the properties man&geping track of whether the
machine was up or down during the specified howr dkie duration of the previous
month. If the statistics are not available for anthg the statistics is computed over
available data if more than 7 days worth of datavigilable. If sufficient data is not
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available, the uptime cycle is initialized to cdnta probability of 1 during 9-5 local
time, and a probability of 0 during other times.

In addition to the uptime cycle, the properties ager also keeps track of the
amount of disk which is allocated on the local pirthe task of backing up files
from other peers. As the disk allocated approashagation, the peer is less likely to
respond to requests from other peers to backupesopf files from them. The
properties manager also maintains an indicatoheftype of network connectivity
that the peer is likely to have to other servellsisTs determined by looking at the
characteristics of the network interface that thever has active at each hour. Hours
when the peer has slow network connectivity (¢tw,only interface active is a dial-
up modem), the uptime cycle is marked to indicherhachine has a low probability
of being available.

3.1.5 The Data M anager

The data manager is responsible for keeping cagfiese backup files on the local
disk. The data manager maintains the timestamp welaeh file is backed up. The
timestamp of the backup copy is computed accorthntpe clock of the peer which
contained the original copy. The data manager migimtains an index of all the files
that are backed up on the local peer, along wétkiite.

Files that are backed up using incremental diffeesrfrom the older versions may
be stored locally with a listing of the incrementaknges, rather than the full version
of the files. The data manager is responsible fanaging the differences and
delivering the complete file to any requesting user

The data manager keeps all files in a compressadafoto reduce its storage
requirements. When a file to be archived is enceneut for the first time, the data
manager also checks to see if the file is identioahnother file of the same name
from another system. If the file is identical, thenly the metadata (timestamp,
owning node, etc.) information is created for tlesvrfile, with only a pointer made to
the copy of the existing file.

Most enterprises maintain a limited document réd@npolicy in order to contain
the amount of storage needed at the backup sites, Tthes would typically not be
backed up beyond the period of a few years. Somestypf data, e.g. billing records,
accounts records, tax-related information, are taaied for a larger period of time,
e.g. 7 years, depending on government regulatiodsoperating practices. The data
manager maintains the time-period for which a fieeds to be maintained in the
metadata, and files that are past their documeentien period are eliminated from
the backup.

3.1.6 Schedule M anager

The schedule manager is responsible for schedwdutgmatic backup of the
contents of the local file system at regular intdsv The function is similar to that in
traditional data management systems, and implemen&ing existing system
scheduling mechanisms.
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3.2 Security Issues

One of the issues with creating backup data ag¢difft peers is that of security. Some
of the files present on a user’s workstation areexfure nature, and should not be
visible to other users. However, backing up thesfilo another peer may make some
of the sensitive data become visible to another.UBleis vulnerability is a unique
problem in the peer-to-peer approach, since a @eed backup system usually is
built so as to provide isolation among differengnss

In order to address the security concerns, a mepe¢r system may encrypt a file
being copied over for backup using a key known dwolythe original user of the
machine. In order to encrypt a file, an independsadret key for encryption is
generated for each file. The key generation is dona deterministic algorithm which
takes four inputs (i) a password specified by theruii) the identity of the system
where the file is created (iii) the name of thee flbeing backed up and (iv) the
timestamp on the local system when the copy isgogiade. When a backup copy is
made, the peer with the backup copy has the infaomabout all the parameters
(except the first one) as the metadata maintaimedsi data manager. Thus, the
originating host, which knows the first parametan regenerate the key for the file
during restoration period and retrieve the fileeTdigorithm for key generation can
be made so as to generate strong cryptographic. keyypical key generation
algorithm could take the concatenation of the foyut parameters, compute the
exponent of the concatenated binary number, and thke the result modulo a
maximum key size as the secret key for encrypthory secret key based encryption
scheme can then be used to encrypt the file.

The one drawback in the approach is that a useefting their password for
backup in the system will have no way to recovereset the lost password. In order
to assist them in recovering the password, theesysnaintains a known text file
which is then encrypted and stored locally. Thesefiles are not copied to the other
peers. When a user forgets his password, the syptewmides utility tools which
would help him recover the password by trying tampare different possible
combinations against the known file. The approaduld be time-consuming and
will only work if the known file is not corruptednahe disk.

Another issue with user passwords is that the pagbean not be changed since
that would not match with the keys used for backipghe previous files. In order to
address that issue, the data management systertamaia local file containing all of
the previous passwords and the time-duration thewsed. This local file is always
encrypted using the current key, and backed ugheranachines using the standard
replication mechanism. When a user changes thewpadsthe old password is
appended to the password file, and the passwaddiencrypted using the new key
which would be generated using the new password.
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3.3 Hybrid Data M anagement Approach

The approach to handling security and metadata gesmant in peer-to-peer systems
is not as elegant as it is in centralized backugiesys. Centralized backup systems
allow a easy way to manage user passwords allousegs to reset them as needed,
without a need to maintain a history of older passls used. A good way to obtain
the advantages of centralized security managenmehtree cost-savings of a peer-to-
peer data backup systems would be to used a hgppibach.

In the hybrid approach, the metadata associated @gth file is maintained at a
central repository, while the actual files are niimed at peers. The central
repository is also responsible for managing theswasds of the users. The central
repository uses a public-key cryptographic approtclencrypting the files on the
peers. All files are encrypted using the public kéyhe repository. Thus, the issues
of key management are restricted simply to manatjiadkeys of repository.

The repository also maintains an index of the pedrs have the backup copy of
the different files. Thus, the repository has aatdase which can be quickly searched
to determine the set of peers that may have a awp§able. The restoration process
can be done much faster since the peers contaihi@gbackup are now easily
identified and can be located without a broadcastry] search on the peer-to-peer
overlay.

All backup and restoration requests are made torepesitory. The repository
authenticates the identity of the user making #wuest, and searches for a suitable
set of peers for the machine. The repository idiestithe peers that will make the
backup copy, and the files are copied directly leetwthe peers. After the successful
backing up of a file, the meta-data informatiomhet repository is updated.

The hybrid approach requires a central repositaltiiough this repository would
require much less bandwidth and data storage tHal-feedged centralized backup
solution.

4. Evaluation of Peer to Peer Approach

In this section, we examine the effectiveness ef pleer-to-peer approach with
some simple system models. The system models vgemtrare more akin to back-of-
the-envelop calculations rather than a formal sysperformance evaluation model.
However, they would help in identifying the sitwats where the peer-to-peer data
management approach would be better than the &Geattaapproach and where it
would be worse.

In our system model, we assume that thereNameachines in the system, and that
they are randomly connected. We assume that eattteahachines has a disk with
the capacity oD and that each machine has a fracfiari its capacity used to create
local files. We further assume thatcopies of each file are made in the case of the
peer-to-peer approach. Furthermore, each client thasprobability p. of being
available at any given time, and that each cligrérates independently of the other
clients.
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We assume that all optimizations that can be madddta management in peer to
peer systems can be mimicked in a centralized sepgroach, and vice-versa. Thus,
the key comparison is between the storage spacebandwidth required for the
centralized solution as compared to the peer-to-ppproach. Let us assume that the
centralized backup solution provides an availabditps.

With b copies being made of the system, a client wouldHtde to recover a file
when needed as long as one ofbhgeers with a copy of the file is available fotat
recover from. Thus, the peer-to-peer system woakktha reliability better than that
of the centralized system, as long as

ps < 1- (1'pc)b
which is equivalent to :
b > log(1-ps)/log(1-p)

Figure 2 shows the typical number of copies thatld/meed to be made with some
typical availability numbers of clients and the kag server. The different bars show
the number of copies needed to obtain the avathabéixpected of a centralized
backup system for a given reliability of the cl&nfor a client reliability of only
90%, 4 copies of a file are able to obtain the labdity equivalent to that of a backup
server with 4 9s of availability. For a more rel@llient, which is available 99% of
the times, one could obtain availability equivalémt6 9s at the centralized server
with only 3 copies.

The additional copies of servers come at a costesthe total storage capacity
needed in the peer to peer approach is higherthzrof the centralized server. Since
b copies of each file are being made, the spacereztjisb times that of a centralized
backup server. In order for the peer-to-peer apgrda be successful, the peers must
have adequate disk-space to handle the requisitd@uof copies. This requires that
the following relation hold true:

b*f<a

wherea is a number less than 1 due to practical condidesalike having enough
space capacity of clients, or the need to makeipteiversions of a file. Thus, a peer-
to-peer approach would be feasible as long as

log(1- ps)/log(1-pe) < a/f

This would indicate the peer-to-peer approach faradmanagement is feasible
provided the utilization of the disk storage atheaf the peers is reasonably small.
For a utilization of each client of about 20%, aw of 0.6, Figure 2 would imply
that one could obtain 3 9s of availability usingeots with an availability of 0.9, and
one could obtain 6 9s of availability using cliemgh an availability of 0.99. If the
trend of client workstations with large disk capaend relative little usage continues
to hold, it would appear that the availability angliability of the peer-to-peer
approach would be comparable to centralized baclapproaches for data
management.
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5. Conclusion

In this paper, we have presented an peer-to-pgeoapgh to managing data in an
enterprise. The approach provides for a way to lya@nd restore data in enterprise
systems without the need for a centralized baclampes. We have presented the
architecture of a system that would implement thpproach, and analyzed the
feasibility of the approach using some simple aggions. The analysis indicates the
approach would work well for systems where there arany clients with large
amount of space disk capacity. Under the presendtof having PCs and laptops
with larger amount of disk storage, this approagpears to be an effective low-cost
method for managing data in an enterprise.
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