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Abstract. We review briefly some aspects of the history of Monte Carlo simulations of electronic transport in
semiconductors. In the early days their heavy computational cost rendered them suitable only to study problems
of pure physics, as simpler models provided the answers necessary to design ‘electrostatically good’ devices.
Now that scaling has taken another meaning (i.e., looking for alternative materials, crystal orientations, device
geometries, etc.), Monte Carlo simulations may gain popularity once more, since they allow an efficient and
reliable evaluation of speculative ideas. We show examples of both aspects of the results of Monte Carlo work.
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1. Introduction

At the 1996 ESSDERC one of us (MVF) gave a review
entitled “Monte Carlo simulations of electron trans-
port in Si: The first twenty years”[1]. At the time,
emphasis was placed on the relevance of Monte Carlo
(MC) simulations to science — such as on the deter-
mination of the electron-phonon and impact ioniza-
tion scattering rates, or on the suitable band-structure
model to employ — but much less on their relevance to
technology. Perhaps this was because such an impact
on VLSI technology was, sadly, absent. Yes: MC solu-
tions of the Boltzmann Transport Equation (BTE) had
helped the improvement of ‘moments’ approximations,
such as the drift-and-diffusion, energy-transport, and
hydrodynamic models[2]. But not much else... Let us
recall that at that time VLSI technology was evolving
along the predictable evolutionary path of scaling Si
MOSFETSs. Electrostatic properties (e.g., threshold-
voltage and sub-threshold swing) dictated by process-
ing choices and accurately modeled by ‘mundane’ Pois-
son solvers were the dominant effects. After all, device
designers where mainly concerned with being able to
turn-off the device. Transport characteristics had al-
ways been — up to then — secondary worries, as device

scaling took care of improved performance.

‘Scaling’, as viewed then, is now gone, replaced
by novel device designs (e.g., FINFETSs, Double-gate
FETs) and novel active materials (e.g., strained-Si,
Ge, Si surfaces of ‘unusual’ orientation, even the never-
dying III-V compound semiconductors) as technolo-
gists attempt to bypass the (real or perceived) end
of this ‘conventional scaling’. We do not have ‘pre-
canned’ drift-and-diffusion models of mobility, satu-
rated velocity, or pair-production-vs.-field expressions
for these materials, neither do we know the effect of
novel gate-insulator materials on device performance.
This quasi-revolution in VLSI technology has now
given MC simulations a second wind and a practical
importance. As was the case a decade ago, science
still benefits from the flexibility that the MC method
allows, by decoupling physical models from numerical
- mainly convergence - issues. Similarly, the reduced
dimensions of the devices present interesting new phys-
ical aspects, such as (intentionally ignoring here ‘quan-
tum concerns’) the role of long-range Coulomb inter-
actions and their effects on device performance. But
the novelty of the structures and materials considered
now in ‘real-world” VLSI technology requires the deep
physical foundations of MC models: physically accu-
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rate band-structure, scattering matrix elements, and a
transport model valid all the way to the ballistic limit.

In this paper, after having reviewed a few chapters
of the science-related history of MC simulations, we
shall delve into this ‘real world’.

2. A Brief History

It was at the 1966 “Hot Carriers in Semiconductors”
Conference that MC methods — originating from the
work done on neutron transport during World War IT —
were proposed by Kurosawa to study electronic trans-
port in semiconductors.[3] Compound semiconductors,
such as GaAs or InP, were the first obvious applica-
tions, since the small effective mass of these materials
meant that electrons would heat up beyond the quasi-
thermal regime — amenable to drift-and-diffusion simu-
lations — and more accurate solutions of the BTE were
required to account for the Gunn effect, the presence
of Gunn domains, etc. From these pioneering efforts
by the Malvern group[4], the foundations of MC sim-
ulations were put on solid foundations by Price[5].

Work on Si initially dealt with purely ‘scientific’
problems: The group at the University of Modena took
to measuring and explaining velocity-vs.-field charac-
teristics of electrons and holes in homogeneous Si crys-
tals at various temperatures, paying attention to the
strength of intra- and inter-valley processes, valley re-
population, and diffusion constants.[6] Applications to
device simulations were scant at first, as the state of
computational tools at the time did not allow moving
much beyond either homogeneous transport or simple
idealized one-dimensional problems.

The availability of faster computers in the 1980’s
was the factor which triggered an ‘explosion’ of ac-
tivity. The group at the University of Illinois at
Urbana-Champaign ‘did the impossible’, by employ-
ing the full band-structure of semiconductors (GaAs at
first[7], followed by Si[8]) to study high-energy trans-
port. Groups in Japan[9] and the US[10] tackled the
problem of transport in low-dimensionality situations,
and the first flexible, multi-purpose MC device simu-
lators began to be available. Yet, the computational
cost of these methods remained too high for daily use
in industrial development. The 1980’s are probably
best characterized by saying that the need to go be-
yond the ‘thermal transport’ approximation of drift-
and-diffusion was filled by moments methods (energy-
transport and hydrodynamic), MC remaining a ‘cu-
riosity’ in the eye of the device designer, used only for
the occasional calibration of relaxation times.

3. DPast science

Having tackled successfully the ‘warm electron’
physics of the 1970’s — thanks to the work by the Mod-
ena group — electronic transport in small MOSFET's
was next on the list. As devices were approaching
the 100 nm channel length, MC simulations appeared
to be set for center stage. Velocity overshoot, nonlo-
cal effects (as for pair production), and injection into
the gate oxide were all problems which required ac-
curate physical models. Curiosity about the experi-
mental confirmation of velocity overshoot was running
high around the end of the 1980’s. Hydrodynamic
simulations seemed to be unable to tackle the prob-
lem (recall the infamous ‘spurious velocity overshoot
problem’) because of their strong dependence on en-
ergy and momentum relaxation times. However, the
current-voltage characteristics of the devices did not
seem to be affected by ‘overshoot’ even down to effec-
tive channel lengths of 70 nm.
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Figure 1: Measured and simulated transconductance vs.
metallurgical length for the ‘early’ sub-100 nm nMOSFETSs.
Velocity overshoot was looked for, but barely detected in the
smaller devices at 77 K.

The early data shown in Fig. 1 — either
theoretical[11, 12] or experimental[13] — of the large-
signal transconductance of sub-100 nm nMOSFETSs
did not provide any definitive proof that the electron
velocity exceeded, on average across the channel, the
saturated velocity. Perhaps a hint was provided by
the (electrostatically marginally short-channel) 60 nm
devices at 77 K. But it was clear, even then, that the
velocity near the source-end of the channel fixed the
drain current. Yet, the possibility of ‘looking inside
the device’ provided by MC simulations showed that
indeed the saturation velocity was a concept of vanish-
ing usefulness, as was the case for the similar ‘quasi-



Thirty Years of Monte Carlo Simulations of Electronic Transport in Semiconductors 3

equilibrium’ concept of mobility: Many collisions are
required to establish a steady-state drift velocity pro-
portional to the field (as required by ‘mobility’) or in-
dependent of it at sufficiently high fields (as required
by the concept of ‘saturated velocity’). This large
number of collisions is not present in the channel of
a sub-250 nm device. Yet, on the grounds that drift-
and-diffusion simulations seemed to be able to predict
the gross features of the current-voltage characteris-
tics (suitably ‘tweaking’ a few mobility- or saturated-
velocity-related parameters!) many ignored the mes-
sage that MC simulations were sending about the
physics of electronic transport in small devices: Equi-
librium and low-energy concepts such as mobility, ef-
fective mass, and saturation velocity do not apply any-
more. If simpler, near-equilibrium simulations (drift-
and-diffusion, energy-transport and/or hydrodynamic
models) ‘work’; it is thanks to the skill of the engi-
neer who tweaks the input parameters and thanks to
the fact that near the source things behave ‘normally’,
down to — perhaps — the 100 nm length.
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Figure 2: Calculate transconductance vs. metallurgical
length for small MOSFETs fabricated on several semicon-
ductors. From these results we argued that low-field mobil-
ity did not matter anymore at small length scales.

This concept was reinforced by the results shown in
Fig. 2: Despite the huge differences in carrier mobil-
ity in GaAs, Ge, and Si, the MC-simulated perfor-
mance of devices fabricated using these semicondutors
do not differ that much. As soon as carriers heat-up
above thermal transport, the high-energy, coarse-scale
features of the band-structure dominate. The mobil-
ity becomes, once more, a meaningless concept. Only
In-based compounds, by virtue of the large energy-
splitting of their satellite valleys, still exhibit an im-
proved performance.[14] Even this, however, will van-
ish in the ballistic limit, as we shall see below, if such

a limit is at all reachable.
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Figure 3: The not-so-trivial agreement among several groups
worldwide in assessing the strength of the electron-phonon
(top panel) and impact-ionization scattering rates for elec-
trons in Si. The importance of full-band models and of den-
sity of final states was the main result of decades of effort
required to produce the data plotted here.

What, in our opinion, remains the real triumph of
MC method, lies in the role which they have played in
helping us understand the strength of electron-phonon
and impact-ionization scattering rates in Si. Consid-
ering the ubiquitous role played by electron transport
in Si in the present technology, the importance of this
achievement cannot be overemphasized. Details about
this new ‘standard model’ for electron transport in
Si, together with the depressing status of our under-
standing in the years preceeding 1989 can be found in
Ref. [1]. Here it suffices to look at Fig. 3. Electron-
phonon and impact-ionization scattering rates are
shown as employed/calculated/measured by several
groups worldwide[15-23]. It should be noted that
the agreement between the rates used by these many
groups was not easy to obtain. It resulted from ex-
tensive theoretical and experimental work. It should
also be noted that the meetings which originated
the present series of conferences (IWCE) were mainly
aimed at assessing the early discrepancies among
groups and, hopefully, at reaching a consensus.
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Figure 4: Calculated electron energy distributions in the
channel of a 180 nm-long nMOSFET. Interparticle Coulomb
interactions are responsible for the dramatic ‘thermalization’
of the distribution. Even sophisticated effects such as Bude’s
‘ionization feedback’ (secondary ionization) are dwarfed buy
electron-electron scattering.
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Figure 5: Calculated electron ‘effective velocity’ in the chan-
nel (namely: transconductance divided by gate capacitance)
accounting for long-range Coulomb interactions among elec-
trons in the channel and those in the source/drain regions
and in the poly-silicon gate. Thermalization of the distri-
bution function due to the former interactions and direct
momentum losses via gate Coulomb drag result in a reduced
performance at channel lengths shorter than approximately
40 nm.

Finally, MC simulations have opened up the possi-
bility of studying the role of the most important in-
teraction in nature, namely, Coulomb interactions. At
first, the ‘thermalizing’ effect of electron-electron in-
teractions in the channel of nMOSFETSs was studied
with the goal of understanding why some processes
were observed to occur even below their expected
‘threshold’.[24] Typically, substrate currents (caused
by pair production across the gap) were observed in
small devices even with an applied source-to-drain bias
below 1.1 V (i.e., the indirect gap of Si). Also, injec-

tion into the oxide was observed at biases below the Si-
SiO4 barrier height. Figure 4 shows the dramatic effect
of the short-range electron-electron interactions in al-
tering the energy distribution function in the channel:
Sophisticated effects such as the ‘secondary pair pro-
duction’ studied by Bude[25] appear to be totally neg-
ligible compared to the strength of these interparticle
Coulomb processes.[26] Sadly, as we have said above,
none of these results has had much of an impact on
technology. Simple electrostatic simulations provided
the answer to the most important question (“Which
doping profile should we use to be able to turn the de-
vice off 7). Device performance came ‘naturally’ from
its reduced dimensions, no matter whether or not we
understood why.
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Figure 6: Calculated current-voltage characteristics of a
150 nm-long nMOSFET on bulk Si (open symbols, dashed
lines) and on biaxially strained Si on Sig.75 Geg.25 (solid sym-
bols, solid lines). Despite an observed 100% mobility boost,
the strained-Si device exhibits only an approximately 30%
performance advantage. Gate bias parametrizes the curves:
From 0.0 to 1.5 V in steps of 0.25 V for the relaxed-Si de-
vice, from -0.25 to 1.5 V in steps of 0.25 V for the strained-Si
device.

4. Present and future technolgy

The very same interparticle Coulomb interactions con-
sidered above may be responsible for a puzzling be-
havior observed in sub 100 nm nMOSFETs: Their
unexpected poor performance. Noted first by the
MIT group|27], this puzzling trend was attributed by
them to increased scattering with the rough Si-SiO,
surface as the confining field increases with shrink-
ing oxide thickness. An alternative explanation may
cause the effect illustrated in Fig. 5: High-density
electron gases in the source, drain, and (poly-silicon)
gate of an ULSI nMOSFETSs are separated by a dis-
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tance smaller than any screening-length in the sys-
tem. Electrons in the channel may lose momentum
to electrons in the gate via a Coulomb-drag process,
while electrons in the drain may excite plasmons in
the drain, the resulting ‘thermalization’ of the elec-
tron energy distribution in the channel causing, in
turn, enhanced momentum-dissipating scattering with
phonons, impurities, etc. The figure illustrates the ef-
fective electron velocity in the channel (i.e., transcon-
ductance divided by gate capacitance) as a function
of (metallurgical) channel length when accounting for
all Coulomb processes, when suppressing the channel-
gate drag (labeled ‘metal gate’), and when supressing
also all remaining Coulomb scattering. Note that be-
low 40 nm or so the performance begins to drop as the
source/drain and channel/gate distances decrease.[28]
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Figure 7: As in Fig. 6, but comparing a 25 nm-long bulk
(100)-Si with a bulk (111)-Ge nMOSFET. Once more, the
3X mobility advantage of Ge over Si is largely negated — Ge
outperforming Si by about 30% — at the small length scales
of present interest. Gate bias ranges from 0.0 to 0.7 V (in
steps of 0.1V) for both devices. No corrections has been
applied for a difference in threshold voltages.

This last observation brings us to the present and
near-future. Because of increasing technological diffi-
culties, diminishing returns and physical limits, ‘scal-
ing’ is being perceived — justifiably or not — as a thing
of the past. Performance should be sought by looking
for alternatives to evolutionary down-scaling. MC sim-
ulations — with their ability to handle physically accu-
rate models — can finally help us, since the vast number
and variety of possible alternatives requires some early
guidance. Simpler simulation models simply cannot
handle transport in other semiconductors and crystal
orientations, strained materials and alternative gate
dielectrics, ballistic or quasi-ballistic transport. Thus,
MC simulations have recently been applied to ‘real
world’ problems: Transport in strained Si, showing,

as illustrated in Fig. 6, that a significant performance
gain (up to 40%) can be obtained, the boost of the on-
current dropping only marginally as the channel length
shrinks down to 20 nm. Figure 7 illustrates a simi-
lar situation in which a Ge nMOSFET (fabricated on
the (111) surface) outperforms a Si (100) nMOSFET
by almost 30%. Even allowing for intrinsic ‘calibra-
tion’ uncertainties in the MC simulations (deforma-
tion potentials and scattering rates for many semicon-
ductors are not as well known as for electrons in Si),
this information provides some guidance as to which
semiconductors, strain configuration, crystal orienta-
tion, device design (i.e., planar double-gate, FINFET,
ground-plane devices, fully-depleted SOI, etc.) should
be considered with the highest priority.
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Figure 8: Calculated current-voltage characteristics of
nMOSFETs of 60, 30, and 15 nm metallurgical channel
lengths fabricated on (100) InGag.47 Asg.53, InP, Siand (111)
Ge. Channels are oriented along the [100] directions in the
case of the In-based FETSs, along the [110] direction for Si
and Ge. As the quasi-ballistic regime is approached, the
small density-of-states effective mass results in the inability
of the high-speed materials to carry current.

These activities leave us with a few basic consider-
ations which, eventually, acquire a ‘fundamental’ in-
terest. Figures 6 and 7 show that even when boosting
the low-field mobility by 100% (as for strained Si on
SiGe) or even a factor of 3 or more (as when moving
from Si to Ge), we should not expect a similarly large
performance boost in small devices. Simply put, the
low-field mobility, as we had emphsized above, is not
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a useful concept any longer. Perhaps, the following
results, once more obtained by full-band MC simula-
tions, will illustrate the point more dramatically.

As shown in Fig. 8, scaled MOSFETs with 60, 30,
and 15 nm effective channel lengths using Si, Ge, InP
and Ing 53 Gag 47As have been simulated. While at (rel-
atively) large channel lengths the small transport mass
of ITII-V compound semiconductors gives them some
performance advantage, at the shortest channel-length
their small density-of-states effective mass makes them
‘choke’ (too few ‘channels’ — ¢ la Landauer - to carry
current). Ge appears superior, but only on the cho-
sen (111) surface orientations and ignoring band-to-
band leakage issues. (To be pedantic, (111)-Ge is to
be preferred in the scattering-dominated limit, (110)-
Ge in the ballistic limit... but we shall ignore these
tiny details.) Note that the self-consistency between
MC and the Poisson equation is a crucial ingredient
in this analysis. Any model which bypasses this self-
consistent step is bound to mistreat the basic physics
of electron transport at small length scales. To put
it in more general terms, in the scattering-dominated
regime we prefer materials with a small conductivity
effective mass — in order to boost carrier velocity —
and with a small density-of-states effective mass — in
order to reduce scattering (through a reduction of the
density of available final states after collision). In the
ballistic regime, instead, we still require a small con-
ductivity effective mass, but we now require a large
density-of-states effective mass, in order to have many
Landauer channels open for conduction. This latter re-
quirement is actually the dominant one. Ge is indeed
the ‘winner’, as its small conductivity mass is accom-
panied by a large density of states resulting from the
many valleys entering the picture. Whether the ballis-
tic limit will ever be reached remains an open question
(in view of the strength and unavoidable presence of
interparticle Coulomb interactions we are inclined to
believe that ballistic transport is a ‘pipedream’). The
fact remains that what’s good for mobility in near
equilibrium, long-channel transport, is bad for per-
formance in ultra-short devices. In our opinion the
search for ‘good materials’ (where ‘good’ means ‘with
high ohmic mobility’) should be carried out with an
open mind: Mobility and performance depend on the
strength of scattering. The fact that they appear to
be correlated is a tautology, both being effects of the
same cause. Yet, their correlation becomes increas-
ingly weaker at increasingly short dimensions. In the
limit of ballistic transport, where scattering ceases to
matter, they may become ‘anticorrelated’.
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