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Inferring Synchronization under Limited Observability
Martin Vechev, Eran Yahav, and Greta Yorsh

IBM Research

Abstract. This paper addresses the problem of automatically inferring synchronization for
concurrent programs. Given a program and a specification, we infer synchronization that
avoids all interleavings violating the specification, but permits as many valid interleavings
as possible. We let the user specify an upper bound on the cost of synchronization, which
may limit the observability — what observations on program state can be made by the
synchronization code. We present an algorithm that infers, under certain conditions, the
maximally permissive synchronization for a given cost. We implemented a prototype of our
approach and applied it to infer synchronization in a number of small programs.

1 Introduction
Concurrency is hard. Concurrent execution of operations that share data requires syn-
chronization to guarantee correctness. Typically, the programmer is required to reason
about all the ways in which concurrent operations can interleave, and introduce syn-
chronization code that avoids incorrect interleavings. Because of the excruciating diffi-
culty in finding even a single choice of synchronization that makes the program correct
and reasonably efficient [37], programmers often introduce synchronization in an ad-
hoc manner, and rarely explore alternative choices. In particular, programmers often
resort to coarse-grained synchronization because: (i) it simplifies reasoning about the
program, and (ii) the overhead incurred by finer-grained synchronization is prohibitive.

Our goal is to assist the programmer in systematically exploring alternative choices
of synchronization, based on the cost that she is willing to accept. Given a program P ,
and a specification S, we define the set VP(P, S) of concurrent programs that satisfy
S and can be obtained from P by adding synchronization. To understand the tradeoffs
between different choices of synchronization code, we examine two dimensions along
which programs in VP(P, S) can be compared:

– Permissiveness: Given two programs P1, P2∈VP(P, S), we say that P1 is more
permissive than P2 when the set of traces permitted by P1 is a superset of the set of
traces permitted by P2.

– Synchronization Cost: Given two programs P1, P2 ∈ VP(P, S), we say that P1

has lower cost than P2 when the running time of the synchronization code in P1 is
lower than that of P2.
There is a connection between the cost of synchronization and its permissiveness.

For the synchronization code to be more permissive, it needs to draw finer distinc-
tions between interleavings, which typically requires atomically observing more of the
program’s state. Observing more of the program’s state means increasing the synchro-
nization cost.

In general, the user would like to maximize permissiveness and minimize the cost.
However, the synchronization solution that provides maximal permissiveness maybe
too costly. There may be another (incomparable) solution, with lower permissiveness
and lower cost, which is acceptable. We let the user specify an upper bound on the cost,
and infer a maximally permissive solution within the limits of her acceptable cost.



There are various synchronization mechanisms made available to concurrent pro-
grammers today. In this paper we choose to focus on the classical conditional critical
regions (CCRs), an elegant construct originally introduced by Hoare [16]. A CCR con-
sists of a guard and a sequence of statements that are to be executed atomically if the
guard evaluates to true. If the guard evaluates to false, the thread blocks until it is able to
atomically re-evaluate the guard. Guards only observe program state, but cannot mod-
ify it. CCRs have been implemented as a synchronization construct in the language
Edison [13], as a language extension of Java via software transactional memory [14],
and recently in the high-performance parallel language X10 [30]. One of the advan-
tages of CCRs over other lower-level operational primitives such as locks and condition
variables is their concise and declarative nature.

One of the key challenges in using CCRs is to find the appropriate guard expres-
sions. A programmer must address the following: (i) correctness — guards must elim-
inate invalid interleavings that violate S; (ii) permissiveness — guards should allow as
many interleavings as possible: a thread executing a guard should not block unless its
execution is doomed to violate S; (iii) cost — it is important to reduce the cost of evalu-
ating the guard expression. This cost is typically dictated by the number of shared vari-
ables accessed in the guard, because the guard is evaluated atomically. Hence, one way
to reduce the cost is by restricting the code to observe only a subset of these variables
variables. There is a trade-off between the above components. For example, limiting
the cost of the guard may reduce the permissiveness. Moreover, manually dealing with
these trade-offs may require the programmer to simultaneously consider all guards in
all of the CCRs in the program.

This work addresses the challenge of automatically inferring correct and maximally
permissive guards, without exceeding the upper bound on the cost of the guards, speci-
fied by the user. This bound restricts the language of guards — the expressions that can
be used as guards — to those that cost less than the specified bound.

Consider a concurrent program P , a specification S, and a language of guards LG.
We denote by VP(P, S, LG) the set of programs that satisfy S and are obtained from
P by adding guards from LG. It is possible that no program P ′ ∈ VP(P, S, LG) per-
mits all valid interleavings of P . The reason is that the language LG may not be ex-
pressive enough to distinguish between a valid and an invalid interleaving and thus
a valid program P ′ must avoid both. It is therefore natural to define the notion of a
maximally-permissive program under a given language of guards: P ′ ∈ VP(P, S, LG)
is maximally-permissive with respect to LG if there is no program in VP(P, S, LG) that
permits more interleavings than P ′. In other words, it is impossible to modify P ′ using
expressions from LG to permit more interleavings without violating the specification S.
Our goal in this paper can be stated as follows:

Given a concurrent program P , a specification S, and a language of guards
LG, construct a program P ′ ∈ VP(P, S, LG), such that P ′ is maximally per-
missive with respect to LG, and has minimal synchronization cost.
The above problem statement is closely related to the ones addressed by program

repair [19] and controller synthesis [27]. However, in contrast to these approaches, our
work focuses on inferring synchronization code that observes the state without modi-
fying it, and takes into account the cost of synchronization when attempting to find the
maximally permissive solution.
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1.1 Main Contributions

The contributions of this paper can be summarized as follows:

– We present a technique for automatically inferring correctly-synchronized concur-
rent programs. To explore alternative choices of synchronization, we let the user
control the upper bound on the cost.

– We first present an exponential algorithm that infers a maximally permissive pro-
gram for a given language of guards. Next, we define a greedy algorithm that infers,
under certain conditions, the maximally permissive program for the given language
of guards. Both algorithms minimize synchronization cost.

– We implemented a prototype of our approach and applied it to several programs,
including classical ones such as dining philosophers and asynchronous counters.

Next, we use a simple example to illustrate the challenges that our goal presents,
and show how they are addressed in our approach.

1.2 A Simple Motivating Example

Fig. 1 is a simple program consisting of three operations op1, op2, and op3, that are
executed concurrently by the client program (the main procedure). The interleavings
for this example are shown in Fig. 3. In this example, the global state consists of the pro-
gram counter of each of the three threads, and the value of the shared variables x,y,z.
We denote the global state using a tuple 〈pc1, pc2, pc3, x, y, z〉 where pc1,pc2, pc3 are
program counters and x, y, z are the values of the corresponding shared variables. For
this program, we would like to guarantee that the global invariant y 6= 2 ∨ z 6= 1 is
maintained. Unfortunately, while most interleavings indeed satisfy this specification,
the interleaving x=z+1;z=y+1;y=x+1 leads to its violation. In the figure, we use nodes
with red dotted boundaries to denote states in which the invariant is violated.

op1 { 1: x = z + 1 }
op2 { 2: y = x + 1 }
op3 { 3: z = y + 1 }

main:
int x = 0, y = 0, z = 0;
op1 || op2 || op3

Fig. 1. An example program with three threads.

Implementability Our goal in the example is to construct a new maximally permissive
program in which the invalid interleaving above is not allowed. Generally, to eliminate
invalid traces, we consider the (possibly infinite) set of program traces represented using
a transition system, and compute a subset of the transitions in the transition system for
which all resulting traces are guaranteed to be accepting. However, since our goal is to
construct a program, it is not sufficient to find a valid transition system, we need to find
one that is expressible as a program in the provided programming language. Similar
implementability challenges occur in other synthesis settings, e.g., synthesis of reactive
modules [27].

Cost vs. Permissiveness The ability to avoid a specific transition depends on the amount
of information that can be obtained atomically from the global state and reflected in a
CCR guard. Atomically reading the entire program state is often too costly. By reduc-
ing the cost of synchronization we restrict the languages of guards. When the language
of guards is restricted, the information available for a guard might not be sufficient to
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uniquely identify a single transition. This limited observability induces a natural equiv-
alence between transitions. Informally, we define two transitions to be equivalent when
they execute the same statement, and their source states cannot be distinguished by the
language of guards. Under limited observability, the addition of a guard to a statement
in order to eliminate a transition t results in the elimination of all transitions that are
equivalent to t.

Fig. 2(a) shows a valid version of the example of Fig. 1 using CCRs with guards
where the bound on the cost allows the solution to observe the entire program state.
The synchronization in this program was automatically inferred by our tool. In this pro-
gram, the guard (x 6= 1 ∨ y 6= 0 ∨ z 6= 0) (directly) eliminates only the transition

〈e, 2, 3, 1, 0, 0〉 z=y+1−→ 〈e, 2, e, 1, 0, 1〉 which would have inevitably led to an error state.
The transition system for the program of Fig. 2 is shown in Fig. 4 (a). Removed transi-
tions and states are shown as greyed-out. Note that in this example, allowing the guards
to observe the values of all shared variables leads to the maximally permissive result of
only eliminating invalid interleavings.

op1 { 1: x = z + 1 }
op2 { 2: y = x + 1 }
op3 { 3: (x 6= 1 ∨ y 6= 0 ∨ z 6= 0) ->

z = y + 1 }

op1 { 1: (x 6= 0 ∨ z 6= 0) ->
x = z + 1 }

op2 { 2: y = x + 1 }
op3 { 3: (x 6= 1 ∨ z 6= 0) ->

z = y + 1 }
(a) (b)

Fig. 2. Operations of the example program with synchronization using observability of (a) all
shared variables , and (b) variables x,z.

< 1,2,3, 
 0,0,0 >

< e,2,3, 
 1,0,0 >

x=z+1

< 1,e,3, 
 0,1,0 >

y=x+1

< 1,2,e, 
 0,0,1 >

z=y+1

< e,e,3, 
 1,2,0 >

y=x+1

< e,2,e, 
 1,0,1 >

z=y+1

< e,e,3, 
 1,1,0 >

x=z+1

< 1,e,e, 
 0,1,2 >

z=y+1

< e,2,e, 
 2,0,1 >

x=z+1

< 1,e,e, 
 0,1,1 >

y=x+1

< e,e,e, 
 1,2,3 >

z=y+1

< e,e,e, 
 1,2,1 >

y=x+1

< e,e,e, 
 1,1,2 >

z=y+1

< e,e,e, 
 3,1,2 >

x=z+1

< e,e,e, 
 2,3,1 >

y=x+1

< e,e,e, 
 2,1,1 >

x=z+1

Fig. 3. Transition system for the example program of Fig. 1

Fig. 2(b) shows a valid version of the example of Fig. 1 inferred by our tool,
that uses CCR guards whose cost is limited to only observe the values of the vari-
ables x,z (not the entire program state). The transition system for the program of
Fig. 2 is shown in Fig. 4 (b). Under limited observability, observing only x and z,
the states 〈e, 2, 3, 1, 0, 0〉, 〈e, e, 3, 1, 2, 0〉, and 〈e, e, 3, 1, 1, 0〉 cannot be distinguished
by any guard. Therefore, the guard (x 6= 1 ∨ z 6= 0) added to the statement z=y+1 to

eliminate the bad transition 〈e, 2, 3, 1, 0, 0〉 z=y+1−→ 〈e, 2, e, 1, 0, 1〉 has the side effect of
eliminating the two other equivalent transitions.
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The key point is that by restricting the cost on synchronization, we may be forced
to use a cheap and coarse synchronization, with limited observability, which cannot
distinguish valid interleavings from invalid ones. In such cases, elimination of invalid
interleavings leads to unavoidable elimination of the valid ones. For example, the pro-
gram in Fig. 2(b) permits a subset of the traces permitted by the program in Fig. 2(a).
More examples of this connection are provided in Appendix B.

(a)

< 1,2,3, 
 0,0,0 >

< e,2,3, 
 1,0,0 >

x=z+1

< 1,e,3, 
 0,1,0 >

y=x+1

< 1,2,e, 
 0,0,1 >

(x!=1 || y !=0 || z!=0) 
 -> z=y+1

< e,e,3, 
 1,2,0 >

y=x+1

< e,2,e, 
 1,0,1 >

(x!=1 || y !=0 || z!=0) 
 -> z=y+1

< e,e,3, 
 1,1,0 >

x=z+1

< 1,e,e, 
 0,1,2 >

(x!=1 || y !=0 || z!=0) 
 -> z=y+1

< e,2,e, 
 2,0,1 >

x=z+1

< 1,e,e, 
 0,1,1 >

y=x+1

< e,e,e, 
 1,2,3 >

(x!=1 || y !=0 || z!=0) 
 -> z=y+1

< e,e,e, 
 1,2,1 >

y=x+1

< e,e,e, 
 1,1,2 >

(x!=1 || y !=0 || z!=0) 
 -> z=y+1

< e,e,e, 
 3,1,2 >

x=z+1

< e,e,e, 
 2,3,1 >

y=x+1

< e,e,e, 
 2,1,1 >

x=z+1

(b)

< e,2,3, 
 1,0,0 >

< e,e,3, 
 1,2,0 >

y=x+1

< e,2,e, 
 1,0,1 >

(x!=1 || z!=0) 
 -> z=y+1

< 1,2,3, 
 0,0,0 >

(x!=0 || z!=0) 
 -> x=z+1

< 1,e,3, 
 0,1,0 >

y=x+1

< 1,2,e, 
 0,0,1 >

(x!=1 || z!=0) 
 -> z=y+1

< e,e,3, 
 1,1,0 >

(x!=0 || z!=0) 
 -> x=z+1

< 1,e,e, 
 0,1,2 >

(x!=1 || z!=0) 
 -> z=y+1

< e,2,e, 
 2,0,1 >

(x!=0 || z!=0) 
 -> x=z+1

< 1,e,e, 
 0,1,1 >

y=x+1

< e,e,e, 
 1,2,3 >

(x!=1 || z!=0) 
 -> z=y+1

< e,e,e, 
 1,2,1 >

y=x+1

< e,e,e, 
 1,1,2 >

(x!=1 || z!=0) 
 -> z=y+1

< e,e,e, 
 3,1,2 >

(x!=0 || z!=0) 
 -> x=z+1

< e,e,e, 
 2,3,1 >

y=x+1

< e,e,e, 
 2,1,1 >

(x!=0 || z!=0) 
 -> x=z+1

Fig. 4. Different choices of observable state in program guards and the different sets of inter-
leavings they permit: (a) observing all shared variables (Fig. 2), (b) only observe the value of
variables x,z (Fig. 2).

Outline The rest of this paper is organized as follows. In Section 2 we provide necessary
preliminaries. Section 3 defines two algorithms for computing maximally permissive
programs under limited observability. In Section 4 we define an example synchroniza-
tion cost and show how to minimize it. In Section 5, we discuss the challenges of in-
ferring synchronization under abstraction. In Section 6 we briefly discuss our prototype
implementation. Finally, in Section 7 we discuss related work.

The appendix contains additional material: Appendix A describes an algorithm for
minimizing the cost function defined in Section 4, Appendix B provides details on
our example programs, and Appendix C provides proofs for all theorems stated in Sec-
tion 3.
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2 Preliminaries
Transition System A transition system ts is a tuple 〈Σ, T, Init〉 where Σ is a set of
states, T ⊆ Σ × Σ is a set of transitions between states, and Init ⊆ Σ are the initial
states. For a transition t ∈ T , we use src(t) to denote the source state of t, and dst(t)
to denote its destination state.

For a transition system ts, we use the following notations (see Fig. 5). We use
s Ãts s′ to denote that there exists a path in ts starting in state s and ending in state
s′. Formally, the relation Ãts is the reflexive transitive closure of the successor relation
defined by T. A stuck state is a state that does not have any successors in ts. The set of
stuck states is denoted by Stuckts. A doomed state is a state from which all paths end
in stuck states. The set of doomed states is denoted by Doomedts. We say that a state
s ∈ Σ is reachable when there exists a path to s from some initial state. The set of all
reachable states of ts is denoted by Reachts. A transition system ts is valid, denoted by
valid(ts), if and only if no doomed state is reachable.

For a transition system ts, a trace is a (possibly infinite) sequence of transitions
t0, t1, . . . such that src(t0) ∈ Init and for every i ≥ 0, ti ∈ T and dst(ti) = src(ti+1).
We use [[ts]] to denote the set of traces of a transition system ts. A trace is valid if it
does not contain any doomed state.

s Ãts s′
def
= RTC(T)(s, s′)

successors(s)
def
= {s′|(s, s′) ∈ T}

Stuckts
def
= {s | successors(s) = ∅}

Doomedts
def
= LFP(f)(Stuckts)

f
def
= λX.X ∪ {s | successors(s) ⊆ X}

Reachts
def
= {s ∈ Σ | i Ãts s, i ∈ Init}

valid(ts)
def
= Doomedts ∩ Reachts = ∅

Fig. 5. Definitions for a transition system ts = 〈Σ, T, Init〉.

Conditional Critical Regions (CCRs) The conditional critical region (CCR) construct,
originally introduced by Hoare [16], is an elegant construct that allows the programmer
to specify what operations have to be executed atomically and under what condition. A
CCR has the form: guard → stmt where guard is a boolean expression and stmt is
a statement (including a sequential composition of statements) that have to be executed
atomically. The guard is evaluated atomically and if true, the statements are executed
atomically. Otherwise, the thread blocks until the guard evaluates to true.

Program Syntax For the purpose of this paper, we consider a program that consists of
a set of (named) operations, Op def= {op1, . . . , opn}, and a client. An operation is a code
fragment defined using a simple, flat, programming language with assignment, condi-
tional and unconditional goto, sequential composition, and CCRs. The language does
not contain parallel composition, allocation of threads, nested CCRs, and invocation of
operations.

If not stated otherwise, each basic statement is in a separate CCR, guarded by true,
and the guard is omitted. The user may define CCRs in which the atomic statement
consists of a sequence of statements, and not a single basic statement. We assume that
every statement participates in (exactly one) CCR.
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We use Var to denote the set of (shared) program variables, which can be referenced
by any operation. To simplify the exposition, we do not use local variables. There is
nothing in our approach that prevents us from using local variables, but having local
variables makes the formal definitions cumbersome. We assume that that all program
variables have integer values.

A client initializes the variables and invokes k threads in parallel, for some k:
opi1 || . . . ||opik

, where 1 ≤ itid ≤ n, 1 ≤ tid ≤ k. Several threads may execute
the same operation. We use op(tid) to denote the operation invoked by a thread whose
identifier is tid, for 1 ≤ tid ≤ k.

Program Semantics Let P be a program with variables Var. A program state s is a pair
〈vals, pcs〉where vals : Var → Int is a valuation of the variables and pcs : {1, . . . , k} →
Int is the program counter of each thread, which ranges over program locations in the
operation executed by the thread. We use ΣP to denote the set of all program states.
The set of initial program states is denoted by InitP ⊆ ΣP . The value of a program
expression e in a state s ∈ ΣP is denoted by [[e]](s). It is computed using standard
evaluation rules for program expressions.

We define a transition system for a program P to be 〈ΣP , TP , InitP 〉 where a tran-
sition (s, s′) ∈ TP is labeled by a program location l and a thread identifier tid. A
transition (s, s′) labeled with l and tid is in TP if (i) the program counter of the thread
tid in state s is at program location l, (ii) the guard of the CCR at program location l
is satisfied in s, and (iii) execution of the statement corresponding to CCR at l in pro-
gram state s by thread tid results in state s′. In addition, we guarantee that states at
the program exit are not stuck by adding the corresponding self-loop transitions to ts.
For a transition t ∈ TP , we use lbl(t), and tid(t) to denote the corresponding program
location and thread id. We use ccr(t) to denote the (unique) CCR at program location
lbl(t).

The semantics of a program P , denoted by [[P ]], is the (prefix closed) set of traces
of the corresponding transition system 〈ΣP , TP , InitP 〉.
Specification The user can specify a global invariant S, which describes a set of states.
An invariant can refer to program variables and to the program counter of each thread
(e.g., to model local assertions). Our approach can be extended to handle any temporal
safety specifications, expressed as a property automaton, by computing the synchronous
product of program’s transition system and the property automaton [8].

We define a transition system for a program P and global invariant S to be 〈ΣP , TP,S , InitP 〉
where TP,S ⊆ TP is defined by removing from TP all transitions in which the source
state does not satisfy S: TP,S = {t ∈ TP |src(t) satisfies S}. This effectively means
that in the transition system for P and S, all states which do not satisfy S become stuck
states — states with no successor transitions. In such cases, the transition system for P
and S is not valid.

A program P is valid with respect to S if and only if the corresponding transition
system 〈ΣP , TP,S , InitP 〉 is valid. This notion of validity includes both safety properties
defined by the global invariant S and a progress guarantee that the program does not
get stuck.

Because we deal with non-deterministic programs in which a state may have more
than one transition, a scheduler can pick one of these transitions and executes it. We
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assume strong fairness of the scheduler, i.e., if a transition is enabled infinitely often, it
is taken infinitely often.

In the next sections, we often refer to a transition system obtained from the transition
system of P and S by removing some transitions: ts = 〈ΣP , T, InitP 〉, where T ⊆
TP,S .

3 Maximally-Permissive Programs
Given an input program P and a specification S, we modify P by adding synchroniza-
tion such that the modified program satisfies the specification S. Conceptually, we take
the following steps: (i) construct the transition system ts of P and S; (ii) remove a min-
imal set of transitions from ts such that the resulting transition system ts′ is valid with
respect to S; (iii) implement ts′ as a program, by adding synchronization code to P .

In this work, we rely on standard techniques to construct the transition system of P ,
e.g., [17], and focus on steps (ii) and (iii).

By limiting the cost of synchronization code, we induce limited observability. Hence,
not every transition system obtained by removing a bunch of transitions from ts can be
implemented as a program by adding synchronization code to P .

3.1 Removing Transitions under Limited Observability
To remove a transition t, and implement the result as a program, the input program P is
modified by strengthening the guard of ccr(t), preventing its execution from the source
state src(t). When the state src(t) can be uniquely characterized by an expression in
LG, we can use its characterization to strengthen the guard of ccr(t) without affecting
transitions other than t. Our ability to uniquely characterize a state src(t) depends on
the available language of guards. Usually, due to limited observability, we are not able
to uniquely characterize src(t).

When the language of guards cannot uniquely characterize src(t), the removal of
the transition t cannot be implemented without removing other transitions executing
the same statement, because they have the same guard. We say that two transitions are
equivalent when the language of guards is not expressive enough to remove one of the
transition without removing the other one. We now provide a formal definition of the
transition equivalence under limited observability.

Observational Equivalence First, we define equivalence relation on states with respect
to LG. Two states are equivalent with respect to LG, when there is no guard in LG that
can be used to distinguish them. Formally, for all s, s′ ∈ ΣP ,

s ≈LG s′ if and only if for all g ∈ LG.[[g]](s) = [[g]](s′) (1)

We now define equivalence relation on transitions with respect to LG. Two tran-
sitions t and t′ are equivalent when they execute the same statement and their source
states are indistinguishable by LG. Formally, for all t, t′ ∈ TP,S ,

t ≈LG t′ if and only if lbl(t) = lbl(t′) and src(t) ≈LG src(t′) (2)

We use [t]LG to denote the equivalence class of t with respect to ≈LG. For a set of
transitions E ⊆ TP,S , we use [E]LG to denote ∪t∈E [t]LG.
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Characterizing Observable States We define a characterization function to respect the
equivalence relation ≈LG. Let χ be a function that takes as input a state s ∈ ΣP and
returns a guard in LG. We say that χ characterizes the states observable by LG, when
for all s, s′ ∈ ΣP ,

[[χ(s)]](s′) = true if and only if s ≈LG s′ (3)

Our method is applicable to any guard languages for which a characterization func-
tion is defined. Usually, it is easy to define a characterization function, e.g., by enumer-
ating the values of observable variables in the state.

Example 1. Consider the program of Fig. 1 and its transition system in Fig. 3. Let LG
be boolean combinations of predicates of the form var == c, where var is one of the
program variables {x,z}, and c is a constant. Under LG, many of the states in Fig. 3 are
equivalent. For example, the states s1 = 〈e, 2, 3, 1, 0, 0〉, s2 = 〈e, e, 3, 1, 2, 0〉, and s3 =
〈e, e, 3, 1, 1, 0〉 are equivalent as they cannot be distinguished by LG. Consequently, the
transitions corresponding to the statement z=y+1 outgoing from s1, s2, and s3 are
equivalent. When the characterization function is defined by enumerating the values of
observable variables in the state, χ(s1)=χ(s2)=χ(s3) = (x == 1)∧(z == 0).

3.2 Implementability

We can use χ to define a guard in LG that removes a transition t ∈ TP,S , and all the
transitions in its equivalence class [t]LG, but does not affect any other transitions.

Lemma 1. For all t, t′ ∈ TP,S such that lbl(t) = lbl(t′), t′ ≈LG t if and only if
[[χ(src(t))]](src(t′)).

A transition system ts is implementable from P and LG when there exists a program
P ′ obtained from P by introducing guards from LG such that the set of traces of ts and
P ′ are the same.

The following theorem relates implementability to observational equivalence. Intu-
itively, if we remove an equivalence class of transitions from an implementable transi-
tion system, the result is an implementable transition system.

Theorem 1 (Implementability). For every R ⊆ TP,S , the transition system ts defined
by 〈ΣP , TP,S \ [R]LG, InitP 〉 is implementable from P and LG:
(1) There exists a program P ′ such that [[P ′]] = [[ts]].
(2) P ′ can obtained from P by introducing guards from LG.

Given P and [R]LG, for some R ⊆ TP,S , the simple algorithm implement shown
in Fig. 6 computes such P ′. It relies on Lemma 1 to guarantee that only transitions from
[R]LG are removed. The algorithm constructs P ′ from P by strengthening the guards
of CCRs that correspond to transitions in [R]LG.

For a transition t, we use P ′[l : ¬χ(src(t))∧guard → stmt] to denote the program
obtained from P ′ by strengthening the guard of ccr(t) to be ¬χ(src(t))∧ guard. Note
that by Lemma 1 this change is sufficient to remove the transition t itself and all its
equivalence class [t]LG, but only them.
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implement(P: Program, R : Set of Transitions) : Program {
P ′ = P
foreach t ∈ R

let ccr(t) be l : guard → stmt in
P ′ = P ′[l : ¬χ(src(t)) ∧ guard → stmt]

return P ′

}
Fig. 6. The procedure implement.

3.3 Maximally Permissive Programs

We now define the natural notion of a maximally-permissive program for a given lan-
guage of guards. We note that maximal permissiveness arises in many other settings
(e.g., [21, 29]).

Definition 1 (Maximally-Permissive). Consider a program P and a language of guards
LG. Let P ′ be a program obtained from P by introducing guards from LG. P ′ is
maximally-permissive with respect to LG if and only if P ′ is valid and for every pro-
gram P ′′ obtained from P by introducing guards from LG, if [[P ′]] ⊂ [[P ′′]], then P ′′ is
not valid.

We use MP(P, LG) to denote the set of all maximally-permissive programs that
can be obtained from P by introducing guards from LG. Note that the programs in
MP(P, LG) have identical or incomparable sets of traces, i.e., for every pair P1, P2 ∈
MP(P, LG), [[P1]] 6⊂ [[P2]]. When we cannot eliminate all invalid interleavings (that end
in stuck states) only by introducing guards, MP(P, LG) is empty.

In the rest of this section, we show that every maximally-permissive program can
be implemented by removing edges from the transition system of P . We present two
algorithms for computing maximally permissive programs with respect to the language
of guards LG. The language LG is required in all of the algorithms. To avoid clutter we
do not pass it as an explicit parameter.

3.4 EXHAUSTIVE Algorithm

Theorem 1 allows us to implement any transition system defined by removing a set of
transitions [R]LG from the transition system that corresponds to the original program
P and S. We are interested in valid transition systems. Therefore, we restrict our atten-
tion to sets of transitions that yield valid and implementable transition systems. Rather
than considering all subsets of transitions as possible candidates for removal, we define
the set of bad transitions, and only consider transitions from this set as candidates for
removal.

We define a bad transition as a transition that lies on an invalid trace. More formally,
given a transition system 〈Σ, T, Init〉 we say that a transition t ∈ T is a bad transition
when i Ãts src(t), dst(t) Ãts d, such that i ∈ Init, d ∈ Doomedts. Using this defi-
nition, we would like to construct an algorithm that computes a maximally permissive
program, but only considers bad transitions as candidates for removal.
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EXHAUSTIVE(P : Program) : Program {
1: R = ∅
2: while (true) {
3: ts = 〈ΣP , TP,S \R, InitP 〉
4: if valid(ts) return implement(P,R)
5: B = bad-transitions(ts)
6: if B = ∅ abort “cannot find valid synchronization”
7: select a transition t ∈ B
8: R = R ∪ [t]LG

}
}
bad-transitions(ts : TransSys) : Set of Transitions {

let ts be 〈Σ, T, Init〉 in
return {t ∈ T | i Ãts src(t), dst(t) Ãts d, i ∈ Init, d ∈ Doomedts}

}
Fig. 7. EXHAUSTIVE algorithm.

Side effects Implementability restrictions require that when we remove a transition t
we also remove all other equivalent transitions [t]LG. As a result, the removal of a bad
transition might introduce additional bad transitions.

Definition 2. We say that a removal of a transition t has a side effect when |[t]LG| > 1.
When the removal of a transition t does not have a side-effect, we say that it is side-
effect free.

Example 2. Consider the example program of Fig. 1 and its transition system in Fig. 3.
Assume that the algorithm has chosen to remove the bad transition t = 〈e, 2, 3, 1, 0, 0〉 z=y+1−→
〈e, 2, e, 1, 0, 1〉. The statement executed by this transition is the statement 3: true →
z=y+1. Under observability limited to the variables x,z, this removal has the side ef-
fect of removing the (equivalent) transitions from 〈e, e, 3, 1, 1, 0〉 and 〈e, e, 3, 1, 2, 0〉.
Since there are no other outgoing transitions from these states, the removal of t makes
these states doomed, thus adding bad transitions.

Because the removal of a bad transition can introduce additional bad transitions (by
introducing doomed and stuck states), an algorithm based on selecting bad transitions
has to remove transitions gradually, and recompute the set of bad transitions after every
step. This leads to the following algorithm.

The EXHAUSTIVE algorithm Fig. 7 shows the EXHAUSTIVE algorithm for inferring syn-
chronization. The algorithm takes a program as input and constructs a valid program by
iteratively eliminating bad transitions. The algorithm maintains a set R of transitions
to be removed. Initially, this set is empty. On every iteration of the algorithm, we con-
struct a transition system ts by removing the transitions in R from the transition system
of the input program P . If the resulting transition system is valid, the algorithm uses
the procedure implement to return a modified version of P that avoids all transitions
in R. If the transition system ts is not valid, the algorithm computes a set of bad tran-
sitions by using the procedure bad-transitions(ts). If the set is empty, it means that the
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transition system is not valid, but there are no more bad transitions to be removed (in
this algorithm, it means that no transitions in ts remain and all states in Init are stuck).
If the set B of bad transitions is not empty, the algorithm non-deterministically chooses
one of the transitions in B as the transition to be removed. To guarantee that a program
that avoids transitions in R is implementable, when we add a bad transition t to R, we
add to R all transitions in its equivalence class [t]LG.

Theorem 2 (Correctness of EXHAUSTIVE). A run of the EXHAUSTIVE algorithm termi-
nates with either a valid program or abort.

Example 3. This example demonstrates how the algorithm is applied to the program
of Fig. 1 and its transition system in Fig. 3. The first step in the algorithm it to check
whether ts = 〈ΣP , TP,S \ R, InitP 〉 is valid. Since at this point R = ∅, the transi-
tion system is the one of Fig. 3 which is invalid (there is a trace reaching the stuck
state 〈e, e, e, 1, 2, 1〉). The algorithm now computes the set B, and lets assume that it

chooses to remove the bad transition t = 〈e, 2, 3, 1, 0, 0〉 z=y+1−→ 〈e, 2, e, 1, 0, 1〉. The
statement executed by this transition is the statement 3: true → z=y+1. Under full
observability, χ(src(t)) = (x == 1 ∧ y == 0 ∧ z == 0). Using this formula, the
algorithm creates a new program P ′ in which the statement has the guard ¬sep, that is:
3: (x 6= 1 ∨ y 6= 0 ∨ z 6= 0) → z=y+1.

Next, we show how to use the EXHAUSTIVE algorithm to compute all maximally
permissive programs for a given input program, specification and language of guards.

Lemma 2. For every maximally permissive program P ′ ∈ MP (P, LG), there exists a
run of the EXHAUSTIVE algorithm that returns P ′′ such that [[P ′]] = [[P ′′]].

Let PS denote the set of (valid) programs obtained from all possible runs of EX-
HAUSTIVE, for different choices of t ∈ B. To compare permissiveness of two programs
P1, P2 ∈ PS, we look at the corresponding sets of removed transitions R1, R2 ⊆ TP,S ,
computed by the EXHAUSTIVE algorithm, such that Pi = implement(P, Ri), for i =
1, 2. If R1 ⊂ R2, then the transition system obtained by removing R1 has more traces
(is more permissive) than the transition system obtained from R2. Formally, let RS be
the set of sets of removed transitions that correspond to the programs in PS. We de-
fine the operation min(RS) that chooses from RS the minimal sets of transitions that
guarantee a valid transition system:

min(RS) def= {R ∈ RS | ∀R′ ∈ RS.R′ 6⊂ R} (4)

This allows us to generate all maximally permissive programs:

Theorem 3. For every maximally permissive program P ′ ∈ MP (P, LG), there exists
R ∈ min(RS) such that [[P ′]] = [[implement(P, R)]]. For every R ∈ min(RS),
implement(P,R) ∈ MP (P, LG).

Complexity A single run of EXHAUSTIVE is polynomial in the size of the transition
system. The size of RS is exponential in the transition system. Computing min(RS) is
polynomial in the size of RS. Therefore, computing MP (P, LG) is exponential in the
size of the transition system.
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3.5 GREEDY Algorithm
The EXHAUSTIVE algorithm of Fig. 7 is choosing transitions for removal from the set
bad-transitions(ts). This set may also contain transitions from one doomed state to an-
other. Removal of a transition between doomed states is redundant, as such a tran-
sition will become unreachable (and therefore transitively removed) when transitions
into dominating doomed states are removed.

We can further leverage the structure of the transition system and avoid removal of
a transition between doomed states by having the algorithm pick transitions from the
cut between non-doomed and doomed states.

The GREEDY algorithm is a modification of the EXHAUSTIVE algorithm such that
instead of using bad-transitions(ts), it uses the following procedure cut-transitions(ts).
cut-transitions(ts : TransSys) : Transitions {
let ts be 〈Σ, T, Init〉 in
return {t ∈ Tts | i Ãts src(t), i ∈ Init, src(t) /∈ Doomedts, dst(t) ∈ Doomedts}

}
Example 4. Consider the program of Fig. 1. Assume the language of guards is as
earlier boolean combinations of equality to constants, and is limited to only observ-
ing the values of variables x and z. The starting point of the algorithm is the transi-
tion system of Fig. 3. In the first step, the only transition in the cut is the transition
t = 〈e, 2, 3, 1, 0, 0〉 z=y+1−→ 〈e, 2, e, 1, 0, 1〉, and so the algorithm chooses to eliminate
this transition. The statement executed by t is 3: true → z=y+1. Therefore, this step
results in the addition of the guard (x 6= 1∨z 6= 0) to the statement z=y+1, and has the
side-effect of removing the transition from 〈e, e, 3, 1, 1, 0〉 and 〈e, e, 3, 1, 2, 0〉, which
now become doomed states. The transition system after this step is shown in Fig. 8. In
the second step, the algorithm chooses to eliminate the transition 〈1, e, 3, 0, 1, 0〉 x=z+1−→
〈e, e, 3, 1, 1, 0〉. This adds the guard (x 6= 0 ∨ z 6= 0) to the statement x=z+1, which
has the side effect of removing the transition 〈1, 2, 3, 0, 0, 0〉 x=z+1−→ 〈e, 2, 3, 1, 0, 0〉. The
transition system after this step is shown in Fig. 4 (b), and only permits valid traces. The
resulting program is shown in Fig. 2.

Theorem 4 (Correctness of GREEDY). A run of the GREEDY algorithm terminates with
either a valid program or abort.

When the removal of transitions has no side-effects, we can show that GREEDY can
compute a maximally permissive program for a given input program, specification and
language of guards.

Theorem 5. If a run of GREEDY has no side-effects then it computes a maximally per-
missive program for P and LG or aborts. If it aborts, then MP(P, LG) = ∅.

Note that the theorem only requires that transitions removed during the run of
GREEDY to be side-effect free. It does not require full observability. That is, even under
limited observability, the algorithm can produce maximally permissive results. How-
ever, in cases where limited observability causes side-effects, there are no guarantees:
GREEDY may fail or succeed in finding a maximally permissive solution. The following
example demonstrates that GREEDY fails to find a maximally permissive program when
EXHAUSTIVE manages to find it.
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< 1,2,3, 
 0,0,0 >

< e,2,3, 
 1,0,0 >

x=z+1

< 1,e,3, 
 0,1,0 >

y=x+1

< 1,2,e, 
 0,0,1 >

(x!=1 || z!=0) 
 -> z=y+1

< e,e,3, 
 1,2,0 >

y=x+1

< e,2,e, 
 1,0,1 >

(x!=1 || z!=0) 
 -> z=y+1

< e,e,3, 
 1,1,0 >

x=z+1

< 1,e,e, 
 0,1,2 >

(x!=1 || z!=0) 
 -> z=y+1

< e,2,e, 
 2,0,1 >

x=z+1

< 1,e,e, 
 0,1,1 >

y=x+1

< e,e,e, 
 1,2,3 >

(x!=1 || z!=0) 
 -> z=y+1

< e,e,e, 
 1,2,1 >

y=x+1

< e,e,e, 
 1,1,2 >

(x!=1 || z!=0) 
 -> z=y+1

< e,e,e, 
 3,1,2 >

x=z+1

< e,e,e, 
 2,3,1 >

y=x+1

< e,e,e, 
 2,1,1 >

x=z+1

Fig. 8. First step of the GREEDY algorithm for the example of Fig. 1 with observability limited to
variables x,z.

Example 5. Consider the program of Fig. 1, and its transition system in Fig. 3. For
this program, when the guard language is limited to only allow the observability of
the variable z, the result of GREEDY is a program that admits no traces. However, the
EXHAUSTIVE algorithm does find a solution with this guard language. The solution found
by EXHAUSTIVE is the addition of a guard z 6= 0 to the statements x=z+1 and z=y+1.

In most practical examples we considered, GREEDY was always able to find the best
solution, even with side-effects. Characterizing more accurately when GREEDY guaran-
tees maximal permissiveness is a subject of future work.

4 Reducing Synchronization Cost
The algorithms presented so far infer correct (and maximally permissive) guards whose
cost is less than a user-specified upper bound, however, the guards they produce are
not guaranteed to have the least synchronization cost for that level of permissibility.
Therefore, it may be possible to further reduce the cost of the guards while maintaining
correctness and maximal permissiveness. We now demonstrate how this is done for a
specific cost model.

Cost as the Number of Shared Accesses Depending on the environment and the under-
lying architecture (e.g. specific cache costs), there may be many different cost models
for comparing the synchronization cost of two guard expressions. Here, we consider
one intuitive cost model: we compare the number of distinct shared variables accessed
in each guard. This is a natural measure reflecting the atomic observations about the
shared state.

Formally, given a program P , we denote the number of distinct variables accessed
by the CCR guard in location l of P by nga(P, l). Given a program P , and a specifica-
tion S, we say that P1 ∈ VP(P, S) has lower cost than a program P2 ∈ VP(P, S) if for
every location l of P , nga(P1, l) ≤ nga(P2, l).

The language of guards is restricted to boolean combinations of equalities between
a variable in the user-provided set Obs and an (integer) constant. We denote this lan-
guage of guards by EQ(Obs) and define a characterization function χ. The function
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characterizes the observable part of a state by conjoining the values of all observable
program variables:

χObs(s)
def=

∧

v∈Obs,[[v]](s)=c

v = c

It is easy to see that χObs is well defined and characterizes the states observable by the
language defined above. The characterization function χObs can be extended naturally
to apply to sets of states. Given a set of states S ⊆ Σ, χObs(S) =

∨
s∈S χObs(s).

The simple version of implement shown in Fig. 6 uses a characterization func-
tion χ which finds a guard in the language, but does not attempt to minimize its cost.
Synchronization derived using simple version of implement always has the same
high cost: for each label l, nga(P, l) = |Obs|. Our tool uses an improved version of
implement, which results in a program with the same permissiveness as for the sim-
ple version of implement, but has minimal cost. This version of implement is
based on the notion of a separator, explained in Appendix A.

5 Challenges in Inferring Synchronization under Abstraction
The algorithms presented in this paper operate on a finite transition system. To apply
our technique to infinite-state systems, we can use finite-state abstraction.

Given a program P and a specification S, we first compute an abstract transition
system for it (see, e.g., [9]). Intuitively, we partition the set of concrete states Σ into
a finite number of equivalence classes, A, the states of the abstract transition system.
There is a transition (a, a′) in the abstract transition system if there exists a transition
t in the concrete transition system for P and S such that src(t) and dst(t) are in the
partitions a and a′, respectively.

op1 {
1: x = x + 1
2: y = y + 1
3: goto 1

}

op2 {
4: x = x - 1
5: y = y - 1
6: goto 4

}

main {
x = 0, y =0;
op1 || op2

}

Fig. 9. Example program with an infinite state space.

Example 6. Fig. 9 shows a simple example program that has an infinite state space. For
this example program, we would like to make sure that the invariant I = (pc2 = 6) ⇒
even(x + y). To apply our algorithm for this program, we employ a simple abstraction
that abstracts the value of variables to their parity. Fig. 10 shows the synchronization
inferred for this program under the parity abstraction.

We can apply any of the algorithms from Section 3 to an abstract transition sys-
tem. If the algorithm does not abort, then the resulting program is guaranteed to satisfy
S. However, under abstraction, we cannot guarantee that the resulting program does
not reach a stuck state. That is, we might generate guards that make a thread block
indefinitely. The reason for this limitation is that under abstraction we might lose the
information that a state becomes stuck.

We can conservatively eliminate abstract states that potentially become stuck, los-
ing the ability to guarantee that the result is maximally-permissive. In many cases the
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op1 {
1: ((¬even(x) ∨ ¬even(y)) ∧ ((even(x) ∨ even(y))) -> x = x + 1
2: y = y + 1
3: goto 1

}
op2 {
4: x = x - 1
5: ((¬even(x) ∨ ¬even(y)) ∧ ((even(x) ∨ even(y))) -> y = y - 1
6: goto 4

}

Fig. 10. Inferred synchronization for the infinite state program of Fig. 9.

conservative approach does not manage to find even a single valid program and aborts.
Another approach is to refine an abstract transition system when a state becomes po-
tentially stuck. In the case that the concrete transition system has a finite bisimulation
quotient, our algorithm terminates and produces a valid program (or abort). Yet another
approach is to use an abstraction that record information about stuck states. There are
abstractions that can record some progress properties, e.g., [5], but their precision for
properties of stuck states has not been evaluated. This is a challenging problem, but it
is beyond the scope of this paper.

6 Prototype Implementation
We have implemented a prototype tool based on the GREEDY algorithm. The tool takes as
input a program P , which uses CCRs, a specification S and a set of variables Obs ⊆ Var
that guards may refer to. This set of variables is used to determine an upper bound on the
synchronization cost. The tool then automatically infers correct synchronization with
minimal cost (with cost function defined in Section 4). The implementation is based on
the SPIN model-checker [17].

We used the tool on several small but instructive examples. In all of the examples
we start with a program that is initially incorrect and does not use any synchronization.
We use the tool to automatically infer the maximally permissive synchronization for
the given synchronization cost. The examples illustrate the connection between syn-
chronization cost and permissiveness. We describe these examples in Appendix B.

7 Related Work
Synthesis from Temporal Specifications Early work by Emerson and Clarke [7] uses
temporal specifications to generate a synchronization skeleton. The generated programs
assume full observability of the program state. This has been later extended by Attie and
Emerson to synthesize programs with finer grained atomic sections [2]. Early work by
Manna and Wolper [23] synthesizes CSP programs. In contrast, we synthesize programs
for shared memory. These approaches have no notion of optimality, and no notion of
synchronization cost. Our approach is to phrase the question of synchronization cost
and optimality as maximal permissiveness under limited observability of the guards.
We also assume that the computation performed by the program is provided, and the
goal of the synthesis algorithm is to add the required synchronization that guarantees
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that the specification is satisfied. Our work can be viewed as supervisory controller syn-
thesis [29], because we control the program by observing its state and blocking certain
interleavings, without modifying the state. Pnueli and Rosner [27] consider the problem
of synthesizing a reactive module based on an LTL specification. They discuss the prob-
lem of implementability in this setting, and define necessary and sufficient conditions
for the implementability of a given specification.

Program Repair Jobstmann et. al. [19] consider the problem of program repair as a
game. In their approach, a game is constructed from (a modified version of) the pro-
gram to be repaired, and an LTL specification of the correctness property. The problem
of repair boils down to finding a winning strategy in that game. This approach has been
later extended to provide fault localization and fixing [36, 20]. Similarly to us, the work
of Janjua et al. [18] presents an algorithm that eliminates incorrect program traces in
a concurrent program by inserting blocking calls. However, they do not discuss syn-
chronization cost or its inherent connection to permissiveness. Finally, our algorithms
can also be viewed as a special case of inferring a maximally-permissive memoryless
winning strategy in a game with incomplete information.

Maximal Concurrency The work of Joshi et. al. [21] discusses a method for proving
that a given program P is maximally concurrent (permissive) with respect to a specifica-
tion S. This requires a manual phase where the input program P is translated to another
equivalent program P’ and maximal concurrency is then manually proved on P’. In
contrast, we recognize that maximal concurrency is only one component of a more gen-
eral problem that involves other important dimensions such as synchronization cost. We
study how both of these two dimensions are connected and provide algorithms that take
into account both dimensions when inferring synchronization.

Formal Derivation Another related line of research is the systematic derivation of con-
current programs from formal specifications [1, 12]. Typically, such derivations start
from a correct sequential or a coarse-grained atomic program and at each step prove
that its refinement to a finer-grained atomic program is correct. This approach is typi-
cally used to re-construct existing algorithms, rather than to study how to create new
ones. Usually, these methods are not concerned with maximal concurrency or observ-
ability (as they are reconstructing an existing algorithm with already fixed dimensions).

Dynamic Approaches The problem of restricting the program to valid executions can
be addressed by monitoring the program at runtime and forcing it to avoid executions
that violate the specification. However, restricting the executions of a program at run-
time requires a recovery mechanism in case the program already performed a step that
violates the specification, and/or a predictive mechanism to check whether future steps
lead to a violation.

Existing approaches using recovery mechanisms typically require additional user
annotations to define a corrective action to be taken when the specification is violated.
For example, software transactional memory [31] is a special case of a recovery mech-
anism in which the user provides atomicity annotations defining atomic sections. The
system then requires the absence of read/write conflicts, and if this property is violated,
the execution of an atomic section is restarted. Other recent examples include Tolerace
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[26] which creates local copies of variables to detect and recover from race conditions,
and ISOLATOR [28] which can recover from violations of isolation.

Existing approaches that use predictive mechanisms such as deadlock avoidance
methods [10], are generally only successful for limited classes of properties, as the pre-
dictive mechanism needs to predict the violation in a state that still permits its avoid-
ance, which is a hard problem.

Search-based Synthesis In previous work [39, 38], we used a semi-automated approach
for exploring a space of various concurrent algorithms: concurrent garbage collectors
and linearizable data-structures. The work used a search procedure and an abstraction
specifically geared towards the safety property required for the specific domain.

In the work of [4], the authors deal with mutual exclusion algorithms. They perform
syntactic exploration and discover various interesting algorithms, some of which are
better than known solutions under the given space constraints.

In sketching [34, 35, 32], the user provides a reference program of the desired im-
plementation and some sketches which partially specifies certain optimized functions.
The sketching compiler automatically fills in the missing low-level details to create an
optimized implementation. Sketching has been used to synthesize several bitstream pro-
gram implementing cryptographic ciphers. More recently [33], sketching has been used
to generate concurrent data-structures based on a bounded-checking procedure.

In previous work [39], we used a semi-automated approach for exploring a space
of concurrent garbage collector algorithms. That work used a limited search proce-
dure and an abstraction specifically geared towards the safety property required for that
specific domain. In [38], we used a similar search procedure for deriving linearizable
data-structures. The work of [24, 3] on superoptimization finds the shortest instruction
sequence to compute a function.

Locks for Atomicity Recently, there have been several works on pessimistic implemen-
tation of atomic sections (usually assuming weak atomicity). In the work by McCloskey
et. al. [25], a tool called Autolocker is presented. The tool takes as input a program
that has been manually annotated with (i) atomic sections and (ii) a mapping between
locks and memory locations protected by these locks. Autolocker takes this input and
produces a program that implements the atomic sections in (i) with the locks in (ii).
Further work by Emmi et. al. [11] proposed a technique to automate part (ii) above.
The actual assignment of locations to locks is solved as an optimization problem where
the goal is to minimize the total number of locks while still achieving minimum inter-
ference between the computed locks. The latest work of Cherem et. al. [6] proposes
another alternative to automate requirement (ii) while also computing the actual lock
placement in the code. Our work is complementary to these approaches, as our focus
is not on optimizing the implementation of CCRs, but on studying how to restrict non-
determinism (here it is technically via CCRs) as a function of two fundamental entities:
user-provided invariants and state observability. A complementary research challenge
is taking a program annotated with CCRs (of which atomic is a special case), and trans-
lating it to a semantically equivalent program that uses lower level synchronization
primitives such as locks and condition variables efficiently.
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A Separator
A simple version of implement is shown in Fig. 6. It uses a characterization function
χ which finds a guard in the language, but does not attempt to minimize its cost. Syn-
chronization derived using simple version of implement always has the same high
cost: for each label l, nga(P, l) = |Obs|.

In this section, we present another version of implement, which results in a pro-
gram with the same set of traces as for the simple version of implement, but has
minimal cost. The new version of implement is shown in Fig. 11 and is based on the
notion of a separator which we describe next.

Separator Intuitively, a separator is a guard in LG that distinguishes between two sets
of states.

Definition 3 (Separator). Let LG be a language of guards. Let S1, S2 ⊆ Σ be sets of
states. A separator for S1 and S2 in LG is a guard g ∈ LG such that for all s1 ∈ S1,
[[g]](s1) = true and for all s2 ∈ S2, [[g]](s2) = false.

A separator for S1 and S2 does not exist in LG if and only if there are states s1 ∈ S1

and s2 ∈ S2 such that s1 ≈LG s2.
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implement(P: Program, R : Set of Transitions) : Program {
P ′ = P
ts = 〈ΣP , TP,S \R, InitP 〉
L = {lbl(t) | t ∈ R}
foreach l ∈ L

BS = {src(t) | t ∈ R ∧ lbl(t) = l}
GS = {src(t) ∈ Reachts | lbl(t) = l}
sep = SEPARATOR(BS, GS)
let ccr(l) be guard → stmt in
P ′ = P ′[l : ¬sep ∧ guard → stmt]

return P ′

}
Fig. 11. The procedure implement using separator to optimize cost.

Lemma 3. If a separator for S1 and S2 in LG exists, then it can be defined using the
characterization function χ : Σ → LG:

χObs(S1) is a separator for S1 and S2

However, the cost of this separator may be higher than necessary, because it does not
take into account S2.

Given S1 and S2, there may be multiple separators in LG, with different costs.
Note that all separators for S1 and S2 are logically equivalent over the set S1 ∪ S2,
but χObs(S1) is the strongest separator in Σ. By choosing a weaker separator, we can
reduce its cost, as follows.

Given the observable variables Obs, we can define separator using χObs, as in Lemma 3.
However, the cost of this separator is high because it enumerates all variables in Obs,
even if these variables are not required to distinguish between S1 and S2, e.g., evaluate
to the same values in all states S1 ∪ S2.

The algorithm in Fig. 12 computes a separator with the minimal number of vari-
ables. It enumerates subsets of Obs of increasing size until it finds one that can distin-
guish between S1 and S2, and builds a separator formula using χ.

SEPARATOR(S1, S2 : Set of States) : Guard {
foreach k = 1, . . . , |Obs|

foreach V ⊆ Obs such that |V | = k
if (S1 ↓ V ) ∩ (S2 ↓ V ) = ∅

return χV (S1);
abort ”cannot find separator”
}

Fig. 12. An algorithm for computing a separator for disjoint sets of states S1, S2 ⊆ Σ with
respect to observable variables Obs.

The variables V ⊆ Obs cannot distinguish between states s and s′ when the values
of all these variables are identical in s and s′. Technically, we use s ↓ V to denote the
projection of the state s onto the set of variables V ⊆ Obs. For a set S ⊆ Σ, we use
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S ↓ V to denote {s ↓ V | s ∈ S}. A set of variables V can distinguish between sets of
states S1 and S2, if their projections onto V are disjoint.

Example 7. Let Var = {x, y, z}. Let S1 = {〈1, 1, 1〉} and S3 = {〈1, 1, 2〉, 〈1, 2, 3〉}.
Suppose that Obs = {x, z}. Then, a possible separator for S1 and S2 is χObs(〈1, 1, 1〉) def=
x = 1∧z = 1, which performs two shared accesses. Another separator for S1 and S2 is
z = 1, and it only accesses a single variable. The algorithm in Fig. 12 returns the latter.

The correctness of this algorithm relies on the fact that in EQ(V ) the observational
equivalence can be decided by comparing values of the variables in V only, without
evaluating all guards in the language:

Lemma 4. For all s, s′ ∈ Σ, s ≈EQ(V ) s′ if and only if (s ↓ V ) = (s′ ↓ V ).

B Examples
In this section, we use the tool to illustrate the connection between synchronization cost
and permissiveness on several small but instructive examples. In these examples, we use
the synchronization cost as defined in Section 4. In all of the examples we start with
a program that is initially incorrect and does not use any synchronization. We use the
tool to automatically infer the maximally permissive synchronization for the given cost
(observability).

B.1 Asynchronous Counters

counter1 {
A: x = x%3 + 1;
goto A;

}

counter2 {
B: y = y%2 + 1;
goto B;

}

main() {
x = 1; y = 1;
counter1 || counter2;

}
Fig. 13. Asynchronous Counters

Guard Full Full/Sep limited limited
{ x,y } { x,y } { y } { x }

A (x 6= 2 ∨ y 6= 1) (x 6= 2 ∨ y 6= 1) (y 6= 1) (x 6= 2)
B (x 6= 3 ∨ y 6= 2) (x 6= 3) (y 6= 2) true

Fig. 14. Guards computed using GREEDY for the CCRs at locations A and B of the asynchronous
counters example, under different settings of observability.

Consider the example program of Fig. 13. This program consists of two threads:
each thread continuously performs modulo counting on a variable different than the
other thread. The threads operate independently of each other, e.g. use no synchroniza-
tion. The challenge is to synchronize the two counter threads so that certain shared
states are never reached. That is, no external reader accessing the shared state is able to
observe such values. In this example, assume that every state must satisfy the following
invariant: ¬(x = 3 ∧ y = 1).

Fig. 14 summarizes the results we obtained for this example by running GREEDY

with different settings of observability. In the table we show the guards computed for
the CCRs at locations A and B of the example program.
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Full Observability In this case, the synchronization cost allows the solution to observe
all shared variables, that is, full observability. Assuming that both counter threads can
observe the shared variables x and y, the GREEDY algorithm produces the following

valid program as a result:

counter1 {
A: (x 6= 2 ∨ y 6= 1) ->

x = x%3 + 1;
goto A;

}

counter2 {
B: (x 6= 3 ∨ y 6= 2) ->

y = y%2 + 1;
goto B;

}
That is, it produces the guards (x 6= 2 ∨ y 6= 1) and (x 6= 3 ∨ y 6= 2) for A and B

respectively, as shown in Fig. 14. These guards correspond to the maximally permissive
solution that can obtained for this example as they eliminate only the invalid traces.

Applying Separator Applying the separator of Section 4 to this example improves the
cost of the solution. That is, it simplifies the guard of the second counter thread while
maintaining the same level of permissibility. The result is shown in column Full/Sep in
Fig. 14.

Limited observability However, let us suppose the solution is only allowed to observe
variable y. In this case, the system produces the guards (y 6= 1) and (y 6= 2) for A
and B respectively, shown in column limited y in Fig. 14. This solution is maximally
permissive with respect to the limited observability, but permits a subset of the traces
allowed by the solution using full observability. In both guards of this limited observ-
ability solution, only a single shared access is performed (to the variable y) and hence
application of the separator will not improve the cost.

Now, assume that instead of y, we lower the cost and allow it to observe only vari-
able x. In this case, the system produces the guards (x 6= 2) and true for A and B
respectively (shown as last column of Fig. 14). In this solution, only the guard for A
was strengthened (as compared to the original program). The result is maximally per-
missive for this restricted cost, but is less permissive than the one computed with full
observability.

We have exercised the tool with more complex versions of this example, involv-
ing multiple counter and reader threads. However, this simple example is the essential
representative and clearly illustrates that limiting synchronization cost limits the per-
missiveness.

Discussion It is interesting to note that there are various concurrent snapshot algorithms
which ensure that readers cannot observe intermediate updates to shared memory by
writers (see for example the concurrent reading and writing problem as discussed by
Lamport [22]). Many of these algorithms are designed to satisfy general atomicity
specifications such as linearizability [15]. However, if such an algorithm is taken and
used in a specific setting, it may restrict the allowed concurrency unnecessary and in
unknown ways. For example, in our case, if we are to use an algorithm where each cycle
of increments is atomic (e.g. the only observable state is when both x and y are 0), then
such an algorithm would be correct but unnecessarily restrictive for our invariant. Note
that we can still use our approach to infer synchronization to satisfy general atomicity
correctness criteria.
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B.2 Dining Philosophers
Our next example is a slight adaptation of dining philosophers, a well known problem in
concurrency control, first proposed and solved by Dijkstra [10]. In this setup, there are
N philosophers dining on a round table. Each philosopher alternates its state between
thinking and eating. The challenge is to design a synchronization protocol which avoids
deadlock (no philosopher will ever eat) and starvation (every philosopher will eventu-
ally eat). There are many variants and solutions of this problem, all with different levels
of concurrency. Assume for example that each philosopher atomically updates its state
as a function of its previous state (we have ran examples where that is not the case).
Moreover, the philosophers are not synchronized with each other. Initially, when each
philosopher starts its operation, its state is set to THINKING.

deposit {
instr r x = 1;
l x = bal;
instr r x = 0;
l x = l x + 5;
instr w x = 1;
bal = l x;
instr w x = 0;

}

withdraw {
instr r y = 1;
l y = bal;
instr r y = 0;
l y = l w - 2;
instr w y = 1;
bal = l y;
instr w y = 0;

}

main {
bal = 5;
instr r x = instr w x = 0;
instr r y = instr w y = 0;

deposit || withdraw
}

Fig. 15. Race correction example

philosopher(int i) {
A: phil[i] = (phil[i]==THINKING) ? phil[i]=EATING : phil[i]=THINKING;

goto A;
}

Our safety criteria is that no two adjacent philosophers can eat at the same time. As-
sume that we have four philosophers sitting on a table where philosopher 0 is neighbors
with 1 and 3, 1 with 0 and 2, 2 with 1 and 3, and 3 with 0 and 2.

Full Observability We start by having the cost of the synchronization code observe all
variables. Assume the state of each philosopher is observable by all other philosophers.
If we run the system without using the separator, the tool produces guards that are
fairly elaborate. However, if separator is used, the cost is reduced (e.g. smaller guards
are computed) and we end up with the expected (and maximally permissive) solution.
Below is the expected inferred CCR guard for philosopher 0 produced by the tool:

(!phil[1] == EATING ∧ !phil[3] == EATING) -> ...

Limited Observability Let us now suppose that we restrict the synchronization cost and
do not allow the solution to observe the state of philosopher 3. When we run the system
(with separator), the following maximally permissive solution is produced (we do not
show the guards here without separator, but they are more expensive, although similarly
permissive).

0: (false -> ...)
1: (true -> ...)
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2: (false -> ...)
3: (true -> ...)

The above solution is also intuitive. Without being able to observe the state of
philosopher 3, the neighbors of 3 (0 and 2) can never make progress, because otherwise
they may end up eating together with 3. It is easy to see that by decreasing observability,
we have ended up with a correct solution that is less permissive than the one with full
observability. Note that we consider this a correct solution because we ignore starvation
of philosophers. Even though both solutions allow starvation, with full observability,
there are executions where philosophers 0 and 3 can make progress, while when ob-
servability is limited, we are forced to err on the safe side and never allow any progress
of 0 and 3.

B.3 Race Correction

In this example we show how we used the system to fix data races. A race condition
occurs if two threads access a shared variable at the same time, and at least one of these
accesses is a write.

Our current implementation is limited to invariant specifications. Because race con-
ditions are a temporal safety property, we used additional instrumentation to encode
it in our current implementation. In the future, we plan to extend our tool to directly
handle temporal safety properties without additional instrumentation.

We consider the commonly used illustrative example of a bank account (see Fig. 15)
with two methods accessing a shared variable. For this simple example, we manually
introduced instrumentation. We introduce a variable for each shared access and set it
to 1 right before the shared access and reset it to 0 right after the shared access. The
instrumentation variables are in bold.

Echoing the definition of a race condition above, the state safety invariant is that no
two instrumentation variables from different threads that associate to the same location,
where at least one of them is a location that is written, are both set to 1. The invariant is
¬(instr w y = instr w x = 1∨instr w y = instr r x = 1∨instr r y = instr w x = 1).
Running the system computes a solution that is race-free and maximally permissive.
Below we show only the inferred guards (using the separator):

deposit {
....
!(instr w y == 1) -> instr r x = 1;
!(instr r y == 1 ∨ instr w y = 1) -> instr w x = 1;
...

}

withdraw {
...
!(instr w x = 1) -> instr r y = 1;
!(instr r x = 1 ∨ instr w x = 1) -> instr w y = 1;
...

}
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C Proofs

Lemma 1 For all t, t′ ∈ TP,S such that lbl(t) = lbl(t′), t′ ≈LG t if and only if
[[χ(src(t))]](src(t′)) = true.
Proof: Let t, t′ ∈ TP,S such that lbl(t) = lbl(t′). If t ≈LG t′, then by definition
of the equivalence relation ≈LG in (2), we get that src(t) ≈LG src(t′). Therefore,
by (3), we conclude that [[χ(src(t))]](src(t′)) = true. If t 6≈LG t′ then by definition of
the equivalence relation ≈LG we get that src(t) 6≈LG src(t′). Therefore, by (3), we
conclude that [[χ(src(t))]](src(t′)) = false.
Theorem 1 Let R ⊆ TP,S . The transition system ts defined by 〈ΣP , TP,S \ [R]LG, InitP 〉
is implementable from P and LG:
(1) There exists a program P ′ such that [[P ′]] = [[ts]].
(2) P ′ can obtained from P by introducing guards from LG.
Proof: Let R ⊆ TP,S and P ′ be the result of implement(P, [R]LG) defined in Fig. 6.
In this algorithm, the program P ′ is obtained from P by introducing guards from LG.
To show that [[P ′]] = [[ts]], we show that the transition system of P ′ is the same as ts. It
boils down to showing that TP ′,S = TP,S \ [R]LG.

Recall that the algorithm in Fig. 6 modifies the program P by strengthening the
guards, i.e., the transitions of P ′ is a subset of the transitions of P : TP ′,S ⊆ TP,S . In
other words, there exists a set R′ of transitions such that TP ′,S = TP,S \ R′. We show
that R′ = [R]LG.

It is easy to see that [R]LG ⊆ R′: for every t ∈ [R]LG, the algorithm in Fig. 6
strengthens the guard of the ccr(t) with χ(src(t)), therefore, t is not enabled in P ′, i.e.,
t ∈ R′.

Consider a transition t′ that is in P but not in P ′, i.e., t′ ∈ R′. We show that
t′ ∈ [R]LG. The guard of ccr(t′) is defined by strengthening the guard of ccr(t′) in P ,
in a way that eliminates t′. That is, there exists t ∈ [R]LG such that lbl(t) = lbl(t′) and
src(t′) satisfies χ(src(t)). By Lemma 1, t′ ≈LG t and thus t′ ∈ [R]LG.

Corollary C1 Let R ⊆ TP,S be closed under ≈LG, i.e., R = [R]LG.

[[implement(P, R)]] = [[〈ΣP , TP,S \R, InitP 〉]]

Theorem 2 A run of the EXHAUSTIVE algorithm terminates with either a valid program
or abort.
Proof: In every iteration, the EXHAUSTIVE algorithm adds at least one transition from
TP,S to the set R. Because TP,S is finite, the EXHAUSTIVE algorithm either finds that ts
is valid or that B is empty, and terminates. If the transition system ts is valid, then the
EXHAUSTIVE algorithm returns a program implement(P,R), denoted by P ′, where R
is closed under ≈LG. By Corollary C1, we get that [[P ′]] = [[ts]], and thus P ′ is a valid
program.

Lemma C2 For every P ′ ∈ MP (P, LG), there exists R ∈ TP,S , such that R is closed
under ≈LG and [[P ′]] = [[〈ΣP , TP,S \R, InitP 〉]].
Proof: By Definition 1 of MP (P, LG), P ′ is obtained from P by introducing guards
in LG such that [[P ′]] ⊆ [[P ]] and P ′ is valid. Since P ′ is less permissive than P , but
has the same statements, it differs from P by having stronger guards, i.e., the transition
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system of P ′ has less transitions than that of P . Therefore, there exists R such that
TP ′,S = TP,S \R.

Suppose that R is not closed under ≈LG. Let t, t′ ∈ TP,S such that t ≈LG t′,
t /∈ R and t′ ∈ R, i.e., t ∈ TP ′,S , and t′ /∈ TP ′,S . Therefore, the guard g ∈ LG of
ccr(t) in P ′ holds for src(t) but not for src(t′), and a contradiction is obtained with
src(t) ≈LG src(t′).
Definition C3 Let P ′ be a program obtained from P by introducing guards in LG, and
R ∈ TP,S . We say that R is a clean cut for P ′ when all the following conditions hold:
(a) R is closed under ≈LG,
(b) [[P ′]] = [[implement(P, R)]],
(c) for all t ∈ R there exists t′ ∈ R, such that t ≈LG t′ and src(t′) is reachable in P ′.
Lemma C4 Let R′ ∈ TP,S be closed under≈LG and let P ′ be the result of implement(P, R′).
There exists R ⊆ R′ such that R is a clean cut for P ′.
Proof: Let t ∈ R′. If for all transitions t′ ∈ [t]LG, src(t′) is not reachable in P ′, then we
can remove [(]LGt) from R′ without changing the set of traces, i.e., [[implement(P,R′)]] =
[[implement(P, R′ \ [t]LG)]] Therefore, we define R by removing from R′ all the
equivalence classes that are unreachable in P ′ and get that [[implement(P, R)]] =
[[P ′]]. By construction, R is closed under ≈LG and R ⊆ R′.
Lemma C5 Let R be a clean cut for P ′, and let R′′ ⊂ R, such that R′′ is closed under
≈LG. If P ′ ∈ MP (P, S) then the program implement(P,R′′) is invalid.
Proof: First, we show that the program implement(P,R′′) has strictly more traces
than P ′. By Definition C3 of clean cut, at least one transition in R \R′′ is reachable in
P ′, but does not belong to P ′, therefore, adding that transition to the transition system
means adding a new trace. Since P ′ is maximally permissive, any program that has
strictly more traces is invalid, by Definition 1. In particular implement(P,R′′) is
invalid.
Lemma 2 For every maximally permissive program P ′ ∈ MP (P, LG), there exists a
run of the EXHAUSTIVE algorithm that returns P ′′ such that [[P ′]] = [[P ′′]].
Proof: Let P ′ be a program in MP (P, LG). We show that there exists a run of EXHAUS-
TIVE that returns P ′′ such that [[P ′]] = [[P ′′]].

By Lemma C2, let R′ ⊆ TP,S be a set of transitions closed under ≈LG such that
[[P ′]] = [[〈ΣP , TP,S \R′, InitP 〉]]. By Corollary C1, we get that P ′ and implement(P, R′)
have the same semantics (sets of traces). By Lemma C4, there exists a set R ⊆ R′ such
that R is a clean cut for implement(P, R′), and thus [[P ′]] = [[implement(P, R)]]. It
remains to show that there exists a run of EXHAUSTIVE that returns implement(P, R).
That is, we need to show that R can be computed by some choices of bad transitions in
EXHAUSTIVE.

If the original program P is valid, then R = ∅. We assume that R contains m
equivalence classes of transitions, for m > 0. The proof is by induction on the num-
ber of iterations of the algorithm. For i > 0, let Ri denote the value of R at the
end of iteration i of EXHAUSTIVE; tsi denote the transition system in iteration i, i.e.,
〈ΣP , TP,S \Ri−1, InitP 〉; Bi denote the set of bad transitions of tsi, i.e., Bi = bad-transitions(tsi);
and ti be the transition chosen in iteration i from Bi. Initially, R0 = ∅.

We show by induction that for all i = 1, . . . , m, if Ri−1 ⊆ R then Bi ∩ R 6= ∅. It
implies that in each iteration, we can pick a transition ti such that ti ∈ Bi ∩R, and add
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its equivalence class to Ri−1 to get Ri ⊆ R. Following this order, we get that Rm = R
and in the next iteration tsm+1 is valid and EXHAUSTIVE returns implement(P, R) as
required.

Intuitively, we can always pick ti from Bi∩R, because every reachable stuck state in
tsi has a path to it through R (because, if we remove R from tsi, we get a valid transition
system). Thus, R will contain at least one bad transition in tsi, i.e., Bi ∩R 6= ∅.

Let 1 ≤ k ≤ m. Suppose that for all i = 1, . . . , k − 1, we pick ti ∈ Bi ∩ R. Note
that we get that Ri+1 ⊂ R and thus removing R from tsi we get the same traces as in
P ′.

We show that EXHAUSTIVE does not return or abort in iteration k. First, we show
that tsk is not valid (return in line 4 of EXHAUSTIVE). Recall that R is a cut of P ′ and
P ′ ∈ MP (P, S). By Lemma C5, we get that implement(P, Rk) is not valid because
Rk ⊂ R. Since [[tsk]] = [[implement(P, Rk)]], we get that tsk is not valid. Second,
we show that Bk is not empty (abort in line 6 of EXHAUSTIVE). If Bk is empty then
it is impossible to remove transitions from tsk to make doomed states unreachable,
therefore removing R from tsk would not result in a valid program, contradicting the
fact that P ′ is valid.

We show that there exists t ∈ Bk ∩ R. If Bk ∩ R is empty, then removing R from
tsk does not make any doomed states of tsk unreachable, i.e., the result is not a valid
transition system, contradicting the fact that P ′ is valid.

Lemma C6 For every maximally permissive program P ′ ∈ MP (P, LG), there exists
R ∈ min(RS) such that [[P ′]] = [[implement(P, R)]].
Proof: Recall that the set R, defined in the proof of Lemma 2, belongs to RS and satisfies
[[P ′]] = [[implement(P, R)]]. We show that R ∈ min(RS).

By definition of min(RS), we need to show that for all R′′ ∈ RS, R′′ 6⊂ R. For the
sake of contradiction, suppose that there exists R′′ ∈ RS such that R′′ ⊂ R. Since
R is a clean cut for P ′ and P ′ ∈ MP (P, S), we can use Lemma C5 to get that
implement(P,R′′) is not valid. By definition of RS, R′′ /∈ RS and a contradiction
is obtained.

Lemma C7 For every R ∈ min(RS), implement(P, R) ∈ MP (P, LG).
Proof: Let R ∈ min(RS). By definition, min(RS) ⊆ RS, and for all R′ ∈ RS, R′ is
computed by EXHAUSTIVE and induces a valid program implement(P,R′). Thus, in
particular, the program implement(P, R), denoted by P1, is valid. We can use Corol-
lary C1, because R is closed under ≈LG, to get that TP1,S = TP,S \R. For the sake of
contradiction, suppose that P1 is not maximally permissive, i.e., there exists a valid pro-
gram P2 obtained from P by introducing guards in LG, such that [[P1]] ⊂ [[P2]]. Without
loss of generality, we assume that P2 is maximally-permissive, i.e., P2 ∈ MP (P, S).

Using Lemma C6, there exists R2 ∈ min(RS) such that [[P2]] = [[implement(P,R2)]].
Note that R2 is closed under≈LG. Using Corollary C1, we get that [[P2]] = [[〈ΣP , TP,S \R2, InitP 〉]].
It implies that TP2,S ⊇ TP,S \R2.

The programs P1 and P2 differ only in the guards, and not statements, but [[P1]] ⊂
[[P2]]. Therefore, the transitions system of P2 has strictly more transitions than that of
P1, i.e., there exists R1 such that TP1,S = TP2,S \R1 and R1 is not empty.

Combining the above constraints about TP1,S , we get that TP,S \R ⊇ TP,S \ (R2 ∪
R1). Therefore, R ⊇ R1 ∪ R2 and since R1 is not empty we get the strict inclusion:
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R ⊃ R2. This, together with the facts that R2 ∈ RS and R ∈ min(RS), leads to
contradiction.

Theorem 3
Proof: Follows from Lemma C6 and Lemma C7
Theorem 4 A run of the GREEDY algorithm terminates with either a valid program or
abort.
Proof: Similar to the proof of Theorem 2

Lemma C8 Suppose that a run of GREEDY is side-effects free and it computes a set R
of edges. Let ts denote the transition system of P . For all t ∈ R, dst(t) ∈ Doomedts.
Proof: Recall that a side-effect free run means that for all i > 0, the GREEDY algorithm in
iteration i picks a transition t from cut-transitions(ts) such that |[t]LG| = 1. Therefore,
in iteration i + 1, the set R is the same as in iteration i union with t, and the transition
system in i + 1 is the same as in i minus t. By removing t from the transition system,
reachability of other cut transitions is not affected, because every (simple) path contains
at most one cut-transition. Thus, the cut-transitions of i+1 are the same as in i, minus t.
It follows that R = cut-transitions(ts). By definition, the destination of a cut transition
is a doomed state, which completes the proof that destinations of all transitions in R are
doomed states.

Theorem 5 If a run of GREEDY has no side-effects then it computes a maximally per-
missive program for P and LG or aborts. If it aborts, then MP(P, LG) = ∅.
Proof: Suppose that a run of GREEDY without side-effects computes as set R of edges
and returns the valid program implement(P, R), denoted by P ′. We show that P ′ ∈
MP (P, LG).

Let P ′′ be a program obtained from P by introducing guards from LG, such that
[[P ′]] ⊂ [[P ′′]]. Since P ′ and P ′′ differ only in guards, and not statements, and they both
obtained from P , the transitions of P ′′ are a superset of those of P ′, and a subset of
those of P . Therefore, TP ′′,S \ TP ′,S ⊂ R. It follows that every trace in [[P ′′]] \ [[P ′]]
contains at least one transitions form R. By Lemma C8, R is a set of doomed transitions
in P . A trace that contains a doomed state is not valid. Therefore, the program P ′′,
which contains an invalid trace, is not valid.
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