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The 12th Advanced Summer School on Service Oriented Computing 
(SummerSOC’18) continued a successful series of summer schools that started in 
2007, regularly attracting world-class experts in Service Oriented Computing to 
present state-of-the-art research during a week-long program organized in several 
thematic tracks: patterns and IoT, Quantum Computing, formal methods for SOC, 
computing in the clouds, data science, e-Health and emerging topics. The 
advanced summer school is regularly attended by top researchers from academia 
and industry as well as by PhD and graduate students.  
 
During the different sessions at SummerSOC renowned researchers gave invited 
tutorials on subjects from the themes mentioned above. The afternoon sessions 
were also dedicated to original research contributions in these areas: these 
contributions have been submitted in advance as papers that had been peer-
reviewed. Accepted papers were presented during SummerSOC and during the 
poster session. Furthermore, PhD students had been invited based on prior 
submitted and reviewed extended abstracts to present the progress on their theses 
and to discuss it during poster sessions. Some of these posters have been invited 
to be extended as a full paper, which are included in this technical report. 
 
Also, this year the “Christos Nikolaou Memorial Ph.D. Award” to honor Prof. 
Christos Nikolaou’s career-long contributions in university education and 
research was awarded for the third time. The winner of the Christos Nikolaou 
Memorial Ph.D. Award is Jacopo Soldani, who presents the core ideas of his 
awarded thesis in this technical report too. The award is not only an honor and 
distinction but is associated with 2000€ for the awardee, sponsored by StartTech 
Ventures. 
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On modelling, analysing and reusing

multi-component applications

Jacopo Soldani

Department of Computer Science, University of Pisa, Pisa, Italy
soldani@di.unipi.it

Abstract. How to deploy and flexibly manage complex composite appli-
cations across heterogeneous cloud platforms is one of the main concerns
in enterprise IT. There is a need for vendor-agnostic models allowing to
specify the structure and management of composite cloud applications,
and of techniques for verifying their design. Furthermore, the availability
of techniques for reusing cloud applications would free developers from
the need of designing/developing multiple times recurring application
components. This paper provides an overview of our research contribu-
tions on (i) modelling and analysing the structure and management of
composite cloud applications, and on (ii) fostering their reuse.

1 Introduction

Cloud computing has revolutionised IT, by o↵ering a model for enabling ubiqui-

tous, convenient, on-demand network access to a shared pool of configurable re-

sources [25]. Applications and resources have no more to be bought and managed

on premise, but they can be simply requested (and paid) when the corresponding

functionality is actually needed [18].

Reaping the benefits of cloud computing is however not easy. Cloud appli-

cations typically integrate various and heterogeneous components, whose de-

ployment, configuration, enactment, and termination must be properly coordi-

nated [21]. This must be done by carefully taking into account all the dependen-

cies occurring among the application components. As the number of components

grows, or the need to reconfigure them becomes more frequent, application man-

agement becomes more and more time-consuming and error-prone [2].

Furthermore, current cloud technologies su↵er from a lack of standardisation,

with similar resources o↵ered in a di↵erent manner by di↵erent providers [28].

As a result, application operators wishing to deploy and manage the same ap-

plication on di↵erent cloud platforms (by fulfilling its individual requirements)

might be required to re-design and re-configure most of the middleware and

infrastructure layers, even from scratch. This requires deep technical expertise,

and it results in error-prone development processes which significantly increase

the costs for operating and maintaining composite cloud applications [31].

How to deploy and flexibly manage complex composite applications over
heterogeneous cloud platforms is hence a serious challenge in today’s
enterprise IT [24].
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As highlighted by Binz et al. [2] and by Di Cosmo et al. [20], the above chal-

lenge results in two major issues, namely (i1) how to automate the deployment

and management of composite cloud applications and (i2) how to support their

vendor-agnostic design. Focusing on such issues, this paper provides an overview

of our contributions trying to advance the state of the art on what follows:

– Modelling and analysing composite cloud applications. By relying on topology

graphs [3] for describing the structure of composite cloud applications, we

have proposed a compositional modelling that permits specifying the man-

agement behaviour of application components, by also taking into account

that faults eventually occur while managing complex applications [19]. We

have also proposed techniques for checking and planning the management of

a composite cloud application.

– Reusing composite cloud applications. We have defined techniques for match-

ing and adapting existing applications. Developers can describe the structure

and desired behaviour of the components they need (e.g., a web server, or a

DBMS), and our techniques can then be exploited to concretise their imple-

mentation.

The rest of this paper is organised as follows. Sect. 2 illustrates our contributions

on modelling and analysing composite cloud applications, while Sect. 3 recaps

our contributions on fostering their reuse. Finally, Sect. 4 draws some concluding

remarks and illustrates some directions for future work.

2 Modelling and analysing cloud applications

A convenient way to represent complex composite applications (such as those

deployed in cloud platforms) is a topology graph [3], whose nodes represent

the application components, and whose arcs represent the dependencies among

such components. More precisely, each topology node can be associated with the

requirements of a component, the operations to manage it, and the capabilities

it features. Inter-node dependencies associate the requirements of a node with

capabilities featured by other nodes.

The Topology and Orchestration Specification for Cloud Applications (TO-

SCA [26]) meets this intuition, by providing a standardised modelling language

for representing the topology of a cloud application. It also permits coordinat-

ing the application management, by defining (workflow) plans orchestrating the

management operations o↵ered by each component
1
.

Unfortunately, in its current version, TOSCA does not permit specifying the

behaviour of a cloud application’s management operations. More precisely, it

is not possible to describe the order in which the operations of a component

must be invoked, nor how those operations depend on the requirements or how

they a↵ect the capabilities of that component (and hence the requirements of

other components they are connected to). This implies that the verification of

1 A self-contained introduction to TOSCA can be found in [16].
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whether a management plan is valid can only be performed manually, with a

time-consuming and error-prone process
2
.

In [6, 11], we propose an extension of TOSCA that permits specifying the be-

haviour of the management operations of the components forming an application.

We indeed show how their management behaviour can be modelled by manage-
ment protocols, specified as finite state machines whose states and transitions are

associated with conditions defining the consistency of the states of a component

and constraining the executability of its management operations. Such condi-

tions are defined on the requirements of a component, and each requirement of

a component has to be fulfilled by a capability of another component.

We also illustrate how to derive the management behaviour of a cloud ap-

plication by composing the protocols of its components, and how this permits

automating various analyses concerning the management of a cloud application,

like determining whether management are valid, which are their e↵ects, or which

plans permit reaching certain application configurations.

To deal with the potential occurrence of faults (which have to be considered

when managing complex cloud applications [19]), we have then further extended

management protocols. In [7, 9], we propose fault-aware management protocols,
which permit modelling how nodes behave when faults occur, and we illustrate

how to analyse and automate the management of composite cloud applications

in a fault-resilient manner.

Notice that, even if the components of an application are described by fault-

aware management protocols, the actual behaviour of such components may dif-

fer from their described behaviour (e.g., because of non-deterministic bugs [23]).

In [9], we also show how unexpected behaviour can be naturally modelled by

automatically completing fault-aware management protocols, and how this per-

mits analysing the (worst-possible) e↵ects of misbehaving components on the

rest of a cloud application. We also propose a way to recover composite cloud

applications that are stuck because a fault was not properly handled, or because

of a misbehaving component.

Discussion. Fault-aware management protocols can play a foundational role

for modelling and analysing the management of composite cloud applications.

Indeed, to the best of our knowledge, they constitute the first compositional

approach that permits modelling and analysing the stateful management be-

haviour of the components forming an application, by also taking into account

that faults possibly occur while managing complex composite applications over

heterogeneous clouds [30].

The feasibility of approaches based on fault-aware management protocols

have been illustrated in [9], where we present the Barrel, a web-based appli-

cation that permits editing and analysing fault-aware management protocols in

composite cloud applications. In [9], we also illustrate the usefulness of such ap-

proaches, by showing how fault-aware management protocols (and Barrel as

2 The same does not hold for the validation of the structure of TOSCA-based appli-
cations, for which approaches have been proposed in [12, 17].
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well) were exploited in a concrete case study and in a controlled experiment.

Both the case study and the controlled experiment highlight that the modelling

and analysis techniques based on fault-aware management protocols can be fruit-

fully exploited not only at design time (to validate management plans, and to

determine their e↵ects), but also at run time (to automatically determine the

management plans that permit reaching a desired application configuration, or

which restore such configuration after the actual configuration has changed —

e.g., because of faults or misbehaving components).

On the other hand, a full-fledged approach for modelling and analysing com-

posite cloud applications requires to solve also other problems that we have not

tackled yet. Below we discuss three of them, namely faults due to the “true

concurrent” execution of management operations, applications whose topology

is dynamic, and including cost and QoS in the modelling of applications.

Faults due to “true concurrency”. The current version of fault-aware manage-

ment protocols (as per [7, 9]) focuses on ensuring the consistency of a composite

cloud application based on an interleaving semantics. This means that fault-

aware management protocols do not support the analysis of the true concurrent

execution of management operations.

Consider for instance the concurrent reconfiguration of two components, with

one component requiring a capability of the other to successfully complete its

reconfiguration. The latter may however stop providing the desired capability

during the execution of its reconfiguration operation, even if such capability is

provided right before and after executing such operation. While this may result

in one of the two reconfiguration operations failing, an interleaving semantics

(checking consistency only on states) would not be able to detect such failure.

In other words, faults can happen both after and during the concurrent exe-

cution of management operations [19]. It would be worthy investigating whether

the latter case might generate problems in real-world scenarios, and (if this is

the case) how to properly adapt fault-aware management protocols to cope with

the “true concurrent” management of the components forming an application.

Dynamic topologies. Fault-aware management protocols can be easily adapted to

cope with applications whose topology is dynamic. Indeed, to deal with applica-

tions whose components may dynamically (dis)appear, such components should

be added to the application topology, and the binding function relating require-

ments and capabilities should be updated accordingly. This would be useful, for

instance, to cope with the horizontal scaling of an application’s components, as

it would permit adding or removing replicas of a component to the application

topology whenever such component has to be scaled out or scaled in.

Adapting our modelling and analysis techniques to cope with dynamic topolo-

gies would also be beneficial for exploiting them to manage other kinds of applica-

tions, which are characterised by a high churn of nodes (e.g., microservices-based

applications, or fog applications).

Modelling cost and QoS. Fault-aware management protocols do not take into

account costs nor QoS, since our focus so far has been on automatically coordi-
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nating the management of the components forming a composite cloud applica-

tion (by also taking into account that faults potentially occur while managing

complex applications). Cost and QoS are however important factors for cloud ap-

plications [1], and fault-aware management protocols should hence be extended

to take into account also such factors. For instance, we should permit modelling

how much does it cost (in terms of money or time) to reside in a certain state or

to perform a certain operation. This would permit devising analysis techniques to

determine the cost (in terms of money or time) to maintain/drive an application

in/to a given configuration, or to determine the cheapest or fastest management

plans that permit changing the actual configuration of an application.

3 Fostering the reuse of cloud applications

To ease the design of a cloud application (e.g., a web application), we may wish

to implement some of its parts by reusing already existing, validated solutions

(e.g., the server stack needed to run a web application). More generally, the

reuse of (fragments of) existing cloud applications can ease and speed-up the

development of new applications.

In [14, 15], we illustrate how to reuse existing, TOSCA-based cloud applica-

tions. We first formally define how to exact match an application with respect

to a desired application component, so as to reuse the whole application to im-

plement such component.

We then define three other types of matching (plug-in, renaming-based, and
white-box), each permitting to identify larger sets of applications that can be

adapted so as to exactly match a desired component. We also illustrate a method-

ology for adapting matched applications to exactly match the target component.

Notice that, by reusing a cloud application in its entirety, we might deploy

unnecessary software (i.e., software that is not needed to concretely implement

the desired application component).

To tackle this issue, in [31] we further extend our matchmaking and adapta-

tion approach by introducing and assessing ToscaMart (TOSCA-based Method
for Adapting and Reusing application Topologies). ToscaMart is a method that

permits reusing only the fragment of an application topology that is necessary

for implementing a desired application component.

Notice that all notions of matching mentioned above are purely syntactic and

do not take into account the behaviour of management operations (i.e., they do

not check whether the behaviour of the operations of an available application is

compatible with that of the operations of a desired application component).

We overcome this limitation in [4, 5] by exploiting the behaviour informa-

tion in management protocols. Namely, we define when a desired management

protocol can be simulated [29] by an available one, and we exploit such notion

of simulation to extend the conditions constraining exact and plug-in match-

ing. We then relax the notion of simulation into that of f -simulation (which

permits simulating a desired operation with a sequence of available operations),

and we exploit f -simulation to further relax plug-in matching. We also describe
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a coinductive procedure to compute the function f determining an f -simulation

among two management protocols (if any), and how matched applications can

be adapted so as to be employed in place of desired components.

Discussion The matching techniques discussed above can constitute a fruitful

support to foster the reuse of composite cloud applications, and to speed-up

their design and development. Developers can indeed describe only the appli-

cation components that are specific to their solutions (e.g., those they imple-

mented), along with abstract descriptions of the management infrastructures

such components need to run. Such abstract descriptions could then be con-

cretely implemented by matching, adapting, and reusing (fragments of) already

existing solutions.

The feasibility and potential of our notions of matching have been tested

by running a proof-of-concept implementation of the syntactic matching over

a plastic repository of TOSCA applications (in [15, 31]). The e↵ectiveness has

also been discussed by formally proving termination and soundness of Tosca-
Mart (in [31]), and by assessing the behaviour-aware matching (by formally

proving termination, soundness, and completeness of the coinductive algorithm

determining a f -simulation between two protocols — in [5]).

It is worth noting that, in general, most existing approaches to the reuse

of cloud applications support a development from-scratch of applications, and

do not account for the possibility of adapting existing third-party applications.

As we discussed in [30], to the best of our knowledge, the syntactic matching

approaches presented in [14, 15, 31] advance the state-of-the-art as they are the

first approaches that permit reusing (fragments of) existing cloud applications,

by relying on TOSCA as the reference standard for cloud interoperability, and

to support an easy reuse of third-party services. The behaviour-aware matching

in [4, 5] is also advancing the state-of-the-art on the reuse of composite cloud

applications. Indeed, it constitutes the first approach for reusing composite ap-

plications that takes into account both functional and extra-functional features

of their components, and which relies on the widely accepted idea of exploiting

behaviour models to match operations and on behaviour simulation to abstract

from non-relevant operation mismatches.

On the other hand, in order to select (fragments of) composite cloud ap-

plications that can be e↵ectively reused to implement abstractly specified com-

ponents, some problems have still to be investigated and addressed. Below we

discuss three of them, namely the full integration of the proposed techniques,

the assessment of the substitutability assumption made by TOSCA, and the

inclusion of cost and QoS in our matching approaches.

Full integration. The behaviour-aware matching proposed in [4, 5] permits reusing

applications only in their entirety. To permit reusing only the fragments of

such applications that are actually necessary to implement a desired compo-

nent, the current implementation of ToscaMart should be integrated with the

behaviour-aware matching that we presented in [4, 5].
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Furthermore, the behaviour-aware matching proposed in [4, 5] does not take

into account faults, since the notions of simulation are defined on “plain” man-

agement protocols (viz., those defined in [6]). The notions of simulation and of

behaviour-aware matching should be hence extended to permit comparing the

fault-aware management protocol of (a fragment of) an available application

with that of a desired component.

Substitutability assumption. Our notions of matching are based on the substi-

tutability assumption made by TOSCA, which states that a component can be

made concrete by substituting it with a composite application, provided that

the latter exposes the same features as the former on its boundaries [27]. The

truthfulness of such an assumption should be tested on repositories of real-word

TOSCA applications, which unfortunately are not available at the moment.

Cost-aware and QoS-aware matching. Our notions of matching do not take into

account costs nor QoS. This is because our focus so far has been on enacting the

reuse of composite cloud applications by matching their syntactic signature and

their management behaviour with respect to those of a desired component.

Cost and QoS are however important factors for cloud applications [1, 22].

Our notions of matching should hence be extended to take into account also

the cost or QoS of composite cloud applications, as this would permit selecting,

among the matched applications, those leading to lower costs or to better time

performances, for instance.

4 Conclusions

Management protocols can play a foundational role for modelling and analysing

the management of composite cloud applications. The feasibility of approaches

based on management protocols has been illustrated with Barrel, while their

potential has been shown by exploiting them to analyse and automate the de-

ployment and management of a concrete case study (and with a controlled ex-

periment — in [9]).

The matching and adaptation techniques we have proposed can also con-

tribute to support a vendor-agnostic design of composite cloud applications,

and to automate the deployment and management of composite applications.

The feasibility and potential of our notions of matching have been tested, and

their e↵ectiveness has been formally assessed (see Sect. 3).

At the same time, a full-fledged support for modelling, analysing, and reusing

composite cloud applications requires also solutions to problems that we have

not yet been tackled (as discussed in Sects. 2 and 3). Some of the corresponding

directions for future work are listed below.

Management protocols-based orchestration. An interesting direction for future

work is the development of an orchestrator for composite cloud applications

based upon management protocols. The orchestrator should input a compos-

ite application and its desired configuration, and it should ensure that such

application configuration is reached and maintained. The orchestrator should
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exploit management protocols to determine the management plan leading the

application to the desired configuration (from the initial situation where no ap-

plication component is installed), and it should execute such management plan.

Then, whenever a fault occurs and changes the actual application configura-

tion (or whenever the desired configuration is changed), the orchestrator should

automatically determine a management plan to restore the desired application

configuration.

A first step towards the availability of such an orchestrator has been provided

in [13], where we present an engine (called TosKer) for orchestrating the man-

agement of composite applications based on TOSCA and Docker. TosKer ex-

ploits management protocols to permit customising the management behaviour

of the components forming an application, and to ensure that components are

actually managed accordingly to their specified behaviour. It however still lacks

a support for automatically reaching and maintaining the desired configuration

of an application (from determining the management plan leading to the desired

configuration, to reconfiguring it when its actual configuration is di↵erent from

the desired one). The extension of TosKer for providing such support is part

of our future work.

Faults due to “true concurrency”. As we observed in Sect. 2, there might be

cases where a requirement is assumed by a component, and another component

executes a management operation during which the capability satisfying such

requirement is not maintained (even if it is available before and after executing

it). We plan to investigate whether this might generate problems in real-world

scenarios, and how to properly adapt the composition rules defining the fault-

aware management behaviour of a composite application. Preliminary results in

this direction are illustrated in [10].

Dynamic topologies. To deal with applications whose components may dynami-

cally (dis)appear, it should be enough to add such components to the application

topology, and to update the binding function relating requirements and capabil-

ities. Some results in this direction are contained in [8], where we show how to

deal with topologies where the dependencies among a fixed set of components

can dynamically change. Still, there is work to do on how to deal with topologies

whose set of components can dynamically change. This is in the scope of our

immediate future work.

Modelling cost and QoS. The modelling and analyses techniques based upon

fault-aware management protocols do not take into account costs and QoS. The

extension of such techniques to include cost and QoS properties is in the scope

of our future work.

Full integration of the proposed matching techniques.Our behaviour-aware match-

ing approach does not take into account faults, and it permits reusing applica-

tions only in their entirety (see Sect. 3). We plan to extend our behaviour-

aware matching approach to permit comparing fault-aware management proto-

cols (hence including faults in the comparison), and to integrate it with To-
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scaMart (to permit reusing only the fragments of application that are actually

necessary for implementing a desired component).

Substitutability assumption. The truthfulness of the substitutability assumption

made by TOSCA (which states that a component can be made concrete by sub-

stituting it with a composite application, provided that the latter exposes the

same features as the former on its boundaries [27]) should be tested on reposito-

ries of real-word TOSCA applications, which unfortunately are not available at

the moment. The assessment of such assumption is hence left for future work.

Cost-aware and QoS-aware matching. Our notions of matching do not take into

account costs or QoS. The extension of such notions to include QoS and costs in

the selection of to-be-reused components are in the scope of our future work.
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Abstract. The Internet of Things is growing rapidly while still missing a univer-
sal operating and management platform for multiple diverse use cases. Such a 
platform should provide all necessary functionalities and the underlying infra-
structure for the setup, execution and composition of Smart Services. The concept 
of Smart Services enables the connection and integration of cyber-physical sys-
tems (CPS) and technologies (i.e., sensors and actuators) with business-related 
applications and services. Therefore, the SmartOrchestra Platform provides an 
open and standards-based service platform for the utilization of public adminis-
trative and business-related Smart Services. It combines the features of an oper-
ating platform, a marketplace, a broker, and a notary for a cloud-based operation 
of Smart Services. Thus, users of cyber-physical systems are free to choose their 
control applications, no matter what device they are using (e.g., smartphone, tab-
let or personal computer) and they also become independent of the manufactur-
ers’ software. This will enable new business opportunities for different stake-
holders in the market and allows flexibly composing Smart Services. 

Keywords: SmartOrchestra Platform, Smart Services, Cyber-Physical Systems, 
Internet of Things 

1 Introduction 

The Internet of Things (IoT) paradigm has received great attention in the last years 
leading to a vast amount of heterogeneous IoT middleware, protocols and devices (e.g., 
sensors, actuators or gateways). Related IoT applications, for example, implementing 
the processing of sensor data in order to control an actuator, therefore need to be bound 
to certain concrete technologies, hardware devices, and protocols. This makes it a chal-
lenge to enable the interoperability and composition of different IoT applications, for 
example, to compose them to solve problems on another scale (e.g., from automating 
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houses over streets to cities). Another challenge is the distributed nature of IoT envi-
ronments and the large number of devices, which makes it infeasible to deploy and 
manage IoT applications together with their required software and middleware compo-
nents manually. Therefore, a universal operating and management platform for multiple 
diverse IoT use cases is needed which enables interoperability and automated deploy-
ment for IoT applications through Smart Services. The concept of Smart Services ena-
bles the connection and integration of cyber-physical systems (CPS) and technologies 
(i.e., sensors and actuators) with business-related applications and services. Such a plat-
form should provide all necessary functionalities and the underlying infrastructure for 
the setup, execution and composition of Smart Services. Within this work, we introduce 
the SmartOrchestra Platform, which provides an open and standards-based service 
platform for the utilization of public administrative and business-related Smart Ser-
vices. Therefore, it combines the features of an operating platform, a marketplace, a 
broker, and a notary for a cloud-based operation of Smart Services. Thus, users of 
cyber-physical systems are free to choose their control applications, no matter what 
device they are using (e.g., smartphone, tablet, or personal computer) and they also 
become independent of the manufacturers’ software. This will enable and provide new 
business opportunities for different stakeholders in the market and allows flexibly uti-
lizing and composing Smart Services. 

The remainder of the paper starts with an introduction of the SmartOrchestra Plat-
form and its major building blocks in Sect. 2. This is followed by a description how the 
introduced components of the platform work together to provide a universal operating 
and management platform for multiple diverse IoT use cases in Sect. 3. Finally, a sum-
mary of the paper is given in Sect. 4. 

2 The SmartOrchestra Platform 

The SmartOrchestra Platform enables a uniform service description as well as a secure 
and safe internet-based composition and integration of heterogeneous cyber-physical 
systems and services based on standardized cloud and orchestration technologies. The 
platform serves both, a transparent catalog to evaluate suitable services from a wide-
spread ecosystem as well as an operational platform and interface between control de-
vices and sensor units with their respective applications. In this way, the platform will 
be an open, secure, and standardized Smart Service Platform. 

The conceptual design of the SmartOrchestra Platform and its major building blocks 
in combination with provisioning workflows and IoT devices is depicted in Fig. 1. The 
main entry point to the platform is the Marketplace, which allows users to evaluate, run 
and compose existing services from the Service Catalog as well as provide and market 
new services. To deploy and configure Smart Services OpenTOSCA [2] is used as Pro-
visioning Engine. The Provisioning Engine is responsible for the automated deploy-
ment of a Smart Service and the configuration of its underlying infrastructure. For ex-
ample, this can comprise the installation of related software services in the Cloud 
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providing the business logic of a Smart Service (e.g., data filtering, processing, or ag-
gregation [13]), the configuration of IoT devices and gateways, and installing required 
software on them. 

 
Fig. 1. SmartOrchstra Platform Architecture 

For the integration of IoT devices into Smart Services, the SmartOrchestra Platform 
uses OpenMTC [6, 15] as IoT Integration Middleware [16, 17]. OpenMTC provides 
required protocols and adapters to integrate and mediate between the heterogeneous 
devices, sensors, and actuators within the SmartOrchestra Platform. Therefore, it comes 
with an embedded service layer that enables communication between devices through 
a Publish/Subscribe model. Furthermore, the platform provides the FIWARE Orion 
Context Broker [9] as Context Broker. While OpenMTC is responsible for enabling the 
communication between devices, sensors and actuators through corresponding generic 
interfaces, the FIWARE Orion Context Broker in combination with the FIWARE Short 
Time Historic [10] is used as a midterm data repository to enable later analysis of data 
provided by IoT devices. Therefore, OpenMTC synchronizes all published data to re-
spective entities at the FIWARE broker as depicted by the synch arrows in Fig. 1. 

In the following, each of the building blocks of the platform is described in more 
detail. Furthermore, the interplay of the components is outlined in order to give an idea 
how the overall SmartOrchestra Platform operates. 

2.1 Marketplace and IoT Operating Platform 

The open and secure SmartOrchestra marketplace brings together and combines intel-
ligent private, industrial, and municipal Smart Services. This results in new innovative 
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services that make data available for use. The marketplace allows for browsing, choos-
ing, and configuring of Smart Services. Data of each running service can also be accu-
mulated and visualized in the marketplace via customer specific dashboards including 
widgets and configurable taxonomies for structured presentation. Smart Services and/or 
data channels can be combined and orchestrated by rules and actions. The parameters 
of devices or services can be changed during runtime of the service. This turns the 
marketplace into an IoT Operating Platform. 

2.2 Provisioning Engine: OpenTOSCA 

The SmartOrchestra Platform enables the deployment of Smart Services by employing 
OpenTOSCA [2, 12] as Provisioning Engine. OpenTOSCA is an open-source ecosys-
tem for the modeling, provisioning, and management of cloud applications based on 
the OASIS Topology and Orchestration Specification for Cloud Applications (TOSCA) 
standard [1, 3, 21] and supporting concepts for CPS and IoT [19, 22–24]. In TOSCA, 
the structure of an application, e.g., a Smart Service, is described using topology mod-
els. These models are represented as graphs containing typed nodes and directed typed 
edges. Nodes, called node templates, represent the software components of a Smart 
Service, while edges, called relationship templates, describe the relationships among 
the components, e.g., dependencies and connections. 

TOSCA offers two approaches to application provisioning: (i) a declarative ap-
proach and (ii) an imperative approach [4, 5]. In the declarative approach, only the 
topology model has to be provided to a provisioning engine, which implicitly knows 
how to set up the application components. More precisely, it is sufficient to describe 
what needs to be provisioned, and not how this needs to be done. In contrast, the im-
perative approach relies on explicitly describing how an application has to be hosted. 
To realize this, a so called Build Plan has to be provided that describes, which steps 
have to be executed to set up the components of the topology. 

The OpenTOSCA ecosystem is composed of following: (i) the graphical TOSCA 
modeling tool Eclipse Winery [20] and (ii) the TOSCA runtime environment Open-
TOSCA container. Once the topology of a Smart Service is modeled using Eclipse 
Winery, it can be optionally checked against a collection of compliance rules [7] and 
exported as a Cloud Service Archive (CSAR), which can be deployed into the Open-
TOSCA container to provision and instantiate the Smart Service. The provisioning of 
Smart Services can be secured by the specification of non-functional requirements 
through policies [18]. 

OpenTOSCA allows for an easy integration with other systems through its provided 
APIs, which offer the main functionalities to automatically provision applications using 
the OpenTOSCA container, and afterwards, retrieve information about the instantiated 
applications. The Marketplace, which is the user’s entry point to the SmartOrchestra 
Platform, is integrated with OpenTOSCA through the provided OpenTOSCA API. In 
this way, the Marketplace can, for example, configure and automatically provision 
Smart Services, and retrieve information about all available Smart Services. 
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2.3 IoT Integration Middleware: OpenMTC 

The OpenMTC platform [6, 15] is an open-source implementation of the oneM2M 
standard1, which intends to support machine-to-machine (M2M) communication for 
applications in a simplified way. Furthermore, OpenMTC is as well available as a Ge-
neric Enabler in the FIWARE Catalogue [14]. 

OpenMTC consists of a gateway and backend component that provides a REST API 
and uses the CRUD principle for managing resources. Through protocol adapters, 
OpenMTC is able to interact with various devices of different technologies. Thus, in-
formation from heterogeneous data sources will be unified in a harmonized data model, 
so that applications can easily access the data without the need to know the device spe-
cific technologies. Furthermore, data can be already preprocessed close to the source 
before they are send to other endpoints. 

OpenMTC has a generic request/response model that can be mapped on different 
transport protocols, e.g., HTTP or MQTT. The provided functionality includes regis-
tration of applications, discovery of resources, subscription to new data, simplified ad-
dressing of resources, scheduled communication, and more [11]. 

2.4 Context Broker: FIWARE Orion Context Broker 

The Orion Context Broker [9] is the main component of the FIWARE platform [8]. 
Through its REST API, the Broker allows the registration of context elements, which 
can be updated by context producers. Furthermore, context consumers can either query 
these context elements or subscribe to them to get notifications when the context ele-
ments are updated [11]. The Orion Context Broker can be configured through the mar-
ketplace to automatically work together with another FIWARE Generic Enabler, the 
FIWARE Short Time Historic [10], which is used for midterm storage of data. 

3 Interplay of the SmartOrchestra Platform Components 

In this section, we describe the interaction with the platform and the interplay of the 
platform components. Consequently, the interplay is described based on the different 
roles that interact with the SmartOrchestra Platform (cf. Fig. 1): Smart Service Instan-
tiators and Smart Service Consumers. 

The role of a Smart Service Instantiator is to provision different Smart Services from 
within the Service Catalog using the provided interfaces given by the IoT Operating 
Platform. These services can then be used by the Smart Service Consumers for their 
own applications. The Smart Service Instantiator is responsible for providing relevant 
data, such as credentials and endpoints, to enable access to the IoT Devices for the Pro-
visioning Engine and therefore to enable the installation of different software compo-
nents. To realize the integration of the IoT Devices into the platform, these software 
components, such as adapters and gateways, are responsible for binding the used hard-
ware to the IoT Integration Middleware by sending the relevant data from the sensors 
                                                        
1  http://www.onem2m.org/ 
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and enabling the invocation of operations on actuators. As stated in the previous sec-
tion, the IoT Integration Middleware is used as the first layer to integrate heterogeneous 
IoT hardware, while the Context Broker component is used as a second layer to store 
data from the sensors for midterm data analysis within the SmartOrchestra Platform.  

The synchronization of the data across the IoT Integration Middleware and the Con-
text Broker is based on a bi-directional exchange between respective entities managed 
by each of the components. These entities are automatically created when the provi-
sioning of the software components is finished and therefore require no additional effort 
from the Smart Service Instantiator. After the provisioning and as soon as OpenMTC 
and the FIWARE broker receive data from sensors and actuators, a Smart Service Con-
sumer is able to subscribe on the available data or issue commands through correspond-
ing topics provided by the Topic Registry of the platform. Based on that, Smart Service 
Consumers are able to integrate Smart Services operated and managed through the 
SmartOrchestra Platform into their business applications. 

4 Summary 

This work presented the SmartOrchestra Platform as an enabler for interoperability, 
automated deployment and composition of IoT applications through Smart Services. 
Thereby, the different components of the platform build on well-established standards 
such as TOSCA for application provisioning and management or oneM2M for ma-
chine-to-machine communication and IoT. The result is an open and standards-based 
platform for the utilization of public administrative and business-related Smart Services 
by combining the features of an operating platform, a marketplace, a broker, and a no-
tary for a cloud-based operation of Smart Services. 

 
Acknowledgments This work is funded by the BMWi project SmartOrchestra 
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Abstract. The progressive miniaturization of computer-based devices
and the ability to monitor an environment or perform demanding au-
tonomous tasks revolutionize the way we live, learn and work today and
in the future. Cyber-physical systems with the ability to communicate in
various types form the Internet of Things (IoT). IoT is a paradigm which
is already today used as a backbone technology in different application
domains, for example, in Industry 4.0 or Smart Home. In order to pre-
vent unauthorized access to resources on devices, the permissions of the
requesting agent have to be checked. Centralized access control is one
strategy for this task, but it prevents direct communication from device
to device as desired in IoT. This paper describes the today’s IoT envi-
ronments by example, shows up the problems establishing access control
in such environments and outlines a solution. It introduces a distributed
access control approach that works close to IoT devices with often un-
used computational power and that enables direct communication from
device to device as desired in IoT.

Keywords: Access control · Internet of Things · Security.

1 Introduction

Monitoring an environment and performing tasks in such an environment needs
close interaction between actors [14]. Interaction, in turn, has various types of
actors and often requires different forms of communication. For example, device
to device, device to and from an application or device to and from distributed
storage. Furthermore, communication is often not restricted to local networks. It
can also happen via heterogeneous networks [1,2]. Nevertheless, most computer-
based devices today cannot communicate with each other or only in an inade-
quate way. The insufficient fashion to communicate is why the idea of the In-
ternet of Things (IoT) gains more and more interest over the last years. IoT
can be considered as a radical evolution of the Internet. From providing human
interconnections into a network of interconnected devices [6,2].
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There are two general options available to implement access control in IoT
environments which are described in the problem statement of this paper. Both
of these centralize the access control system. This centralization means all access
requests must go through a centralized access control instance. Direct commu-
nication from device to device as desired in IoT is not possible. This paper de-
scribes the drawbacks of centralizing access control to secure IoT environments
and outlines a solution.

2 Fundamentals

The Internet of Things has several fundamental aspects [7,14]: Sensing through
sensors in the embedded device, heterogeneous access to connect with different
networks and devices, application and services such as security and privacy.

2.1 Internet of Things by example

For 2025, the installed base of IoT devices is forecast to grow to more than 75
billion worldwide [13]. However, already today exists several application domains
which use the IoT as a backbone technology. For example, Industry 4.0, Smart
City, Smart Home or the Ambient Assisted Living which is supported by Smart
Home.

With 21%, a significant amount of IoT-solution vendors focus on the applica-
tion domain of Smart Home to enhance the lifestyle of individuals by providing
new values in fashions, which have not possible before [16]. IoT as backbone tech-
nology reimagines how to engage with homeowners, guests, and services which
are provided by or through Things.

In many cases, Smart Home environments perform simple tasks, like lowering
or upping shutters. However, far more complicated scenarios are possible which
need a tight integration of a variety of devices. For example, the sensors of
a smart power socket in a smart home environment might detect there is no
voltage applied to the socket. The power socket then might communicate with
other power sockets in the surrounding environment and figure out, that there
is no voltage applied to the sockets in the kitchen. The Smart Home can now
connect with the digital appointment system of an electrician to set up a next day
service. It might connect to the calendar of the homeowners and perceive, that
all homeowners are at work at the time an appointment with the electrician is
available. Due to the urgency, the appointment will still be booked. Concurrently,
the smart home issues a one-time front door access token to make it possible
for the electrician to open the front door and deactivate the security system
with his cell phone within the appointed time by Near-field communication.
Simultaneously, the smart home informs the homeowners to go out for dinner
today evening because the stove is not available, due to the lack of electricity. It
might also appoint a breakfast for the next day in the favorite restaurant of the
homeowners and set up the alarm clock to ring 30 minutes earlier than usual.
Furthermore, the smart home sends the address of the restaurant to the cars
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navigation system. On the way, the homeowners can monitor the progress of the
electrician through the security camera in the kitchen.

2.2 Access Control

Today, there exists a wide range of channels by which a user wants to access IT
landscapes. For example, by single sign-on with a social network account, or by
an application on mobile devices or in a cloud. An access control system must
discover and check all kind of access requests. Further, security requirements for
IT landscapes specified by companies and private households must be observed,
too. Access control systems must grant or deny access to a requested resource
by evaluating the defined authorization and access rules. A resource is thereby
an entity that contains the information the user wants to access, for example,
a file, a database or a program. Access control as concept and systems as the
implementation of the concept seeks thereby to prevent activity that could lead
to a breach of security.

Several variations of access control are available [4,3,5]. One frequently used
variation is Role-based Access Control (RBAC). This variation reduces the com-
plexity of security administration by generalizing subjects under a role property.
In access control, a subject is a user or a program which is executing on behalf
of the user accessing resources through specific actions. In RBAC a subject is
replaced by one or more roles. Each user is assigned to one or more roles. Each
role, in turn, is assigned with privileges that are permitted to all users in that
role. Every user in a particular role can then perform the same set of rights on
the system [5].

Access control will be problematic if security administrators have a demand
for fine-grained rules. With RBAC this quickly leads to a role explosion if roles
are created to fit each use case. Attribute-based Access Control (ABAC) [11]
offers a more flexible and multi-dimensional approach to access control. This
approach is realized by enforcing security decisions based on attributes accessible
within the application. An attribute could be user data, information about the
action the user is performing, properties of the resource the user is manipulating
or retrieving or it could be an environment variable.

3 Problem Statement

In IoT environments, there are two general options to implement access control.
The first option is to implement it on the same network of the IoT environment.
Access control is centralized and all the access requests go through the centralized
access control instance before the request reaches the requested resource. Direct
communication from device to device as desired in IoT is not possible in this
case. The centralized authorization component always acts as a middleman for
every request. Fig. 1 shows this approach. On the left side of the figure, a user
or a program which is executing on behalf of the user wants to access one of the
devices on the right side of the figure. In this example, there is a smart door
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lock, a door light, and a door security camera are pictured. Access control is
implemented as a central component of the requesting subject and the devices.

Fig. 1. The centralized access control instance acts as a middleman for every access
request to IoT devices and prevents a direct communication from device to device as
desired in IoT.

The second practice is to implement access control on a network on top of the
actual IoT system. For example, the IoT system is managed by a cloud appli-
cation administrated by the provider of the smart home environment. However,
even with this practice, there is a centralized authorization instance that all
requests must pass (Fig. 1), and that has many disadvantages.

First of all, in a centralized access control system, the complete information
needed for the evaluation of access rules must be stored centrally. While this
was still manageable with traditional access control variations, it is a problem
when working with ABAC as an access control mechanism, because the number
of attributes used in a condition is not limited. The amount of always available
information in the centralized instance is thus dependent on local attributes used
for the evaluation.

Another disadvantage is that the process of approving or denying the request
must be done on the central authorization instance. This causes two problems.
First, it is a single point of failure. If the centralized access control instance fails,
resource access is not possible and hence all resources are effectively unavail-
able. The second problem is performance. The central instance might become a
bottleneck when vast amounts of users, devices, and overall attributes must be
supported.

One more disadvantage, especially in larger organizations, is the need for a
particular trusted user like an administrator to modify access privileges for a
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resource. In most cases, especially in application domains like smart homes, it
makes more sense to let the owner of the resource decide about access privileges.

All the mentioned drawbacks of the centralized access control are a problem
for scalability. But scalability is a crucial factor for IoT.

4 Solution Approach

The mentioned drawbacks of centralized authorization in IoT environments make
it necessary to look for alternative solutions. In most of today’s Internet of
Things, environments consist of a massive amount of devices with high compu-
tation power available. The idea is to use this often unused and therefore avail-
able computational power for a distributed access control instead of centralized
access control.

Fig. 2. An exemplary representation of a distributed access control in the application
domain of a smart home that allows direct communication from device to device as
desired in IoT.

Fig. 2 shows an example of distributed access control in the application do-
main of a smart home. The devices in the figure are arranged hierarchically
and access control logic and execution are located at the device, pictured by
green frames with the inscription "AC" around the devices. In addition to the
smart home environment, the figure also shows the connectivity to an organiza-
tion connected by the cloud. The figure shows the enabling of device to device
communication through embedded access control.

Instead of a central access control instance, access control is distributed to
IoT devices. The responsibility of access control is placed as close as possible to
the devices. The closeness of the access control to the device enables high com-
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putational IoT devices that can self-evaluate the access rules that are specified
for the device.

Relocating of access control closer to the devices enables the possibility of
direct communication between devices and prevents a single point of failure. It
also reduces the transfer of information which is needed to evaluate access rules
because the information is usually presented directly on the side of the resource
at the time of access control. Thus, this approach is not only reducing the data
transfer but also improves the performance. Not only because the information
itself is close to the resource, but also due to the distribution only those requests
are checked by an access control component which are required to reach the
corresponding resource.

The hierarchical structure as shown in Fig. 2 also allows inheriting policies
which are determined for devices which are higher in the hierarchy to devices
which are lower in the hierarchy. For example, by setting up a rule to prevent
access to a particular device for a specific person within a smart home environ-
ment. The rule can, in this case, be inherited according to the device below in
the hierarchy. Another example for inheritance is a compound of different de-
vices, for example, a door locking system with three components: the smart door
lock, the door light, and a door security camera. In most cases, it will be useful,
that access rules are applied to all of the components instead of only a single
component. Thus, a user who has general access to the door locking system can
also access the door light and the door security camera. Such an access control
hierarchy is therefore not restricted to the local IoT environment. It is also pos-
sible to inherit access control rules from organizations through the cloud. For
example, if a maintenance worker of the door locking system wants to carry out
maintenance. In this case, a global rule can be set on the side of the maintenance
organization that is inherited through the cloud to the appropriate devices.

If the self-evaluation of access rules is not possible, because a device has
not enough computational power, outsourcing the self-evaluation to devices on
a higher level within the hierarchy is possible. This has the advantage that the
evaluation is still close to the device instead of a centralized instance within the
IoT environment or on a centralized instance on the cloud with worse runtime
performance.

According to the problem statement and solution, there are various research
objectives to work on in the future.

Research question 1: One objective is the effective distribution of access
control components to the devices. Such access control components can be for
example access control rules, the access control engine or just parts of the ac-
cess control engine. In Internet of Things, there are many devices with different
requirements. Taking account of these heterogeneous requirements is essential.
It will not be possible for all devices to self-evaluate complex access decisions.
However, other devices, in turn, have enough computing power to evaluate such
complex policies. The efficient distribution of policies across network boundaries
plays a significant role. For example, the definition of policies at an external ac-
cess control provider in the cloud and the use of these global defined policies on
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devices within the smart home environment. Just as necessary as the distribution
of rules is the retrieval of the required rules to evaluate the right policies for the
right user at the right time. So a discovery mechanism to find the decentralized
policies is required. Distribution and corresponding mechanisms also cause new
problems and questions. For example, to keep track of the distribution of rules
to ensure their management.

Research question 2: Another research objective is the consideration of
existing mechanisms for identity and authorization. In the centralized world,
there are massive amounts of such mechanisms available. For example, OAuth
[9], User-Managed Access [8] or Attribute-based access control. In this context,
it should be considered which mechanisms are relevant and how they need to
be extended. Particular focus should be put on attribute-based access control
and RestACL. RestACL [12] is an efficient access control language for RESTful
services. The language follows the ideas of attribute-based access control and
utilizes the concepts of REST to enable quick identification of policies that have
to be evaluated to find an access decision.

Research question 3: Additionally to the mentioned research objectives,
another research objective is the identification of criteria for satisfactory perfor-
mance for distribution and discovery of policies. In the context of RestACL is
the set of possible evaluable rules limited by the size of device RAM. To per-
sist evaluable rules that exceed the size of device RAM it is required to use
a database. Especially in this case is a satisfactory performance necessary to
enable efficient access to persisted access rules.

5 Related Work

Recently, there have been various approaches to access control with different
objectives to address the problems of centralization and decentralization.

The work described in "Outsourcing Access Control for a Dynamic Access
Configuration of IoT Services" [15] explains an approach to authorizing resources
within distributed systems. Furthermore, it describes how current solutions, de-
veloped for conventional devices like OAuth can be simplified and applied to the
individual requirements for IoT devices.

Another objective to address problems of centralization in an IoT environ-
ment explained in "Distributed Capability-based Access Control for the Internet
of Things" [10]. The work describes a distributed scenario with end-to-end ac-
cess control validation. The presented solution allows the deployment of such
scenarios like the mentioned without the intervention of any intermediate entity.

IoT using Internet protocols and paradigms, for example REST, to enable
collective monitoring and executing tasks in an environment to interact with
the physical world [6,2]. The work "RestACL: An Access Control Language for
RESTful Services" [12] is, therefore, a promising approach. The paper describes
with RestACL an access control language for RESTful services based on ABAC
that enables quick identification of policies that have to be evaluated to find an
access decision.
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6 Conclusion

In this paper, we presented the disadvantages of traditional centralized access
control in the context of IoT and proposed a solution for a distributed access
control. The solution outlines the enabling of the direct device to device commu-
nication as in IoT desired by using unused computational power on IoT devices.
The exemplary scenario in this work demonstrates how we will live, learn and
work in future underuse of IoT as a backbone technology. The answering of the
research questions, defined in this paper to evaluate the outlined approach, will
be the central part in the doctoral thesis of Tobias Straub.
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Abstract. In science, reproducibility means that a scientific experiment 
can be repeated by another scientist with the same result. This is of 
particular importance to verify the results as well as to show the usefulness 
and reusability for further research. However, the exclusive publication 
of the research results in a scientific journal is usually not sufficient. 
In addition to research results, also research data as well as research 
software need to be published and made public available in order to enable 
researcher to gain new insights and thus advance research. However, the 
reproducibility and reusability of research data and research software 
typically is hindered by several barriers. Therefore, this work intends 
to first provide an overview of the current situation and issues in this 
particular topic and furthermore sketch our vision of standards-based 
Research Object Archives containing scientific publications, software,  
data, metadata and licenses in order to tackle the existing problems. 

Keywords: Research Object, Reusability, Reproducibility, Deployment Model, 
TOSCA. 

1 Introduction and Background 

New findings in all research areas are based on the fact that existing knowledge and 
results of scientific studies and experiments can be shared, verified, and reused. This is 
of particular importance to verify the results, and thus verify the statements of the ex-
periment as well as to show the usefulness and reusability for further research.  
Typically, only the scientific findings are published in scientific journals. The rapidly 
growing collective knowledge is dependent on software processing the raw data, which 
is an essential part of all scientific work today. Therefore, in order to understand and 
reproduce research results, not only the publication of the results and the research data, 
but also the associated research software must be made publicly available [2,28].  
However, research software does not only have to be published, but must also be  
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easily executable in order to enable researcher to reuse the software or reproduce  
the research results. But the heterogeneity in used infrastructures and technologies  
as well as other different technical requirements for the provisioning and operation  
of scientific applications requires expert IT knowledge about, for example, deployment 
technologies in order to be able to use the developed research software. Thus, some 
standards-based approach to automate the provisioning, the management, as well as  
the execution of research software and scientific experiments is required. 

 
Regarding only the pure management of research software and research data, there 

is already some work available. That not only the research results and publications, but 
also related research software and research data is required in order to make  
research software usable and research results comprehensible has already been recog-
nized and discussed by different authors [2,4,12,28]. Moreover, in various research  
domains, there are already some first isolated solutions, which are mainly concerned 
with the provisioning of research software and the connection with the generated data, 
for example, in the area of high-performance computing [26] or neuroscience [20]. 
There are also first approaches to model and store research results together with  
algorithms, data, methods, workflows and metadata [3–5,15]. Hunter [15] proposes  
so-called Scientific Publication Packages, which focus on the description of artifacts 
and the relationships between them. Bechhofer et al. [3,4] and Belhajjame et al. [5] 
define so-called Research Objects. Both approaches focus primarily on linking data 
with associated artifacts, such as algorithms or used methods, as well as the represen-
tation of the experiment workflow. Research Objects also have a defined life-cycle and 
are versionable. This way, different states, such as the progress of a study, can be  
directly mapped within the research object and changes to the object can be traced. 
However, both approaches do not address the self-contained packaging and automated 
provision of research software locally or in a cloud environment, the citability of  
research software and data, or the integration of license checks of the source code. With 
the constantly increasing importance, not only of research data and research software, 
but also the linking with the publications, new challenges for researcher arise: There is 
uncertainty regarding the licensing of software, there are no clear guidelines on  
how research software can be described and thus, made discoverable by metadata,  
and there are no procedures for the automated installation of research software to make 
it usable [1]. In addition, mechanisms are needed to ensure the sustainable storage  
and retrievability, the identifiability and thus the citability of different versions of  
research data, software or required components. Even though, the concepts of Scientific 
Publication Packages and Research Objects show the first approaches for dealing  
with research results, research data, and research software, a comprehensive and  
standards-based solution not only for storage, but also for finding, licensing, citation 
and provisioning of any research software has not yet been developed. Moreover,  
the aspects of automatically provisioning as well as managing applications is missing 
in these concepts. Thus, we want to use the findings from these concepts and further 
develop a standards-based packaging format enabling the automated provisioning  
and management of applications for the requirements of research software. 
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Regarding the automated deployment of cloud applications, in recent years, several 
technologies and standards were developed. This includes configuration management 
technologies such as Chef1, Ansible2, or Puppet3, as well as container technologies such 
as Docker4. However, configuration management technologies and container technolo-
gies are based on specific artifacts, for example, installation scripts required to deploy 
the application. Furthermore, these artifacts and their formats differ greatly dependent 
of the used technologies [11]. Therefore, when multiple technologies need to be  
combined to deploy non-trivial applications, broad technical knowledge of the technol-
ogies and an integration process are required. But, as mentioned before, since  
information technology is being used in more and more scientific areas and not  
only in computer science, this technical knowledge cannot be assumed in order to run 
research software. Besides these technologies, there are also standards such as the  
Topology and Orchestration Specification for Cloud Applications (TOSCA) [8,22,23]. 
TOSCA is an OASIS standard that enables the definition of application deployments 
by topology models and management plans, which can be executed automatically  
by a TOSCA runtime, like e.g., the OpenTOSCA container [7]. A topology model  
describes the application components and their relations to each other. This includes 
application-specific components, such as PHP applications or databases, middleware, 
and infrastructure components, such as web servers or virtual machines. Thereby,  
application deployments can be described in a vendor-independent and portable  
manner. Thus, we want to use the TOSCA concepts in order to realize the provisioning 
and managing aspect of our Research Object Archives approach.  

To sum up, there is no comprehensive approach available yet enabling the 
packaging of all required research artifacts as well as the corresponding publication, 
that is also supporting the automated provisioning and managing of the research 
software. Therefore, in this paper, we want to introduce our vision of a standards-based 
approach for packaging all scientific artifacts, such as research results, research  
data, research software as well as scientific publications together into one executable 
archive, thus, enabling the automated provisioning and management of scientific  
applications. To achieve that, we try to combine the packaging concepts of  
Research Objects with the deployment and managing concepts of the TOSCA standard 
in order to create automatically deployable Research Object Archives.  

The remainder of this paper is structured as follows: We discuss and present 
the fundamentals, such as Research Objects and the OASIS standard Topology 
Orchestration and Specification for Cloud Applications (TOSCA) in detail in 
Section 2. We sketch our idea of Research Object Archives in Sect. 3 and discuss 
how it addresses the identified issues and how it enables the portability by an 
approach enabling the automated deployment and managing. In Sect. 4, works 
related to our approach are discussed. Finally, Sect. 5 concludes this paper. 

                                                        
1  https://www.chef.io/chef 
2  https://www.ansible.com 
3  https://puppet.com 
4  https://www.docker.com 
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2 Basic Concepts 

The idea behind Research Object Archives (ROARs) is to give the possibility to 
publish automatically deployable research software. For this purpose, the concept 
of Research Objects (ROs) will be implemented with the Topology Orchestration 
and Specification for Cloud Applications (TOSCA) standard. This section will 
introduce the basic concepts of ROs and TOSCA. 

2.1 Research Objects 

In general, reuse of a specific set of research results requires additional information. To 
meet this requirement, Bechhhofer et al. developed the concept of Research 
Objects. [3,4] They define the following set of principles to publish research 
results together with algorithms, data, methods, workflows, and metadata: 
Reusable: ROs should be usable as a whole or in parts. 
Repurposeable: The relationship of the contained parts should be described. 
Repeatable: There should be enough information to repeat the research. Also  
      important are sufficient privileges to access the data. 
Reproducible: There should be enough information to validate the result. 
Replayable: There should be enough information to understand what happens 
      in a specific process. 
Referenceable: A RO need a unique Identifier to get credit over citations for 
      the research output. 
To implement these principles, Bechhofer et al. propose the following features for ROs. 
References and resources are Aggregated in an RO. Such aggregation has to organize 
the content to resolve the resources dynamically. The ROs as object and the content of 
the RO have a separate Identity. Thus, the entire research object or parts of it can be 
unambiguously referenced. Metadata has two functions: To discover the RO and  
to describe the research for reuse. The RO as a research result must be described  
by machine-readable metadata to be found. Additionally, the content requires 
information about licensing, attribution, copyright or descriptions of provenance and 
the derivation of results. As research is a process with a Lifecycle that should be 
described. Different events will happen in a particular sequence and different actions 
can be performed at various stages. These changes over time, particularly adjustments 
like deleting or adding content to a RO, must be recorded with Versioning. The 
Management of ROs needs the possibility to operations like Creation, Retrieval,  
Update, and Deletion (CRUD). Security issues like access, authentication, ownership, 
and trust need to be addressed. The last feature Bechhofer et al. propose is the Graceful 
Degradation of Understanding to give the opportunity to use the Research object  
without understanding the whole research process. 

The approach of Research Objects do not address a specific implementation of ROs. 
Neither the self-descriptive packaging and automated provision of research software 
locally or in a cloud nor the question of how to cite the research software and data or 
the integration of license checks of the source code is addressed by Research Objects. 
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2.2 Topology Orchestration and Specification for Cloud Applications 

Since our approach is based on the TOSCA standard, we introduce the OASIS 
standard Topology Orchestration and Specification for Cloud Applications (TOSCA) 
in this subsection, in order to provide a comprehensive background. TOSCA enables to 
describe the automated deployment and management of applications in an 
interoperable and portable manner. We only give an overview of the fundamental 
TOSCA concepts, detailed information can be found in the TOSCA Specifications 
[23,24], the TOSCA Primer [24] and in Binz et al. [8]. A comparison of TOSCA with 
other Cloud Modeling languages can be found in Bergmayr et al. [6]. 

 
Fig. 1.  Exemplary TOSCA Topology Template. 

The TOSCA standards enables to describe required infrastructure resources,  
software components, as well as the structure of cloud or IoT applications. 
Furthermore, TOSCA enables to define the required operations for managing such  
applications. Thus, TOSCA enables the automated deployment and management 
of cloud and IoT applications. The structure of cloud applications are defined by 
so-called TOSCA Topology Templates. An exemplary TOSCA Topology Template, 
following the visual notation Vino4TOSCA [10] is illustrated in Fig. 1. Technically, a 
Topology Template is a graph consisting of nodes and directed edges. The nodes  
represent components of the application, for instance, a virtual machine 
or a database and are called Node Templates. The edges connecting the nodes 
specify the relations between Node Templates, for example, “hostedOn” or 
“connectsTo” and are called Relationship Templates. For reusability purposes,  
the TOSCA standard enables the specification of Node Types and Relationship 
Types defining the semantics of the Node Templates and Relationship Templates. Node 
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Types, for example, enable to define Properties as well as Management 
Operations. Properties are for example passwords, usernames, or the port of a web 
server and thus, enable the customization of the TOSCA Topology Templates. 
Management operations enable the management of the modeled components. For  
example, typically a software component node provides an “install” operation in 
order to install the component or a hypervisor node provides a “createVM” and 
“terminateVM” operation in order to create and terminate virtual machines. 

Management operations are implemented by so-called Implementation Artifacts 
(IAs). IAs can be implemented using any various technologies, e.g., as a WAR-file 
providing a WSDL-based SOAP Web Service, a configuration management  
technology, such as Ansible, Puppet, Chef, or just as a simple shell script. Besides IAs, 
TOSCA also defines so-called Deployment Artifacts (DAs) representing the artifacts 
implementing the business logic of the components of an application. For example, the 
DA of a Java application can be a WAR-file. In case of a PHP application, a DA would 
be a ZIP file containing all PHP files, images, and other required files. The creation and 
termination of instances of a modeled application can either be done declaratively, by 
deriving the actions that need to be executed directly from the Topology Template or 
imperatively with help of Management Plans [14]. A Management Plan is an  
executable workflow model specifying all tasks as well as the order in which these tasks 
need to be executed to achieve a certain management functionality, e.g., the  
provisioning of a new application instance or to scale out a component of a  
running application instance. TOSCA does not specify how such plans should be  
implemented, however, recommends using a workflow language such as the Business 
Process Execution Language (BPEL) [21] or the Business Process Model and  
Notation (BPMN) [25]. Furthermore, there is a BPMN extension called BPMN4TOSCA 
that is explicitly tailored for describing TOSCA-based management plans [17,19]. 

Additionally, the TOSCA standard also specifies a portable and self-contained  
packaging format, so-called Cloud Service Archive (CSAR). CSARs enable to 
package Topology Templates, type definitions, Management Plans, IAs, DAs, and 
all other required files for automating the provisioning as well as the management 
of applications into one archive. Through the standardized meta-model and 
packaging format, these CSARs can be automatically processed and executed by  
standard-compliant TOSCA Runtime Environments, such as the OpenTOSCA 
Ecosystem5. Therefore, portability as well as interoperability can be ensured. 

Overall, the OASIS standard TOSCA enables to automate the provisioning 
and management of complex applications as well as to specify and package all 
descriptions and required files in a portable format. Therefore, the standard 
provides a suitable basis for packaging and managing research software together 
with associated artifacts for an automated provisioning. Up to now, the identification 
via metadata as well as the linking with licenses, external data sources,  
and publication repositories is not considered in the standard. However, due to 
the extensibility of the specification, this standard can be extended accordingly. 

                                                        
5  https://github.com/OpenTOSCA 
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3 Towards an Approach for the Automated Deployment of 
Research Objects 

In this section, we introduce our approach of portable Research Object Archives 
(ROARs). Therefore, we first present the main concepts of ROARs and subsequently 
illustrate how they are supposed to be created and used. We further show, how 
they enable the automated deployment of the modeled application and how the 
proposed features presented in Sect. 2.1 are realized by ROARs. 

3.1 Research Object Archive 

In order to enable developing, packaging, publishing, and deploying research 
software efficiently, a self-contained and portable packaging format for research  
software is inevitable. Thus, the main goal objectives are to develop a packaging 
format that enables bundling all important information of research software,  
especially its technical dependencies, associated research data, descriptive metadata, 
used licenses, and a reference to the corresponding publication, as well as 
to enable the automated provisioning. The conceptual structure of a ROAR is 
depicted in Fig. 2. The ROAR format is based on Research Objects (ROs)  
(cf. Sect. 2.1) and the provisioning and management concepts of the TOSCA standard 
(cf. Sect. 2.2), which is explained in more detail in the following. 
 
 

 
Fig. 2. Structure of a Research Object Archive (ROAR). 

 
For ensuring the linking to the corresponding publication, a ROAR, for 

example in the case of an open access publication, should refer directly to the  
publication – typically a PDF file – and in case of house publications to the 
landing page of the article at the respective publisher. Furthermore, a ROAR 
should contain the used source code, descriptive metadata, license information, 
and the used database, which can also be located in an external repository. 
By supporting metadata, the ROAR can be found easily and thus, supporting 
the proposed feature Metadata in Sect. 2.1. Since database can be located in 
external repositories, ROARs need to support referencing external data sources 
 and resolving them dynamically (cf. Aggregation in Sect. 2.1). Moreover, because data 
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or software can change, ROARs need to support versioning (cf. Versioning 
in Sect. 2.1). Based on the metadata, a unique ID can be assigned to the ROAR,  
thus enabling citation (cf. Identity in Sect. 2.1). Of course, ROARs should be 
created, updated, and retrieved by researcher as well as stored in repositories 
or archives, thus supporting the proposed feature Management in Sect. 2.1. 
Furthermore, by not only adding the research software, dependencies, as well as 
required data, but also a TOSCA-based description how the application can be 
provisioned, a ROAR should enable the automated provisioning of the modeled 
and archived application and thus, simplify the repeatability of the research 
results (cf. Graceful Degradation of Understanding in Sect. 2.1). However, since 
not all necessary functionalities, such as referencing publications in a CSAR, are 
currently supported by the TOSCA standard, extensions of TOSCA and the 
CSAR packaging format must be developed and combined with the RO concept. 

3.2 Research Object Portability and Deployment Approach 

The reusability as well as the reproducibility are vital factors in science. Thus, ROARs 
need to be designed in a way supporting (i) the researcher creating such 
a ROAR as well as (ii) the researcher that wants to reuse a modeled application. 
In this section, we illustrate how ROARs are created and how they can be reused. 

 
 

 
Fig. 3. Overview: Usage of Deployable Research Object Archives. 

 
Fig. 3 shows the conceptual approach, the roles involved, and the general procedure 

for storing, testing, finding, and reusing research software as well as the  
associated data. When scientists want to publish their developed research software with 
associated data (see step 1), they first have to model the application’s topology with all 
its dependencies as well as required data (see step 2) using the TOSCA modeling con-
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the data is stored. Thus, the topology model has to support both variants to define  
required data. Since, our concept is based on the TOSCA standard, of course available 
modeling tools supporting the TOSCA standard can be used for modeling the  
application, for example, the open-source tool Winery6 [18]. After the modeling,  
the research software can be packaged with associated data, licenses,  
descriptive metadata, as well as associated publications, published, and persistently 
stored as a ROAR (see step 3). The selection of a suitable license for the research soft-
ware can be supported by using license verification tools, such as Fossology7 or Black 
Duck8, which can automatically detect possible license violations regarding used librar-
ies. The metadata added to the ROAR is used to describe and identify the research 
software and any data and publications it contains. Using this metadata, the ROAR can 
be found by other scientist in order to reuse the contained software or data (see step 4). 
Furthermore, a unique ID can be assigned to a ROAR for enabling the citation of it. 
Since a ROAR is a standards-based packaging format containing all the necessary com-
ponents for enabling the automated provisioning (cf. Sect. 2.2), the modeled  
application can be automatically deployed using a standard-compliant deployment  
engine, such as the open-source runtime environment OpenTOSCA Container9 [7]. 
Therefore, scientists do not require any expert IT knowledge at all and are able  
to use and recreate the research results as often as they want to. 

4 Related Work 

Packaging software, data, and publications together into one archive as well as 
enabling the provisioning of software have been in the focus of different research areas. 
Therefore, in this section, we complete our discussion about related work, which we 
already discussed partially in Sect. 1. 

Weigel et al. [29] give a recommendation for actionable collections and a technical 
interface specification to enable client-server interaction. Their focus lies on the 
management of research collections. To enable and automate the provisioning of soft-
ware in different environments, concepts of [16] and [30] have already been 
developed. Képes et al. [16] presents a template-based concept for provisioning 
software using a template that is suitable for a specific infrastructure. Zimmermann et 
al. [30] uses the infrastructure or database components available in an environment to 
connect the software and generate an overall model for provisioning. These concepts 
can be used to provision research software in the available environment and to  
connect it to existing data sources but did not cover the integrated publishing and  
description of software, data, workflow and licensing of the research results. Stodden 
et al. [27] provides a platform to store source code and data and run them directly in a 
cloud environment but did not provide licence checks and an integrated publishing  
format. For general storage and easy software execution, Boettiger [9] proposes Docker 
                                                        
6  https://projects.eclipse.org/projects/soa.winery 
7  https://www.fossology.org/ 
8  https://www.blackducksoftware.com/ 
9  https://github.com/OpenTOSCA/container 
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containers to virtualize the exact system environment in which the original results were 
produced. The Software Heritage Archive [13] aims to collect all source code that is 
publicly available. The development history will be archived with an index in order to 
make the code referenceable and accessible. This approach is an important archive for 
software source code, however, is not intended to package all artifacts together in order 
to enable the execution of the software for reuse. 

5 Conclusion 

In this paper, we illustrated our approach of a comprehensive solution for packaging 
research software together with data, metadata, license information, and 
publications in a portable way, which enables reusability as well as reproducibility in 
science. Therefore, in this work we first presented an overview of the current issues and 
problems in this area. Furthermore, we presented the concepts of Research 
Objects and the TOSCA standard and sketched how both concepts can be 
combined in order to create our approach of Research Object Archives. Moreover,  
we depicted the composition and the ingredients of a ROAR and characterized 
the features it provides. We also illustrated how the portability of a ROAR is 
achieved and how the automated deployment is realized. In future work, we focus 
on the implementation and integration of the proposed concepts into the TOSCA  
modeling tool Winery and OpenTOSCA Container. 
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Abstract. There are several reasons why application components are redistrib-
uted to multiple environments: parts of the IT-infrastructure are outsourced or an 
application has to be deployed to different customers with different infrastruc-
tures. For an automated deployment, several technologies and standards already 
exist. With the TOSCA standard the deployment of an application can be mod-
eled as topology representing the application's components and their relations. 
When such a topology-based deployment model is redistributed, problems can 
arise that were not present before, such as firewalls that prevent direct access to 
a component. Problems can be detected based on problem- and context-formal-
ized patterns. In this paper, we present application scenarios for the pattern for-
malization approach to detect problems in restructured topology-based deploy-
ment models based on selected cloud computing patterns. 

Keywords: Cloud Computing Patterns, Formalization, Prolog, TOSCA. 

1 Introduction and Background 

Over the last years, several technologies for the deployment and management of cloud 
applications, such as Docker1, Kubernetes2, or Cloud Foundry3, have been developed. 
Besides these vendor-specific technologies, standards, such as the OASIS standard 
TOSCA (Topology and Orchestration Specification for Cloud Applications) [24], are 
published to describe the deployment and management of cloud applications in a ven-
dor-independent manner. TOSCA enables the description of topology-based deploy-
ment models specifying an application’s structure by its components and their relations 
[12]. Such topology-based deployment models are declarative deployment models that 
can be interpreted by a runtime that infers the deployment logic from the structural 
description [12]. Imperative models, on the other hand, define a process that specifies 
the deployment logic explicitly [12].  

                                                        
1  https://www.docker.com/ 
2  https://kubernetes.io/ 
3  https://www.cloudfoundry.org/ 
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TOSCA topologies are topology-based deployment models, describing the applica-
tion’s components and their relationships. Components can be application-specific 
components such as a PHP WebApp as well as middleware components such as a 
Tomcat or infrastructure components such as an OpenStack. A component can be, for 
example, a PHP WebApp that is hosted on an Apache Web Server, as depicted in Fig. 
1. The hostedOn or connectsTo relations describe the relationships between the com-
ponents. Due to several reasons, the components of an application might have to be 
redistributed to different environments: parts of the IT are outsourced or an application 
has to be deployed for different customers with different environmental conditions. 
Based on the Split and Match method introduced in a previous work [27], each appli-
cation-specific component can be annotated with a target label that specifies the in-
tended target location of the component. According to these labels, the topology-based 
deployment model is split and matched with the available infrastructure or platform 
service in the target location and this results in a restructured deployment model. In the 
example depicted in Fig. 1, two components that are formerly hosted on the same vir-
tual machine can be redistributed, for example, to an AWS EC2 and an OpenStack. 

 
Fig. 1. Example of a restructured topology-based deployment model 

In the initial topology in Fig. 1 the Apache Web Server and the Tomcat are intended 
to be hosted on the same virtual machine Ubuntu, as shown by the dashed greyed out 
components. Based on the attached target labels AWS and Internal, the deployment 
model is split into two separate stacks. For this, the virtual machine is duplicated for 
each target location and the available infrastructure components from the target loca-
tions are selected and injected into the topology-based deployment model. 

The restructuring of such deployment models can result in problems that have not 
existed before. In the example presented in Fig. 1, sensitive data that used to be ex-
changed within a single virtual machine is now exchanged over the internet, which can 
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lead to security issues. Furthermore, communication restrictions or incompatibilities 
can occur. To detect such problems in an automated manner, we presented an approach 
to automatically detect problems in restructured deployment models based on formal-
izing architecture and design patterns [26]. This concept is based on existing design and 
architecture knowledge in the form of patterns that describe best-practice solutions for 
recurring problems in a certain context [1]. Such architecture and design patterns are 
discovered and described in several domains, for example, for general architecture so-
lutions [9], application integration [17], security mechanisms [28], and for cloud com-
puting [13]. Independent of the domain, a pattern describes the problem solved by this 
pattern, the context when the problem occurs, and the solution in a technology-inde-
pendent manner. However, patterns are only captured as textual descriptions.  

To enable an automated problem detection, Saatkamp et al. [26] presented a pattern 
formalization approach to formalize the problem and context description of a pattern. 
In previous work [26], the applicability of the formalization approach has been pre-
sented for two patterns: the Secure Channel pattern which is part of the security pattern 
language by Schumacher et al. [28] and the Application Component Proxy which is part 
of the cloud computing pattern language by Fehling et al. [13]. For a prototypical vali-
dation the TOSCA standard has been chosen, because it is a generic standard and inde-
pendent from a certain technology or provider [4]. A TOSCA topology-based deploy-
ment model is described as Topology Template. The application’s components are spec-
ified as Node Templates and their relations as Relationship Templates. The semantic of 
these elements is specified by their Node Type or Relationship Type respectively. In 
this paper, we extend the validation of the problem detection approach based on for-
malized patterns [26] by further patterns. The TOSCA-based prototype, presented in 
the previous paper is used as basis for the validation. 

The remainder of this paper is structured as follows: Section 2 gives on overview of 
the problem detection approach while Section 3 describes the application scenarios. In 
Section 4 related work is discussed and Section 5 concludes this paper. 

2 Problem Detection Approach Overview 

We presented the approach to automatically detect problems in restructured deployment 
models based on formalizing architecture and design patterns a previous work [26]. 
This is based on the concept of applying architectural and design knowledge in terms 
of patterns to restructured topology-based deployment models. The textual description 
of such patterns is based on a pattern format. Even if pattern formats differ slightly 
between different pattern languages, the essential parts are the same [23,30]: (i) the 
problem section that describes the problem solved by the pattern, (ii) the context section 
that describes the context in which the problem arises, and (iii) the solution section that 
gives a technology-independent description of the best-practice solution. For the detec-
tion of problems occurring in restructured topology-based deployment models, the 
problem as well as context description are of main interest. However, for an automated 
approach each pattern has to be formalized in a machine-readable manner. Thus, the 
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logic programming language Prolog is used to express the problem and context of pat-
terns as rules that can be applied to topologies which are expressed as facts. 

 
Fig. 2. Overview of the Problem Detection Approach Based on Formalized Patterns [26] 

In Fig. 2 an overview of the problem detection approach based on formalized patterns 
is depicted. At the top of the figure the different pattern languages are sketched. Each 
area represents a pattern language, for example, the enterprise integration patterns [17], 
the cloud computing patterns [13], or the security patterns [28] which also include the 
Secure Channel pattern. The Secure Channel pattern addresses the problem to ensure 
that data being passed across a public network is secure in transit. This textual descrip-
tion is formalized as a Prolog rule to enable an automated problem detection process. 
Even if the formalization has to be done manually, the resulting rule expressing the 
problem and context of the pattern can be reused for arbitrary topologies. The rule in-
secure_public_communication(C1, C2) queries a fact base for two com-
ponents C1 and C2 that are connected by a relation R which has a key-value property 
sensitivedata: true attached. This relation R must be of type connectsTo. In addition, 
the two components C1 and C2 must have different locations, indicated by the key-
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value property location, and no security mechanisms are used for the connection be-
tween the components. This rule formalizes the problem and context of the Secure 
Channel pattern and can be applied to facts representing the structure of a topology. 

The procedure to detect problems in a restructured topology-based deployment 
model, for example in a TOSCA topology, starts with modeling the application’s struc-
ture (step 1). The topology is then annotated with target labels that indicate the desired 
distribution of the components to different target locations. In this example, the PHP-
App shall be hosted in an external environment and the Java-App shall be located inter-
nally. In the restructuring step (step 2), the topology is split and matched using the Split 
and Match method by Saatkamp et al. [27]. In a third step, the graph-based description 
of the application’s structure is transformed into Prolog facts. This can be automated 
based on transformation rules, as descripted in [26]. For each element in the topology 
a fact is created. An extract of the facts representing the exemplary topology is shown 
in Fig. 2. By applying all formalized patterns to the topology facts, problems can be 
detected in the restructured topology-based deployment model. As a result, the detected 
problems, the affected components, and the pattern addressing this problem are re-
turned. For the transformation of TOSCA topologies to Prolog facts and the problem 
detection in such topologies the Topology ProDec4 tool can be used [26]. 

3 Application Scenarios Based on Cloud Integration Patterns 

The described approach in Section 2 can be applied to several pattern languages. In [26] 
the approach has been applied to the Secure Channel pattern from the security pat-
terns [28] and to the Application Component Proxy from the cloud computing pat-
terns [1]. In this paper, two additional application scenarios are presented based on two 
cloud integration patterns [1]: Message Mover and Integration Provider. In the follow-
ing, the two patterns are described in more detail and the Prolog rules for formalizing 
these patterns are presented. They are also part of the patterns listed in the Topology 
ProDec tool and can be used for an automated problem detection in TOSCA topologies. 

 

Fig. 3. Required Patterns: Message Mover (left) and Integration Provider (right) 

                                                        
4  https://github.com/saatkamp/topology-prodec 
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3.1 Application Scenario: Message Mover 

The Message Mover is a pattern of the cloud computing pattern language [1]. This pat-
tern is just applicable to a message-based communication. Therefore, in Fig. 3 on the 
left a topology with a message-based communication is depicted. In this example, the 
PHP-WebApp publishes data to a Queue and the Java-App receives data from it. After 
the redistribution the Java-App and the Broker are hosted in the internal datacenter and 
the PHP-WebApp is hosted in a public cloud, for example provided by Amazon. The 
Java-App is located in a restricted environment and thus, the access from outside the 
location is not permitted. To ensure the accessibility to a queue for each component, a 
queue shall be available in each location. The integration problem of these distributed 
queues can be solved by the Message Mover. However, the problem must be detected 
first. In the following the problem and context description of the Message Mover is 
presented [13]: 

Problem:  
How can message queues of different providers be integrated without an impact on 
the application component using them? 

Context:  
The application components comprising a distributed application (160) often ex-
change data using messaging. These messages are stored in message queues. [...] If 
these queues reside in different cloud environments that form a hybrid cloud (75) 
accessibility to queues of one environment may be restricted for application compo-
nents that are deployed in another environment. [...] Therefore, each of the applica-
tion components shall access a message queue hosted in the cloud environment 
where the application component itself is hosted. [...] 

The pattern context is similar to the Application Component Proxy. The Application 
Component Proxy addresses the problem that a component directly accesses a compo-
nent located in a restricted environment. Because direct access is not permitted to re-
stricted environments an Application Component Proxy is required to access this com-
ponent. More details on the formalization of this pattern can be found in [26]. However, 
in this case instead of a proxy an additional queue in the unrestricted environment and 
a message mover integrating the queues are required. The pattern aims to solve the 
accessibility of a more concrete system component, a queue. Based on the knowledge 
from messaging patterns, the problem description is based on the generic Message 
Channel in order to not exclude components, like e.g., topics which are publish-sub-
scribe channels [17]. The resulting distributed_messaging rule for the formal-
ized Message Mover is the following: 

distributed_messaging(C1, C2):- 
 messaging_communication(Channel, C1, C2), 
 components_in_different_locations(C1, C2), 
 hybrid_environment(C1, C2). 

The shown facts serve as conditions for the pattern rule. Each of the facts in turn is a 
rule encapsulating a complex query (not shown for brevity, but can be found in the 
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Topology ProDec tool5). The first condition checks whether messaging is used in the 
topology because the pattern just relates to message-based systems. In addition, the 
problem and context description refers to distributed applications that are used in hybrid 
environments. Therefore, the second condition checks whether the communicating 
components are located in different environments and if they form a hybrid environ-
ment (third condition). 

This rule can be applied to the deployment model depicted in Fig. 3 on the left. Based 
on that, the problem is automatically detected and it can be solved according to the 
descripted solution for the Message Mover pattern. 

3.2 Application Scenario: Integration Provider 

The Integration Provider pattern is another cloud integration pattern from the cloud 
computing patterns [13]. In Fig. 3 on the right a topology with two components (PHP-
App and Java-App) communicate using messaging is shown. In contrast to the topology 
on the left, both components as well as the Channel are located in restricted environ-
ments. Thus, the components as well as the Channel are not accessible from outside the 
location. This problem can be solved by the Integration Provider pattern that describes 
the problem and its context as follows [13]: 

Problem:  
How can components in different environments be integrated through a 3rd-party 
provider? 

Context:  
When companies collaborate or one company has to integrate applications of differ-
ent regional offices, different applications or the components of a distributed appli-
cation are distributed among different hosting environments. Communication be-
tween these environments may be restricted. Especially, hosting environments may 
restrict any incoming communication initiated from the outside. Communication 
leaving the restricted environments is, however, often allowed. Therefore, additional 
integration components are required that have to be accessible from restricted envi-
ronments. […] 

From the above given description of this pattern, the difference to the distrib-
uted_messaging that formalizes the problem and context description of the Mes-
sage Mover pattern can be seen: Instead of a hybrid environment consisting of a re-
stricted and an unrestricted environment, these are two restricted environments that 
must be integrated to enable communication between the components. Besides that, the 
Integration Provider pattern is not limited to deployment models using messaging. In 
the following the integration_of_restricted_environments rule for-
malizing the problem and context of the Integration Provider pattern is shown: 

 

                                                        
5  https://github.com/saatkamp/topology-prodec/blob/master/pattern_prologfiles/helper.pl 
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integration_of_restricted_environments(C1, C2):- 
  components_in_different_locations(C1, C2), 
  component_in_restricted_environment(C1), 
  component_in_restricted_environment(C2), 
  ((messaging_communication(Channel, C1, C2), 
  component_in_restricted_environment(Channel)); 
  direct_communication(C1, C2)). 

The problem only occurs in case the communicating components are located in differ-
ent locations (first condition) and if these locations are restricted. The second condition 
is checked by the component_in_restricted_environment fact, which is in 
turn a rule encapsulating a complex query. Indicator for a restricted environment is the 
key-value property inbound_communication: false. To identify if an integration is re-
quired, the components located in different restricted environments have to communi-
cate. For this, either a message-based or a direct communication must be part of the 
deployment model. In case of messaging the Integration Provider pattern only has to be 
applied in case the Channel, and thus the Message Broker, is also located in a restricted 
environment. Otherwise, an additional integration provider is not required. 

The integration_of_restricted_environments rule can be applied to 
the topology presented in Fig. 3 on the right. In this example, a problem is detected 
because the two communicating components (PHP-App, Java-App) as well as the used 
messaging system are located in different restricted environments. After detecting the 
problem, the solution described by the pattern can be applied. 

The two problem and context formalized patterns, Message Mover and Integration 
Provider, show how the problem detection approach presented by Saatkamp et al. [26] 
can be used for detecting problems in topology models. Relevant patterns for problem 
recognition are not restricted to only one pattern language. They can be found in differ-
ent pattern languages. In application scenarios presented in this work and in [26] pat-
terns from the security [28] and the cloud computing [13] pattern language have been 
selected. Using the Topology ProDec tool the different patterns are validated based on 
TOSCA topologies modeled with the TOSCA modeling tool Winery6 [21]. The appli-
cation of the pattern formalization approach results in reusable rules that serve as con-
ditions to express the actual pattern rules. For example, the rules compo-
nents_in_different_locations and component_in_re-
stricted_environments are used several times. Such reusable condition rules 
ease the formalization of further patterns. 

4 Related Work 

The underlying approach applied in this paper is presented by Saatkamp et al. [26]. We 
applied the approach to further cloud integration patterns and extracted reusable condi-
tion rules that ease the formalization of problem and context descriptions of further 
patterns. The formalization of patterns is already addressed by several other works 
                                                        
6  https://github.com/eclipse/winery 
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[3,10,14,19,22]. However, in contrast to our work the solution provided by a pattern is 
formalized to identify the implemented patterns in a model instead of the problem 
solved by the pattern. In this paper, we present how the context and problem described 
by a specific pattern can be formalized to detect possibly occurring problems that can 
be solved by applying the respective pattern to the topology-based deployment models. 

Kim and Khawand [20] presented an approach to formalize the problem domain of 
design patterns. They specify the problem domain as UML diagrams. Compared to 
logic programming, this approach has the disadvantage that the non-existence of ele-
ments cannot be specified. Furthermore, the context of the pattern is important to iden-
tify if a problem exists, this is not considered in this work. As a result of a formalized 
problem domain of patterns, patterns can be identified that solve the detected problems.  

An approach presented by Haitzer and Zdun [16] is based on predefined architectural 
primitives that represent entities used in several patterns. They can be used to annotate 
software components to identify if a pattern is applicable. This semi-automated ap-
proach focuses on the applicability of patterns in software code. The applicability of 
patterns is also focused by the automated management approach presented by 
Breitenbücher [5] and Breitenbücher et al. [6,7,8]. Based on the cloud computing pat-
terns [13] management idioms are defined that specify the transformation from a target 
topology fragment that represents the current state of an application by its components 
and their relations to a desired state that reflects the applied management pattern. These 
topology fragments are graphs that must be matched to a subgraph in the overall topol-
ogy representing the current state of the application. Based on similar mechanisms, i.e., 
using graph matching, Arnold et al. [2] and Eilam et al. [11] presented concepts to 
facilitate the transformation from abstract topology-based deployment models to con-
crete configurations of the contained components. Also Guth and Leymann [15] use 
graph fragments for rewriting and refining architectural graphs. However, their ap-
proaches are based on subgraph isomorphism to identify the target fragment and thus, 
the non-existence of elements cannot be detected which is important to detect problems 
in topology-based deployment models, as shown in the formalization of the Secure 
Channel pattern in [26]. 

5 Conclusion 

In this work we presented two application scenarios of the problem detection approach 
using formalized patterns by Saatkamp et al. [26]. We applied the approach to the Mes-
sage Mover and the Integration Provider pattern. Both patterns are related to distributed 
applications and, thus, relevant for restructured topology-based deployment models. 
We have demonstrated that the approach is also applicable to message-based systems. 
Furthermore, reusable rules that serve as conditions to express the actual pattern rules 
are defined. In future work, we want to extend the pattern collection and want to im-
prove the tool support to ease the authoring process for new rules. 

This approach is not limited to the presented cloud computing patterns [13] or secu-
rity patterns [28]. The approach could also be extended to other patterns, such as the 
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cloud data patterns [29] or the Internet of Things patterns [25]. Furthermore, the ap-
proach can also be used for a general validation of topology-based deployment models 
and is not limited to the usage in restructured deployment models. The extension to 
further domains will be investigated in future works. 
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Abstract: Dependence on cloud services has been steadily increasing in recent 
years, as cloud services are an attractive option to offer flexibility and cost effec-
tiveness through economies of scale. Cloud services are also exposed to security 
incidents, such as data breaches and other malicious activities. To mitigate risks to 
the confidentiality, integrity, and availability of assets, but also minimise loss to 
cloud service providers and users, the attack trust and risk elements need to be 
identified, classified, and prioritised. The aim of the proposed conceptual frame-
work is to combine trust and risk assessment sources with data of risk assessment 
related to each attack pattern. This novel approach is a new qualitative solution to 
examine and determine symptoms, indicators, and vulnerabilities to detect the im-
pact and likelihood of distributed attacks directed at cloud computing environ-
ments. The proposed framework might help to reduce false positive alarms and 
improve performance in Intrusion Detection Systems. 

Keywords: Cloud computing, Trust Assessment, Risk Assessment, Attack Pat-
tern, IDS, Ontology 

1.1 Introduction 

Cloud computing is a new emerging model in Information Technology (IT) that 
can enable convenient, ubiquitous, on-demand network access to a shared pool of 
configurable computing resources. Those resources can also be released with min-
imal management effort and interactions can be rapidly provisioned (Zhang et al. 
2010). Cloud computing represents an opportunity for both service providers and 
consumers, through the improvement of IT agility, efficiency, and reliability to re-
duce the cost of IT technologies. Specifically, on-demand self-service, resource 
pooling, rapid elasticity and measured service, cloud computing systems automat-
ically control and optimize resource usage in order to offer an alternative method 
to rent computing and storage infrastructure services (Zissis and Lekkas 2012). 
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Cloud services are provided dynamically to its users via internet, which can 
lead to several attacks threatening their confidentiality, integrity, and availability 
of the data stored in the cloud (Jadeja and Modi 2012). Detecting attacks can be 
challenging for security administrators. Therefore, the use of Intrusion Detection 
Systems (IDS) can aid both cloud providers and security administrators to monitor 
and analyse network traffic (Aikat et al. 2017). The reason for using such systems 
is to prevent attacks by employing detection algorithms. Such algorithms monitor 
symptoms, analyse attack patterns, and then produce a multitude of alarms known 
as false alarms (Duque and bin Omar 2015). 

The proposed framework aims to analyse risks related to each attack pattern. 
Specifically, it calculates risks related to each symptom, indicator and vulnerabil-
ity in order to define the attack risk score, and then generate an alert. 

In the subsequent sections a review of related detection approaches in cloud 
computing is provided. The underpinning systems required for the recommended 
solution are also presented. Then, the author describes the proposed framework. In 
the concluding section, a discussion about recommendations for further research is 
presented. 

1.2 Related Detection Approaches 

When it comes to detection approaches, security researchers require a mecha-
nism that can integrate and analyse a wide variety of data sources. Particularly, 
they need a mechanism that can process information that is generated by hetero-
genous sources implemented in any cloud computing environment. These mecha-
nisms should aim to detect attack patterns and reduce false positive alarms. 

Hansman et al (2005) employed five classifiers to describe different types of at-
tack. Specifically, classification by attack vendor, classification by attack target, 
classification by operational impact, classification by informational impact, and 
classification by defense. All this information can provide the network administra-
tor with data on how to mitigate or deter an attack. Amer and Hamilton (2010) de-
veloped an ontology based attack model to assess the security of an information 
system from an attacker’s point of view. The aim of the assessment process is to 
evaluate the effects of an attack. The process consists of four stages. The first 
stage consists of identifying the system’s vulnerabilities using automated vulnera-
bility tools. These tools evaluate vulnerabilities of computer systems, applications 
or networks and generate sets of scan results. The second stage, involves deter-
mining the attacks that might occur due to the previously identified vulnerabilities. 
In the third stage, the possible effects of those vulnerabilities are analysed. The 
fourth and final stage the attack effects are calculated.  

Patel et al. (2013) proposed a four dimensions approach that provides classifi-
cation covering network and computer attacks. Specifically, it provides assistance 
in improving network and computer security, as well as language consistency 
through attack description. The first dimension focuses on classifying the attack. 

55



The second classifies the target of the attack. The third provides vulnerability clas-
sification or uses criteria from Howard and Longstaff’s (1998) approach. The 
fourth dimension, addresses the effects of the attack. 

Ficco et al. (2013) recommended a hybrid and event correlation approach for 
detecting attack patterns. The process involves detecting symptoms by collecting 
diverse information at several cloud levels in order to perform a complex event 
analysis presented in an ontology. 

All of the previously mentioned methodologies demonstrate beneficial ontolo-
gy that may offer informative guidelines regarding cyber intrusions and attack 
analysis. However, there is lack of detail required to analyse all symptoms and at-
tacks that could in return minimise the number of false positive alarms. For in-
stance, the same attack in two different cloud services may have a different degree 
of impact, but in most existing systems it would be classed as a malicious attack 
by both services. 

The proposed framework addresses this issue, of a system generating multiple 
false positive alarms, through the implication of risk and trust assessment analysis 
in the detection process. In this approach, all actors, such as cloud providers and 
cloud customers participate in the data analysis to achieve a high level of infor-
mation and data processing. Before describing the proposed framework, though, 
the underpinning systems are presented. 

1.3 Intrusion Detection System (IDS) 

An IDS is very important in terms of preventing an attack against an Infor-
mation Technology (IT) organisation. An IDS conducts a security system diagno-
sis to discover all suspicious activities based on detection algorithms. Specifically, 
those systems can help to deter and prevent actions related to security breaches, 
system flaws, as well as potential threats that may lead to system violations (Bace 
and Mell 2001).  

On the other hand, an IDS system may detect many false actions, but it may al-
so lead to a number of false positive alarms and authorized users identified as in-
truders. In a cloud computing environment where all resources are shared amongst 
cloud customers, this point becomes even more critical. In order to minimise the 
number of false positive alarms and improve the efficiency of attack detection in 
all cloud computing environments, the proposed framework includes both cloud 
service providers and cloud customers as part of the correlation process in all 
cloud layers, such as Software as a Service (SaaS), Platform as a Service (PaaS), 
and Infrastructure as a Service (IaaS). 
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1.4 Trust Assessment System 

Trust assessment in cloud computing facilitates a variety of information 
sources at different levels of abstraction and several deployment models (SaaS, 
PaaS, IaaS). Therefore, trust evaluation and changing nature of trust relationships 
among different entities in the cloud paradigm become important points to be ad-
dressed (Subashini and Kavitha 2011). Specifically, trust assessment models in-
clude a collection of rules, elements, and process’ to develop trust amongst the 
different entities in any computing paradigm. Cloud computing environment com-
ponents such as databases, virtual machines, cloud service providers, cloud service 
customers, and cloud services are examples of different entities. Trust models are 
classified in two categories, decision models and evaluation models. These models 
are applied to the cloud computing paradigm and are further developed through 
their connection with trust assessment techniques (Moyano et al. 2012). 

The cloud users’ service-related needs are constantly changing in the diverse 
environment of cloud computing. Consequently, the role of various factors, such 
as feedback, ratings, and Quality of Service (QoS), in trust assessment is very im-
portant. There are four main trust assessment information sources. Specifically, di-
rect and indirect interaction, Cloud Service Provider declarations, and Third Party 
assessment (Mouratidis et al. 2013).  

Trust dimensions is the other significant area that measures the security 
strength and computes a trust value. A trust value comprises of various parameters 
that are necessary dimensions to measure cloud services’ security (Huang and 
Nicol 2013). 

1.5 Risk Assessment System 

Risk assessment can be identified as the potential that a given attack will ex-
ploit vulnerabilities of an asset or a group of assets to cause loss or damage to the 
assets. According to the ISO 27005 Risk Management, risk is measured by evalu-
ating the probability of successful attacks and the subsequent impact of those at-
tacks, should they occur (Duque and bin Omar 2015). 

 
Risk = Impact * Likelihood (Humphreys 2008) 

 
Specifically, the term Impact refers to the degree of which a risk event might 

affect an enterprise, expressed in terms of: Confidentiality, Integrity, and Authen-
tication. The term Likelihood refers to the possibility that a given event may occur 
(Duque and bin Omar 2015). The implementation of the aforementioned equation 
in the proposed framework aims to stimulate cloud customers to evaluate security 
risks and simplify the analysis of all identified events. 
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1.6 Proposed Framework for Attack Pattern Detection through 
Trust and Risk Assessment 

The proposed framework is a predictive model that detects attack patterns 
based on trust assessment and risk assessment analysis. Figure 1 presents a corre-
lation process that consists of a sequence of activities that are designed to analyse 
all network traffic through cloud layers (Valeur et al. 2004). The proposed frame-
work applies a correlation process that intends to unify different steps of correla-
tion by adding risk and trust assessment analysis in the diagnosis step, before the 
taxonomy step takes place.  

 
 

Figure 1: Correlation Process (Valeur et al. 2004) 

An attack pattern is an abstraction mechanism that describes how an observed 
attack type is executed. Following the lifecycle of cyber-attack, when an attack 
occurs it uses several paths, from reconnaissance to exploitation, and aims to gain 
unauthorized access to data (Shin et al. 2013). Through studying the impact effects 
of an attack and simplifying the analysis of monitored events, then it could be pos-
sible to minimise false positive alarms.  
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Figure 2 shows the proposed framework’s three essential security functions: (1) 
Monitoring & Data Collection, (2) Analysing & Detecting, and (3) Alarm & Re-
spond. 

(1) Monitoring & Data Collection. As a first step, the requirements of the 
organisation are defined based on monitoring the event management logs 
of all cloud layers (IaaS, PaaS, and SaaS). The next step is to collect data 
through Risk Software Agent (RSAg) programs. An RSAg is a goal-
oriented computer program that reacts to its environment and operates 
without continuous direct supervision to perform its function. The RSAg 
programs store data from IaaS, PaaS, and SaaS. The data storage is struc-
tured in two separate knowledge databases that do not communicate. These 
are the Trust Assessment Database and the Risk Assessment Database. The 
reason for recommending two isolated databases is to reassure cloud pro-
viders for data pseudonymisation. The cloud providers processing of per-
sonal data is conducted in a way that the data can no longer be attributed to 
a specific data subject without the use of additional information (Bolognini 
and Bistolfi 2017). The pseudonymised information from those two data-
bases is then combined in the Self-Learning Knowledge Base, which feeds 
with data the next function. 

(2) Analysing & Detecting. The analysis of attack patterns is conducted by 
calculating the score of all indicators. Specifically, the proposed solution 
includes a definition for Risk (Ri) as a product of the Probability (Po) of a 
security compromise and its potential Impact (Im) (see 1). 

Ri = Po * Im (1) 

The recommended correlation is used to aggregate the attack scenarios and 
symptoms generated by all parts in the cloud computing environment. The 
Impact (Im) is a value consisting of the following indicators: Trust As-
sessment Indicator (TaI), Vulnerability (Vu) and Symptoms (Sy). Each of 
these indicators has a different impact. The Probability (Po) value is in-
creased in relation to each indicator of an attack pattern (see 2). 

Im = TaI + Vu + Sy (2) 

The Impact (Im) and Probability (Po) of each indicator is defined by the 
cloud customer and cloud provider using data collected from all cloud lay-
ers. The aim is to use attackers’ behavior to determine the Impact (Im) and 
expose a potential attacker before an attack can take place. The value of 
Risk (Ri) related to each attack determines whether the attack is successful 
or false positive alarm depending on the sensitivity of the targeted data as 
defined by the owner (cloud provider and cloud customer) (see 3). All this 
information is processed and stored in the Processing Knowledge Base. 
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Ri = Po * (TaI + Vu + Sy) (3) 

(3) Alarm & Respond. The risk of the attack is calculated and a response is 
sent whether it represents a suspicious threat or a false positive alarm. This 
is conducted with mechanisms that classify information about all attacks 
and determine the impact of each attack pattern and the risk of the attack. 
Specifically, the use of machine-learning procedures, such as supervised 
classification and clustering, and analytic algorithms has been proven use-
ful to similar proactive detection and defense models (Fu et al. 2010; Osa-
ko et al. 2016). The respond function is conducted in the Decision Making 
server that determines the impact of every attack and serves as an Advice 
as a Service for the organisations. 

 
 

Figure 2: Proposed Framework for Attack Pattern Detection 

 

1.7 Conclusion 

In the current study a new framework for attack pattern detection in the cloud 
computing paradigm is proposed. A framework to recognise and analyse mali-
cious actions based on risk and trust assessment factors and information sources 
related to attack patterns. Specifically, the recommended framework classifies at-
tacks by evaluating the probability of a security breach and its potential impact in-
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dicators, such as trust assessment indicator, vulnerability, and symptoms. The out-
come of this evaluation gives the likelihood of an attack pattern risk. Both cloud 
providers and cloud customers are involved in the data collection and correlation 
process. This classification might aid to protect data in the cloud and provide a 
method that could efficiently analyse suspicious attack actions and reduce false 
positive alarms. 

In the cloud computing environment, risk and trust assessment need to be as-
sessed continuously using multiple factors. These factors keep changing in the dy-
namic and constantly evolving cloud computing paradigm. Moreover, multi-cloud 
environments demand a more risk and trust assessment oriented analysis. There-
fore, risk and trust assessment needs of cloud providers and cloud customers’ have 
to be addressed in more detail. Therefore, a taxonomy and analysis of risk and 
trust assessment techniques in the cloud computing paradigm is required. Finally, 
future work should test the implementation of the suggested framework in an ac-
tual cloud computing environment. 
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Abstract. Deploying and managing multi-component IoT applications
in Fog computing scenarios is challenging due to the heterogeneity, scale
and dynamicity of Fog infrastructures, as well as to the complexity of
modern software systems. When deciding on where/how to (re-)allocate
application components over the continuum from the IoT to the Cloud,
application administrators need to find the best deployment, satisfying
all application (hardware, software, QoS, IoT) requirements over the con-
textually available resources, also trading-o↵ non-functional desiderata
(e.g., financial costs, security). This PhD thesis proposal aims at devising
models, algorithms and methodologies to support the adaptive deploy-
ment and management of Fog applications.

Keywords: Fog computing · IoT · QoS-aware application deployment ·
Application Management.

1 Introduction

Context – Connected devices are changing the way we live and work. In the
next years, the Internet of Things (IoT) is expected to bring more and more
intelligence around us, being embedded in or interacting with the objects that we
use every day [22, 21]. Self-driving cars, autonomous domotics systems, energy
production plants, agricultural lands, supermarkets, healthcare, embedded AI
will more and more exploit devices and Things that are integral part of the
Internet and of our existence without us being aware of them.

As a consequence of this trend, enormous amounts of data – the so-called Big

Data [42] – are collected by IoT sensors and stored in Cloud data centres [35].
Once there, data are subsequently analysed to determine reactions to events or
to extract analytics or statistics. Whilst data-processing speeds have increased
rapidly, bandwidth to carry data to and from data centres has not increased
equally fast [47]. On one hand, supporting the transfer of data from/to billions
of IoT devices is becoming hard to accomplish due to the volume and geo-
distribution of those devices. On the other hand, the need to reduce latency for
time-sensitive applications, to eliminate mandatory connectivity requirements,
and to support computation closer to where data is generated 24/7, is evident [9].

? PhD Thesis Supervisor: Prof. Antonio Brogi, University of Pisa, Italy.
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Fog Computing – Recent research e↵orts are investigating how to better ex-
ploit capabilities along the continuum from the edge of the Internet to the Cloud
data centres, to support new IoT applications and their needs. Computational
nodes closer to the edge will act both as filters – reducing the amount of data
sent to the Cloud – and as processing capabilities – producing analytics closer
to where data is being sensed or used.

Among the existing proposals, Fog computing [10, 26] aims at better support-
ing the growing processing demand of (time-sensitive and bandwidth hungry)
IoT applications by selectively pushing computation closer to where data is pro-
duced and by relying on a geographically distributed multitude of heterogeneous
devices (e.g., personal devices, gateways, micro-data centres, embedded servers)
spanning the continuum from the Cloud to the IoT. A substantial amount of
computation, storage and networking is therefore expected to happen closer to
where data is produced and to IoT-based cyber-physical systems, contiguously
to and interdependently with the Cloud. In general, Fog computing platforms are
expected to guarantee that processing always occurs wherever it is best-placed for
any given IoT application, thereby accelerating the velocity of decision making,
by enabling prompter responses to sensed events [45].

Scope of the Thesis – Modern large-scale applications are not monolithic any-
more [51]. Therefore, an application running in a Fog computing infrastructure
consists of a set of independently deployable components (or services, or micro-
services) that work together and must meet some requirements. Deploying and
managing such applications in Fog computing scenarios is, therefore, a challeng-
ing task. Indeed, it requires to dynamically map each of the (possibly many)
application components (i.e., functionalities) to the computational node(s) that
will host them at runtime.

Whilst some application functionalities are naturally suited to the Cloud
(e.g., service back-ends) and others are naturally suited to edge devices (e.g.,
industrial control loops), there are applications for which functionality segmen-
tation is not as straightforward (e.g., short to medium term analytics). Future
tools for the deployment and management of IoT applications should consider
application requirements (i.e., hardware, software, IoT, QoS), infrastructure ca-
pabilities (i.e., hardware, software, IoT devices, network conditions, security)
and deployers’ desiderata (i.e., business and security policies, cost constraints)
to e�ciently support adaptive segmentation of functionalities from the Cloud to
the IoT.

In this context, we are investigating the design, prototyping and validation of
novel models, and predictive algorithms and methodologies which will be useful
to (i) process data about the application, the infrastructure and their monitored
performance so to informedly suggest how to (re-)distribute application compo-
nents, (ii) identify and validate the best sequence of actions to (re-)distribute
components to di↵erent Fog or Cloud nodes based on specified policies, and (iii)

choose when/how to (re-)deploy, (re-)configure or scale components in response
to workload or network variations, churn and failures.
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2 State of the Art

The problem of deciding how to deploy multi-component applications has been
thoroughly studied in the Cloud scenario. Projects like SeaClouds [16], Aeo-
lus [28] or Cloud-4SOA [24], for instance, proposed model-driven optimised plan-
ning solutions to deploy software applications across di↵erent (IaaS or PaaS)
Clouds. [39] proposed to use OASIS TOSCA [17] to model IoT applications in
Cloud+IoT scenarios. Also, solutions to automatically provision and configure
software components in Cloud (or multi-Cloud) scenarios are currently used by
the DevOps community to automate application deployment or to lead deploy-
ment design choices (e.g., Puppet [3] and Chef [2]). However, only few e↵orts in
Cloud computing considered non-functional requirements by-design [44, 25] or
uncertainty of execution (as in Fog nodes) and security risks among interactive
and interdependent components [61]. With respect to the Cloud paradigm, the
Fog introduces new problems, mainly due to its pervasive geo-distribution and
heterogeneity, need for QoS-awareness, dynamicity and support to interactions
with the IoT, that were not taken into account by previous works [56, 62, 4].

Among the first proposals investigating this new lines, [34] proposed a Fog-
to-Cloud search algorithm as a first way to determine an eligible deployment
of (multi-component) DAG applications to tree-like Fog infrastructures. Their
placement algorithm proceeds Edge-ward, i.e. it attempts the placement of com-
ponents Fog-to-Cloud by considering hardware capacity only. An open-source
simulator – iFogSim – has been released to test the proposed policy against
Cloud-only deployments. Building on top of iFogSim, [40] refines the Edge-ward
algorithm to guarantee the application service delivery deadlines and to opti-
mize Fog resource exploitation. Limiting their work to linear application graphs
and tree-like infrastructure topologies, [60] used iFogSim to implement an al-
gorithm for optimal online placement of application components, with respect
to load balancing. An approximate extension handling tree-like application was
also proposed. Recently, exploiting iFogSim, [33] proposed a distributed search
strategy to find the best service placement in the Fog, which minimises the dis-
tance between the clients and the most requested services, based on request rates
and available free resources. Their results showed a substantial improvement on
network usage and service latency for the most frequently called services. [36]
proposed a (linearithmic) heuristic algorithm that attempts deployments priori-
tising placement of smaller applications to devices with less free resources. Along
the same line, [54] proposed an Edge-ward linearithmic algorithm that assigns
application components to the node with the lowest capacity that can satisfy all
application requirements.

From an alternative viewpoint, [57] proposed the design of a framework for
application deployment in Fog computing, based on Integer Linear Program-
ming (ILP). [5] in addition to proposing a Fog architectural framework, gave a
Mixed-Integer Non-Linear Programming (MINLP) formulation of the problem of
placing application components so to satisfy end-to-end delay constraints. The
problem is then solved by linearisation into a Mixed-Integer Linear Program-
ming (MILP), showing potential improvements in latency, energy consumption
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and costs for routing and storage that the Fog might bring. Skarlat et al. de-
signed a hierarchical modelling of Fog infrastructures, consisting of a centralised
management system to control Fog nodes organised per colonies ([48, 50, 49]).
Particularly, [48] adopted an ILP formulation of the problem of allocating com-
putation to Fog nodes in order to optimise (user-defined) time deadlines on
application execution, considering IoT devices needed to properly run the ap-
plication. A simple linear model for the Cloud costs is also taken into account.
Similar solutions were proposed, attempting to optimise various metrics such
as access latency, resource usage, energy consumption or data migrations cost
[64, 32, 65, 53, 7, 37]. [41] described instead a fuzzy QoE extension of iFogSim –
based on an ILP modelling of users expectation – which achieved improvements
in network conditions and service QoS.

Regrettably, none of the discussed ILP/MILP approaches came with the code to
run the experiments. Conversely, [58] proposed a software platform to support
optimal application placement in the Fog, within the framework of the CoSS-
Mic European Project [1]. Envisioning resource, bandwidth and response time
constraints, they compare a Cloud-only, a Fog-only or a Cloud-to-Fog deploy-
ment policy. Additionally, the authors of [18, 20, 19] released S-ODP, an open-
source extension of Apache Storm that performs components placement with
the goal of minimising the end-to-end application latency and the availability of
deployed applications. Finally, also dynamic programming (e.g., [46, 52], genetic
algorithms (e.g., [48, 50]) and deep learning (e.g., [55]) were exploited to tackle
the placement of application components with some promising results.

After the first deployment, the management of applications in the Fog is also
time-consuming and error-prone to be tuned manually, lacking adequate sup-
port. [43] proposed a MAPE-K loop to identify action plans to minimise SLA
violations while maximising the use of allocated resources by simulating di↵erent
strategies to manage deployed applications. [30] highlighted the need to check
for inconsistencies that can arise within or between di↵erent stages of a deploy-
ment plan. [30] proposed a deployment management system model to enable the
automated generation of deployment plans for distributed infrastructures after
identifying (with static analysis techniques) possible flaws in deployment plan
specifications. The use of formal models to verify properties of application de-
ployments to Cloud infrastructure has been advocated by various authors. [38]
for instance defined a process calculus to specify deployment, migration and
security policies of virtual machines (VMs) across di↵erent Clouds, in order to
enable the verification of security policies after live VM reconfigurations. [6] pro-
posed a similar approach to preserve data consistency when migrating deployed
applications in Fog scenarios. [29] proposed a pseudo-dynamic testing approach,
which combines emulation, simulation, and existing real testbeds, whilst leverag-
ing multiple methodologies to test complex and large Fog infrastructures taking
into account also scalability and churn conditions. While various proposals ex-
ist to automate the management of applications, to verify the correctness of
deployments to the Cloud, to the best of our knowledge, none of the existing
approaches addresses the validation of application management for the Fog.
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3 Thesis Objectives

This section aims at illustrating the objectives of the thesis work, seeking to suit-
ably support automated application deployment (and functionality allocation)
in Fog computing. The provision of adequate support to adaptively deploy appli-
cations and manage their components in Fog scenarios is among the crucial steps
for the success of Fog computing. In this context, we intend to design, prototype
and validate novel models, and predictive algorithms and methodologies, which
will improve the decision-making process related to the life-cycle management
of Fog applications.
In what follows, we detail the research goals we intend to accomplish during this
research, from the point of view of modelling (Section 3.1), design of algorithms
and methodologies (Section 3.2), and prototyping and validation (Section 3.3).

3.1 Modelling

First, we aim at contributing to the modelling of the Fog scenario with a par-
ticular focus on:

1. describing arbitrarymulti-component applications topologies considering their
processing (e.g., hardware, software and IoT devices), QoS (e.g., latency,
bandwidth, security) requirements and component inter-dependencies, along
with the possibility for their components to scale both vertically and hori-
zontally, according to workload demand and behaviour models,

2. describing accordingly Fog infrastructures in terms of their capabilities (i.e.,
Cloud data-centres, Fog nodes, Things) and previous performance/utilisation
(e.g., QoS of communication links, historical data on nodes utilisation, re-
liability of nodes and links), considering IoT-Fog, Fog-Fog and Fog-Cloud
interactions,

3. accounting for dynamicity and churn of the infrastructure (e.g., variations
in the QoS of communication links, mobility of IoT devices and Fog nodes,
failures) and in the users’ demand, as well as for application scalability on
heterogeneous devices so to be able to plan for scalable, reliable and depend-
able application deployments,

4. including the possibility of expressing preferences on application deploy-
ment that have to be enforced due to particular end-user targets (e.g., QoS-
assurance, financial budget, resource usage) or deployment needs (e.g., secu-
rity, trust, reliability, energy consumption),

5. identifying and devising appropriate metrics and performance indicators

(e.g., QoS-assurance, resource consumption, reliability) to characterise el-
igible application deployments and plans, also considering their behaviour
over time, as well as financial costs and energy consumption to keep the
application up and running.

Naturally, to support the deployment of applications to Fog infrastructures, we
intend to accompany the devised models with novel algorithms and methodolo-
gies that exploit them as illustrated in the next section.
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3.2 Algorithms and Methodologies

To exploit the models described in the previous section, we intend to devise
algorithms and methodologies in order to:

1. e�ciently determine eligible context- and QoS-aware deployments of appli-
cation components to Fog infrastructures, according to di↵erent strategies
and by adopting proper heuristics to reduce the search space, whilst select-
ing cost-/energy- aware matchings between application requirements (viz.,
hardware and software) and available Fog/Cloud o↵erings,

2. simulate and predict the (expected) behaviour of di↵erent eligible deploy-
ments under the proposed metrics at varying (i) QoS of available commu-
nication links, (ii) available resources in the current state of the infrastruc-
ture, (iii) workload and users demand, also considering historical data about
the monitored infrastructure and feedback about previously enacted deploy-
ments,

3. compare and recommend and/or automatically select best candidate deploy-

ments – among the eligible ones – based on predicted metrics, expressed
targets and historical data, by plotting results to empower experts to make
informed choices, and by exploiting multi-objective optimisation or learning
techniques,

4. determine and optimise plans that take into account dependencies between
components so to perform application deployment to a given infrastructure,
envisioning deployment (vertical and horizontal) scalability on heterogeneous
devices and optimal resources exploitation (e.g., hardware, energy), and con-
sidering alternative backup deployments to tackle dynamicity issues (e.g.,
increasing workload, mobility, QoS variations, churn and failures),

5. understand when to trigger and how to (optimally) perform reconfiguration

actions (e.g., enactment of an alternative plan), scaling of application com-
ponents, or components re-allocation to di↵erent nodes so to guarantee QoS
or SLA constraints will be met by enacted deployments, whilst avoiding (or
minimising) the likelihood of service disruption.

3.3 Prototyping and Validation

To provide some validation to our approaches we aim, when possible, at providing
formal properties (e.g., correctness, completeness) of the proposed methodolo-
gies, along with a systematic evaluation of their computational complexity. Then,
we plan to prototype all proposed models and methodologies in open-source
tools, so to show feasibility, utility and practicality of the devised solutions.

Finally, with the purpose of testing and demonstrating our prototypes at
work, we aim at designing lifelike use cases and testbeds, by implementing mean-
ingful IoT applications and deploying them to experimental Fog infrastructures.
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4 First Results

The first results of this work have been already published in some conferences
and journals. In this section, we briefly summarise them and the research they
triggered in the community.

QoS-aware Deployment of Fog Applications – In [11], we proposed a sim-
ple, yet general, model of multi-component IoT applications and Fog infrastruc-
tures. After proving that the problem of determining eligible deployments is
NP-hard, we devised a heuristic backtracking search algorithm to solve it and
we run it on a motivating example from smart agriculture (viz., 3 application
components, 2 Clouds, 3 Fog nodes). The heuristic attempts the placement of
components sorted in ascending order on the number of compatible nodes (i.e.,
fail-first), considering candidate nodes one by one sorted in decreasing order on
the available resources (i.e., fail-last).

In [12], we combined an exhaustive version of our search algorithm with
Monte Carlo simulations so to consider variations in the QoS of communication
links (modelled by probability distributions) and to predict how likely a deployed
application is to comply with the desired network QoS (viz., latency and band-
width) and how much Fog resources it will consume. In [13], we further enhanced
the proposed methodology by proposing a cost model that extends Cloud cost
models to Fog scenarios and integrates them with costs coming from the IoT. It
is worth noting that, with respect to the majority of related works, our approach
works on arbitrary application and infrastructure graph topologies.

All proposed predictive methodologies have been implemented in an open-
source prototype1, FogTorch⇧, and are described in detail in [14], which also o↵ers
a comparison with one of the first tools for simulating Fog scenarios (iFogSim
[34]). FogTorch⇧ can be used to determine, simulate and compare eligible de-
ployments of applications to given infrastructures in a QoS- (with respect to
network variations), context- (with respect to the considered resources), and
cost-aware (estimating monthly revenues and outflows) manner, meeting all de-
ployers’ desiderata. Despite exploiting worst-case exponential-time algorithms,
the prototype has been shown to scale [14] also on the larger VR game example
(viz., 3 to 66 app components, 1 Cloud, up to 80 Fog nodes) proposed in [34].

Inspired by FogTorch⇧ models and algorithms, Xia et al. [63] proposed a back-
tracking solution to FAPP to minimise the average response time of deployed
IoT applications. Two new heuristics were devised. The first one sorts the nodes
considered for deploying each component in ascending order with respect to the
(average) latency between each node and the IoT devices required by the com-
ponent. The second one considers a component that caused backtracking as the
first one to be mapped in the next search step. Despite discussing improved re-
sults on latency with respect to exhaustive backtracking and first-fit strategies,
no prototype implementations were released. Finally, FogTorch⇧ was also modu-
larly extended by De Maio et al. [27] to simulate mobile task o✏oading in Edge
computing scenarios.

1 Available at: https://github.com/di-unipi-socc/FogTorchPI/
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Mimicking Fog Application Management – CISCO FogDirector [23] is
among the first available management tools for large-scale production deploy-
ments of Fog applications. It provides centralised management services that span
the entire lifecycle of Fog applications, and it can be used via REST APIs that
enable integration with client programs implementing application management.
In [31] we presented a simple operational semantics of all basic functionalities
of FogDirector, describing the e↵ects of the operations that client programs can
perform to publish, deploy, configure, start, monitor, stop, undeploy and retire
their applications in a Fog-Director-managed infrastructure. Based on the given
formalisation, we implemented a prototype2, FogDirMime, which is the core of a
simulator environment for FogDirector. The prototype also simulates probabilis-
tic (hardware and network QoS) variations of the infrastructure that happen
independently from the considered application management.

On one hand, the proposed semantics constitutes a concise and unambiguous
reference of the (basic) behaviour of FogDirector that can be used to quickly
understand its functioning and to check the correctness of management scripts
at design time. On the other hand, FogDirMime can be fruitfully exploited to
experiment and compare di↵erent application management policies, so to predict
their e↵ectiveness and tune them in a simulated environment, according to user-
defined metrics. The prototype was used over a smart building use case.

5 Conclusions & Future Work

We consider our preliminary results and prototypes the first promising steps to
support decision-making when deploying or managing IoT applications to Fog
infrastructures. Yet, such results clearly present some limitations with respect
to the objectives of this thesis, as set in Section 3.

In our future work, we intend to:

1. extend our methodologies to include more aspects of the life-cycle of ap-
plication management, including new features such as components upgrade,
reconfiguration and scaling, while envisioning the possibility for components
to be deployed in di↵erent flavours like in Osmotic Computing [59],

2. consider new metrics and dimensions that will be important in Fog sce-
narios (e.g., security, mobility, energy consumption) and propose ways to
automatically and e�ciently select best candidate (re-)deployments – i.e.,
matching deployers’ desiderata – using (explainable) probabilistic AI [8] or
multi-objective optimisation, and

3. prototype, validate and assess all new methodologies as extensions to our
prototypes or as new open-source tools that can synergically work with them,
and assess them in controlled settings (e.g., over the simple Fog application
we proposed in [15]) as well as, possibly, in lifelike Fog environments.

Naturally, we plan to validate the proposed approaches by formally proving the
correctness and completeness of the proposed algorithms, when possible.

2 Available at: https://github.com/di-unipi-socc/FogDirMime/
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Abstract. The automation of application deployment has evolved into one of 
the most important issues in modern enterprise IT. Therefore, many deployment 
systems have been developed that process deployment models for automating 
the installation of systems. Creating such deployment models becomes more 
and more complex as compliance plays an increasingly important role. Not only 
external laws and regulations must be considered, but also a company’s internal 
requirements must be fulfilled. However, this is a very complex challenge for 
the modelers as they require a firm knowledge of all the compliance rules that 
must be observed. As a result, this often leads to deployment models that vio-
late compliance rules due to manual modeling mistakes or because of unaware-
ness. In this paper, we introduce an approach that enables modeling of reusable 
Deployment Compliance Rules that can be executed automatically to check 
such regulations in declarative deployment models at design time. We validate 
our approach with a prototype based on the TOSCA standard and the Open-
TOSCA ecosystem. 
 
Keywords: Cloud Computing, Compliance, Deployment Modeling. 

1 Introduction  

There are many laws, regulations, and guidelines that influence an enterprise’s infor-
mation technology (IT), such as the General Data Protection Regulation [1], the ISO 
2018 standard [2], or company internal regulations. Threats to security through the 
use of outdated software versions or financial risks due to the use of unlicensed soft-
ware also have an impact on IT landscapes. Moreover, modern application landscapes 
often consist of complex composite applications and different heterogeneous systems 
[3]. Such large landscapes and systems present a challenging and expensive task to be 
maintained and managed manually. To decrease the costs and to minimize human 
errors [4], the automation of deployment and provisioning of applications has become 
an important subject in academia and industry. Approaches for deployment automa-
tion systems, such as Chef [5], Juju [6], Ansible [7], and Kubernetes [8], consume 
deployment models that describe the desired deployment and automatically execute 
all required tasks. However, enterprise’s applications and IT landscapes are subject to 
a magnitude of requirements. If a company has a vast amount of requirements, it 
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would require great effort and expertise of modelers of deployment models to know 
all rules and regulations that concern a particular application deployment. Moreover, 
rules are subject to change as new requirements and needs arise, and others are sus-
pended. Not being compliant to all necessary rules can quickly result in serious con-
sequences for companies, such as lawsuits due to unlicensed software or even the loss 
of customers due to leaks of personal data and subsequent trust issues by the custom-
ers. Thus, checking deployment models for compliance with a company`s 
requirements is of vital importance, but practically not possible if performed manually 
by modelers and operators. 

In this paper, we present an approach that automates compliance checking of de-
clarative deployment models to ensure that new or updated deployment models are 
always compliant with a company’s set of constraints. To achieve this, we present an 
approach to specify reusable Deployment Compliance Rules that enables automated 
compliance checking of declarative deployment models at design time, which de-
creases the chance of application deployments that are not compliant to a company’s 
regulations. Furthermore, the approach separates the modeling of compliance rules 
from the modeling of deployment models. This ensures that modelers do not need to 
know all constraints and requirements to specify compliant deployment models.  

The remainder of this paper is structured as follows: Section 2 motivates our ap-
proach, followed by Section 3 which presents the main concept. Section 4 provides a 
formal model for the approach. Section 5 describes the prototypical implementation. 
In Section 6, we discuss related work. Finally, Section 7 concludes the paper and 
describes future work. 

2 Motivation Scenario 

Declarative deployment models describe the structure of an application to be de-
ployed by specifying the required components, their relationships, as well as all arti-
facts required for the deployment, thus, the topology of the application [9]. A topolo-
gy is a directed, weighted, and possibly disconnected graph consisting of nodes repre-
senting the components of the application and edges representing the relationships 
between them. Types associated with the components and relations specify the de-
sired semantics. In addition, attributes associated with components or relations repre-
sent properties, such as ports or network addresses for servers. Figure 1 illustrates a 
topology describing the deployment of an application. The left-hand side shows a 
stack consisting of a component of type Web-application which is hosted on a Tomcat 
server of type Tomcat8.5.23 as indicated by the hostedOn relation between the two 
components. The Tomcat server is hosted on a component of type Ubuntu16.04VM, 
which is hosted on a component of type AmazonEC2. The web application is connect-
ed to a component of type MySQLDB5.0, which provides persistent data storage. The 
attribute with key DataType and value PersonalData associated to the component 
indicates the type of data stored in this database. The database is managed through a 
Database Management System (DBMS) of type MySQLDBMS5.0 that is also hosted 
on a component of type Ubuntu16.04VM. However, this Ubuntu VM is hosted on an 
OpenStack cloud with a specific IP address, as indicated by the IP attribute associated 
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with the component. Thus, this deployment scenario describes a hybrid cloud applica-
tion deployment which is partly hosted in a private cloud (OpenStack) and partly in a 
public cloud (Amazon EC2) [10]. In our scenario, the web application is a stateless 
component hosted on Amazon EC2 to be scaled out automatically based on the work-
load. The web application retrieves data from the MySQL database, performs pro-
cessing tasks, and stores the results back to the database.  

 
Fig. 1.  A declarative deployment model describing the deployment of an application 

Deployment models can be subject to a variety of constraints and rules which must be 
adhered to. However, it is difficult for modelers to be aware of all regulations, which 
quickly results in non-compliant deployment models that violate a company’s rules. 
For the presented deployment model, there may be several rules that must be adhered 
to. In the scenario, the database contains personal data, i.e., customer names, which is 
sensitive data. A company could decide that all personal data must only be stored in a 
specific private cloud. The application uses components that should receive regular 
updates since old versions of software artifacts often present security risks. In our 
scenario, this is relevant for the MySQL database and management system, the 
Tomcat server, and the Ubuntu VMs. For example, an outdated Tomcat could expose 
vulnerabilities that have been fixed by later versions, such as remote code execution. 
In this paper, we present an approach to express such regulations as reusable compli-
ance rules that can be automatically checked at design time. 

DataType: PersonalData

(MySQLDB5.0)

(MySQLDBMS5.0)

(Web-application)

(Tomcat8.5.23)

(Ubuntu16.04VM) (Ubuntu16.04VM)

= connectsTo
= hostedOn

IP: 192.168.4.3

(OpenStack)(AmazonEC2)
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3 Concept to Automatically Check the Compliance of 
Declarative Deployment Models 

An overview of the included roles, components, and tasks of the approach to automat-
ically check the compliance of declarative deployment models is shown in Figure 2. 
There, the Compliant Deployment Modeling System is divided into the two separate 
areas Compliance Modeling and Deployment Modeling. The system separates 
concerns, as the expertise of compliance experts and deployment experts is integrated 
in an automated fashion without the need to exchange knowledge between the in-
volved roles. 

The left-hand side of Figure 2 shows the involved roles, components, and tasks of 
the Compliance Modeling area. Compliance experts use the Compliance Modeling 
Tool for the definition and maintenance of Deployment Compliance Rules, which 
formally describe and capture all regulations that must be fulfilled by deployment 
models. These rules are stored persistently in a Compliance Rule Repository within 
the Compliance Modeling Tool. The stored rules provide a means to detect potentially 
relevant areas of deployment models and check their compliance by comparing them 
to a compliant fragment. A respective method will be elaborated in the next sections. 

Deployment Modeling is concerned with the definition and maintenance of de-
ployment models. The right-hand side of Figure 2 shows the involved roles, compo-
nents, and tasks of the Deployment Modeling area. Deployment experts use the De-
ployment Modeling Tool to define and maintain deployment models that are stored 
persistently in a Deployment Model Repository. The deployment experts do not have 
to be aware of all regulations concerning deployment models since the Deployment 
Modeling Tool uses the Compliance Checker to verify the compliance of declarative 
deployment models based on the stored compliance rules. This ensures that only 
compliant deployment models are stored in the repository. 

 
Fig. 2. Overview of roles, components, and tasks of the approach 
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4 Metamodel and Formalization 

In our previous work [11], we have conceptually introduced Deployment Compliance 
Rules. In the context of this paper, we will present a formal metamodel for the defini-
tion of such Deployment Compliance Rules. For this, in Section 4.1, we first provide 
a formal metamodel for declarative deployment models, which is based on topologies. 
Section 4.2 provides the metamodel of Deplyoment Compliance Rules, while Section 
4.3 describes the algorithm used for automated compliance checking. 

Fig. 3. Metamodel of topologies 

4.1 Basic Metamodel of Topologies 

The metamodel of topologies, is based on the Declarative Application Management 
Modeling and Notation (DMMN) introduced by Breitenbücher [12] and further ab-
stracted by Saatkamp et al. [13]. Figure 3 gives an overview of the metamodel. There, 
class names contain a starting capital letter.   

Let 𝑇 be the set of all Topologies, then 𝑡 ∈ 𝑇 is defined as an eight-tuple: 

 𝑡 = (𝐶𝑡, 𝑅𝑡, 𝐶𝑇𝑡, 𝑅𝑇𝑡, 𝐴𝑡, 𝑡𝑦𝑝𝑒𝑡, 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠𝑡, 𝑠𝑢𝑝𝑒𝑟𝑡𝑦𝑝𝑒𝑡) (1) 

The elements of 𝑡 are defined as follows: 

x 𝐶𝑡: The set of Components in 𝑡, whereby each 𝑐𝑖 ∈ 𝐶𝑡 represents a component of 
the application to be deployed. 

x 𝑅𝑡 ⊆ 𝐶𝑡 × 𝐶𝑡: The set of Relations in 𝑡, whereby each 𝑟𝑖 = (𝑐𝑠, 𝑐𝑡) ∈ 𝑅𝑡 represents 
the relationship between two components, where 𝑐𝑠 is the source and 𝑐𝑡 is the tar-
get of the relationship. 

x 𝐶𝑇𝑡: The set of Component Types in 𝑡, whereby each 𝑐𝑡𝑖 ∈ 𝐶𝑇𝑡  describes the se-
mantics for the Components that have this Component Type assigned. 

x 𝑅𝑇𝑡: The set of Relation Types in 𝑡, whereby each 𝑟𝑡𝑡 ∈ 𝑅𝑇𝑡  describes the seman-
tics for the Relations that have this Relation Type assigned. 

x 𝐴𝑡 ⊆ Σ+ × Σ+ × Σ+: The set of Attributes in 𝑡, whereby each 𝑎𝑖 = (𝐼𝑑, 𝐾𝑒𝑦,
𝑉𝑎𝑙𝑢𝑒) ∈ 𝐴𝑡 describes a property of a Component or Relation with a key and a 
value. Each 𝐼𝑑 must be unique within a Topology. 𝐼𝑑, 𝐾𝑒𝑦 and 𝑉𝑎𝑙𝑢𝑒 ∈ Σ+ are 
typically strings. 
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x 𝑡𝑦𝑝𝑒𝑡: The mapping that assigns all Relations and Components in 𝑡 to their Rela-
tion Type or Component Type. Let the set of Topology Elements 𝐸𝑡 ≔ 𝐶𝑡 ∪ 𝑅𝑡 be 
the union of the set of Components and the set of Relations of 𝑡, and the set of To-
pology Element Types 𝐸𝑇𝑡 ≔ 𝐶𝑇𝑡 ∪ 𝑅𝑇𝑡 be the union of the set of Component 
Types and the set of Relation Types of 𝑡. Then, the mapping 𝑡𝑦𝑝𝑒𝑡 associates each 
𝑒𝑖 ∈ 𝐸𝑡 with an 𝑒𝑡𝑗 ∈ 𝐸𝑇𝑡 to provide the semantics for each Topology Element. 

  𝑡𝑦𝑝𝑒𝑡: 𝐸𝑡 → 𝐸𝑇𝑡  (2) 

x 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠𝑡: The mapping that assigns each Topology Element to a set of Attrib-
utes. 

 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠𝑡: 𝐸𝑡 → ℘(𝐴𝑡)  (3) 

x 𝑠𝑢𝑝𝑒𝑟𝑡𝑦𝑝𝑒𝑡: The mapping that assigns Relation Types and Component Types to 
their respective supertype. Let 𝐸𝑇𝑡 be the set of Topology Element Types of 𝑡. 
Then, the mapping 𝑠𝑢𝑝𝑒𝑟𝑡𝑦𝑝𝑒𝑡 associates an 𝑒𝑡𝑖 ∈ 𝐸𝑇𝑡 with an 𝑒𝑡𝑗 ∈ 𝐸𝑇𝑡 with 𝑖 ≠
𝑗. This means that 𝑒𝑡𝑗 is the supertype of 𝑒𝑡𝑖. 

 𝑠𝑢𝑝𝑒𝑟𝑡𝑦𝑝𝑒𝑡: 𝐸𝑇𝑡 → 𝐸𝑇𝑡  (4) 

Additionally, we define the mapping 𝑠𝑢𝑝𝑒𝑟𝑡𝑦𝑝𝑒𝑠𝑡 that maps a Topology Element of 
𝑡 to its respective Topology Element Type specified by 𝑡𝑦𝑝𝑒𝑡 combined with all tran-
sitively resolvable supertypes of 𝑡𝑦𝑝𝑒𝑡. Let 𝐸𝑡 be the set of Topology Elements and 
𝐸𝑇𝑡  be the set of Topology Element Types of 𝑡. 

 𝑠𝑢𝑝𝑒𝑟𝑡𝑦𝑝𝑒𝑠𝑡 : 𝐸𝑡 → ℘(𝐸𝑇𝑡) (5) 

4.2 Metamodel of Deployment Compliance Rules 

In the following, we will provide a formal metamodel for Deployment Compliance 
Rules. Additionally, we define the conditions under which such a rule is valid, detect-
ed, or satisfied. The concept of automated compliance checking based on Deployment 
Compliance Rules is illustrated in Figure 4. There, the left-hand side of the figure 
illustrates a declarative deployment model, the right-hand side illustrates a Deploy-
ment Compliance Rule. A Deployment Compliance Rule consists of two Topologies 
called Detector and Required Structure. The Detector is used to detect areas in the 
deployment model that are subject to the rule while the Required Structure is used to 
verify if the rule is satisfied, i.e., if the rule is fulfilled. The rule shown in Figure 4 is 
concerned with the storage of personal data in a specific private cloud as discussed in 
the motivation scenario presented in Section 2. It specifies that any database that 
stores personal data has to be managed by a database management system (DBMS). 
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The DBMS must in turn be hosted in a virtual machine provided by a specific Open-
Stack cloud.

 
Fig. 4. Concept of detection and checking of Deployment Compliance Rules in declarative 
deployment models 

Let 𝐶𝑅 ⊆ 𝑇 × 𝑇 be the set of all Deployment Compliance Rules, then 𝑐𝑟 ∈ 𝐶𝑅 is 
defined as: 

 𝑐𝑟 ∈ 𝐶𝑅 ∶= (𝐷𝑒𝑡𝑒𝑐𝑡𝑜𝑟, 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒) (6) 

The 𝐷𝑒𝑡𝑒𝑐𝑡𝑜𝑟 and 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 are provided as a Topology, i.e., 
𝐷𝑒𝑡𝑒𝑐𝑡𝑜𝑟 ∈ 𝑇 and 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 ∈ 𝑇. 

The detection and checking of Deployment Compliance Rules is based on the detec-
tion of subgraph isomorphisms that also considers the types and attributes of the To-
pology Elements that form the deployment model. Subgraph isomorphisms can be 
detected by using the VF2 algorithm described by Cordella et al. [14]. We omit the 
VF2 algorithm here and refer interested readers to the provided reference. The detec-
tion of relevant areas in a deployment model is formally the detection of subgraph 
isomorphisms. To detect semantically compatible subgraph isomorphisms, i.e. to find 
areas with the same structure, types, and attributes, we define a matching relation to 
decide if a Topology Element can be matched to another Topology Element. Let 𝑒𝑖 ∈
𝐸𝑡 and 𝑒𝑗 ∈ 𝐸𝑡 with 𝑖 ≠ 𝑗 be two Topology Elements in 𝑡. Then the matching relation 
≡𝑒 is defined as follows: 

𝑒1 ≡𝑒 𝑒2 ∶⇔ (𝑡𝑦𝑝𝑒𝑡(𝑒1) ∈ 𝑠𝑢𝑝𝑒𝑟𝑡𝑦𝑝𝑒𝑠𝑡(𝑒2)) ∧ (∀𝑎𝑖 ∈ 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠𝑡(𝑒1)∃𝑎𝑗 ∈

𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠𝑡(𝑒2) ∶  𝜋2(𝑎𝑖) ⇔ 𝜋2(𝑎𝑗) ∧ 𝜋3(𝑎𝑖) ⇔ 𝜋3(𝑎𝑗)) (7) 

A Topology Element 𝑒1 can be matched to a Topology Element 𝑒2 if the type of 𝑒1 is 
of the same type or supertype of the type of 𝑒2. Furthermore, all attributes of 𝑒1 must 
also be present in 𝑒2 with equivalent 𝐾𝑒𝑦 and V𝑎𝑙𝑢𝑒. For example, the Component 
with Component Type “Database” shown in Figure 4 can be matched to the Compo-
nent with Component Type “MySQLDB5.0”. The “Database” Component has an 
attribute with 𝐾𝑒𝑦 = “𝐷𝑎𝑡𝑎T𝑦𝑝𝑒” and 𝑉𝑎𝑙𝑢𝑒 = “PersonalData”. The equivalent at-
tribute, i.e., same 𝐾𝑒𝑦 and 𝑉𝑎𝑙𝑢𝑒, is also assigned to the “MySQLDB5.0” Compo-

Detector Required Structure

DataType: PersonalData

(Database)

(VirtualMachine)

IP: 192.168.4.3

(OpenStack)

DataType: PersonalData

(Database)

(DBMS)

Detect

Check

Check

Check

DataType: PersonalData

(MySQLDB5.0)

(MySQLDBMS5.0)

(Web-application)

(Tomcat8.5.23)

(Ubuntu16.04VM) (Ubuntu16.04VM)

IP: 192.168.4.3

(OpenStack)(AmazonEC2)

Check

82



 

nent. In addition, the Component Type “Database” is a supertype of the Component 
Type “MySQLDB5.0”. 

Let 𝐸 be the set of all Topology Elements. Then 𝑚 ∈ 𝑀, 𝑚 ⊆ 𝐸 × 𝐸 is defined as a 
bijective mapping that maps a Topology Element 𝑒𝑖 ∈ 𝐸 to another Topology Element 
𝑒𝑗 ∈ 𝐸 with 𝑖 ≠ 𝑗: 

 𝑀 ∶= ℘(𝐸 × 𝐸) \ ∅  (8) 

A matching mapping is a mapping between two Topologies that preserves the struc-
ture and semantics of the Topologies and the individual Topology Elements by also 
considering the matching relation ≡𝑒. A mapping 𝑚 ∈ 𝑀 is a matching mapping from 
𝑡1 ∈ 𝑇 to 𝑡2 ∈ 𝑇 if 𝑡1, 𝑡2, and 𝑚 fulfill the relation 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 ⊆ 𝑇 × 𝑇 × 𝑀: 

 (𝑡1, 𝑡2, 𝑚1) ∈ 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 ∶⇔ (𝑚1 ⊆ 𝐸𝑡1 × 𝐸𝑡2) ∧ (∀𝑐𝑖 ∈ 𝐶𝑡1∃! 𝑐𝑗 ∈ 𝐶𝑡2: (𝑐𝑖, 𝑐𝑗) ∈
𝑚1 ∧ 𝑐𝑖 ≡𝑒 𝑐𝑗) ∧ (∀𝑟𝑘 ∈ 𝑅𝑡1∃! 𝑟𝑙 ∈ 𝑅𝑡2 ∶ (𝑟𝑘, 𝑟𝑙) ∈ 𝑚1 ∧ 𝑟𝑘 ≡𝑒  𝑟𝑙 ∧
(𝜋1(𝑟𝑘), 𝜋1(𝑟𝑙)) ∈ 𝑚1 ∧ (𝜋2(𝑟𝑘), 𝜋2(𝑟𝑙)) ∈ 𝑚1)  (9) 

The mapping 𝑚1 represents a subgraph isomorphism from 𝑡1 to 𝑡2 that also considers 
the matching relation ≡𝑒. Each Component in 𝑡1 is mapped to exactly one matching 
Component in 𝑡2, to which no other Component in 𝑡1 has been mapped to. Analo-
gously each Relation in 𝑡1 is mapped to exactly one matching Relation in 𝑡2 with the 
addition that the relations sources and targets have also been mapped to each other 
and therefore the mapping preserves the structure of the topologies. For example, in 
Figure 4, the Required Structure can be matched completely to the right-hand stack of 
the Topology since all indicated component pairs fulfill the matching relation ≡𝑒 and 
both stacks are structurally identical. 

A Deployment Compliance Rule 𝑐𝑟1 is valid if there is exactly one matching map-
ping from the Detector to the Required Structure and the following holds:  

 ∃! (𝜋1(𝑐𝑟1), 𝜋2(𝑐𝑟1), 𝑚) ∈ 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 (10) 

This ensures that each matching mapping found for the Required Structure corre-
sponds to a matching mapping found for the Detector.  

A Deployment Compliance Rule 𝑐𝑟1 is detected in a Topology 𝑡1 if there is at least 
one matching mapping from the rule’s Detector 𝜋1(𝑐𝑟1) to the Topology: 

 ∃(𝜋1(𝑐𝑟1), 𝑡1, 𝑚) ∈ 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 (11) 

For a Deployment Compliance Rule 𝑐𝑟1 to be satisfied for a Topology 𝑡1, there has to 
be exactly one corresponding matching mapping from the Required Structure 
𝜋2(𝑐𝑟1) 𝑡𝑜 𝑡1 for each matching mapping form the Detector 𝜋1(𝑐𝑟1) 𝑡𝑜 𝑡1: 

∀(𝜋1(𝑐𝑟1), 𝑡1, 𝑚𝑖) ∈ 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 ∃! (𝜋2(𝑐𝑟1), 𝑡1, 𝑚𝑗) ∈ 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 ∶ (∀𝑒𝑘 ∈ 𝜋2(𝑚𝑖) ∶

𝑒𝑘 ∈ 𝜋2(𝑚𝑗))                 (12) 
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Each area that has been found in 𝑡1 by mapping the Detector to 𝑡1 also satisfies the 
Required Structure and therefore, the Deployment Compliance Rule 𝑐𝑟1 is satisfied, 
i.e., the rule is fulfilled. For example, the rule in Figure 4 is detected in the declarative 
deployment model as there is a matching mapping from the rule’s Detector to the 
Topology of the deployment model. Since there exists exactly one corresponding 
matching mapping from the Required Structure to the Topology for each matching 
mapping from the Detector to the Topology, the rule is also satisfied. 

4.3 Compliance Checking Algorithm 

Based on the presented metamodel, an algorithm is proposed to automatically check a 
Topology for a given Deployment Compliance Rule. This algorithm is described in 
Algorithm 1 in pseudocode. It is executed once for every Deployment Compliance 
Rule that is defined for a Topology. The algorithm uses a Deployment Compliance 
Rule and a Topology as inputs. The result is a set containing matching mappings of 
the Detector to the Topology to indicate rule violations. If the set is empty, the given 
Deployment Compliance Rule is satisfied for that Topology. In the case, that a De-
ployment Compliance Rule is not detected for a Topology, the algorithm also returns 
an empty set indicating that the rule is satisfied. The given Topology is analyzed for 
matches to both the Detector (line 3) and the Required Structure. Subsequent, all 
mappings found for the Detector are checked for a corresponding mapping for the 
Required Structure (line 5). If none is found, the Detector’s mapping is added to the 
result set 𝑅 (line 6). At the end of the algorithm, 𝑅𝑒𝑠𝑢𝑙𝑡 contains mappings to areas 
where the given Deployment Compliance Rule is violated. If 𝑅𝑒𝑠𝑢𝑙𝑡 is empty, the 
rule is satisfied for the given Topology. 

 

Algorithm 1. Pseudocode to identify Deployment Compliance Rule violations in a Topology   
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5 Prototypical Implementation 

The prototype described in this section implements the metamodel for Topologies and 
Deployment Compliance Rules as well as the algorithm introduced in Section 4. Fur-
thermore, the prototype enables compliance experts and deployment experts to model 
Deployment Compliance Rules, Topologies, Component Types, and Relation Types 
with a graphical user interface while also providing the functionality to check the 
Topologies for compliance.  

The prototype consists of a graphical user interface, a compliance checker, a model 
repository, and an application programmer interface (API). In our prototype, we com-
bine the Compliance Checker, the Compliance Modeling Tool, and the Deployment 
Modeling Tool introduced in Section 3 to one component, the Modeling Tool. The 
graphical user interface enables modelers to create and update deployment models as 
well as Deployment Compliance Rules. The user interface also enables the definition 
of reusable component and relation types and their hierarchical structure. The compli-
ance checker provides the functionality to validate Deployment Compliance Rules 
and to check the compliance of deployment models. For that purpose, the compliance 
checker has access to the model repository. The model repository is a combination of 
the Compliance Rule Repository and the Deployment Rule Repository introduced in 
Section 3. It is used to persistently store deployment models, Deployment Compliance 
Rules, component types, and relation types. The API of the modeling tool provides 
external access to the functionality of the modeling tool, such as the storing and 
checking of deployment models. 

Since our prototype is based on TOSCA and the OpenTOSCA ecosystem [15], we 
briefly introduce the TOSCA standard and provide a mapping from the formal meta-
model to TOSCA. TOSCA is an OASIS standard that enables the specification of 
cloud applications by defining their structure and their orchestration. We only intro-
duce constructs in TOSCA that are necessary for our method and refer interested 
readers to the specification [16], the simple profile [17], and the primer [18]. A 
TOSCA Topology Template represents the structure of an application. It specifies all 
components needed for the deployment of an application as well as the relationships 
between them. The Topology Template is a directed graph with typed nodes and 
weighted edges and corresponds to a Topology defined in the metamodel. Node Tem-
plates and Relationship Templates represent the Components and Relations of the 
metamodel. Component Types and Relation Types can be mapped to Node Types and 
Relationship Types of TOSCA. The attributes defined by the metamodel can be 
mapped to Properties. In TOSCA, Node Types can be specified with a Proper-
tiesDefinition that defines the structure of possible properties for the Node Templates. 
The actual attribute values are specified by Node Templates. Since TOSCA allows 
extensions to the specification, we introduce the new element ComplianceRule that 
has exactly two Topology Templates as elements: Detector and RequiredStructure. 
Therefore, we have a complete mapping from the metamodel to TOSCA. 

The prototypical implementation extends Winery [19]1, which is a graphical mod-
eling tool for modeling and managing applications using TOSCA. Winery already 
provides a mechanism for persistent storage of TOSCA elements which was extended 
                                                           
1  http://eclipse.github.io/winery 
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to also store Deployment Compliance Rules. Additionally, we added the new compo-
nent Compliance Checker to Winery which realizes the concepts presented in this 
paper. To associate TOSCA deployment models with Deployment Compliance Rules, 
we use the concept of namespaces, i.e., all Topology Templates must be checked for 
all Deployment Compliance Rules that are in the same namespace. Therefore, each 
rule defined for a certain namespace automatically applies to all Topology Templates 
defined in that namespace. 

6 Related Work 

In this section, we discuss and compare works that are related to our method. Soft-
ware architecture is often described with 5 views first described by Kruchten [20]. 
However, there can still be other views on the architecture of a software system, such 
as the view on the deployment model of a system. Software architecture erosion [21] 
describes the deviation of actual software artifacts from their architecture that mani-
fests over time. It has been addressed with various methods such as model-driven 
approaches, through dependency analysis, or through checking mechanisms, such as 
the reflexion models approach by Murphy et al. [22]. They describe high-level mod-
els, i.e. boxes and arrows that are used by software architects to describe and reason 
about the architecture of a software artifact. To test the compliance with the architec-
ture, they generate a low-level model from existing artifacts through the use of code-
analysis and compare the two models to find convergences, divergences, and absenc-
es, e.g., correct, additional, and missing connections between components. Koschke 
and Simon extended this approach by introducing hierarchical reflexion models [23]. 
The method uses an architecture model to express implicit requirements and con-
straints for the resulting software artifact. With our method, we provide reusable 
rules, that can be applied to deployment models in general. Other approaches to con-
trol software architectures include Architecture Description Languages [24] to de-
scribe architectures or Architecture Constraint Languages [25] to express constraints. 
Deiters et al. [26] introduce Rule-Based Architectural Compliance Checks for Enter-
prise Architecture Management that are expressed as queries. However, these 
approaches for describing constraints to check the compliance of software artifacts to 
their intended architecture are application specific and on the level of artifacts. With 
our method, we enable to specify compliance rules on the level of deployment models 
in a very generic manner. Hence, they can be used to check the deployment models of 
different applications. 

There are many works in the area of business process verification to ensure that 
business process models adhere to regulations. Due to the great number of works we 
refer interested readers to a survey on business process compliance by Fellmann and 
Zasada [27]. Schleicher et al. [28] introduce an approach to express control-flow and 
data-related compliance rules for business processes while Koetter et al. [29] intro-
duce a generic Compliance Descriptor that links compliance rules to their source. 
Tran et al. [30] introduce an approach that enables compliance modeling for service-
oriented systems through the use of domain-specific languages to model compliance 
for different areas. Liu et al. [31] propose to separate the modeling of business pro-
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cesses from the modeling of compliance rules. In their method, they use the Business 
Process Execution Language (BPEL) [32] as a model for business processes and the 
Business Property Specification Language (BPSL) [33] to specify their compliance 
rules. They use established model checkers based on linear temporal logic to verify 
process models with their rules. These compliance rules deal mostly with temporal 
aspects in the execution of business processes while our method provides a compli-
ance checking mechanism for deployment models that can be used to address issues, 
such as outdated software versions or structural properties, i.e., how components may 
be hosted under certain circumstances. 

7 Conclusion & Future Work  

In this paper, we presented Deployment Compliance Rules that enable to describe 
restrictions, constraints, and requirements for declarative deployment models in a 
reusable manner. We provided a formalized model for Deployment Compliance Rules 
and an algorithm to automatically check if a deployment model violates a given rule. 
Based on this, we presented an approach to ensure that created or updated deployment 
models are compliant to the current set of Deployment Compliance Rules. Further, 
the approach allows separating the definition of Deployment Compliance Rules from 
the creation and maintenance of deployment models. A validation of the approach is 
provided via the implementation of a TOSCA-based prototype although the provided 
formalization enables to apply the approach to any graph-based and declarative de-
ployment model language. In the future, we plan to extend the approach to also verify 
the consistency of the rule repository through detection of conflicting rules within the 
repository. 
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Abstract. With the ongoing growth of IT application systems, the development 
and modeling process of their architectures becomes increasingly complex. Ar-
chitectural patterns capturing proven solutions for recurring problems in an ab-
stract and human readable way should support this process. Due to the abstract 
character of patterns, they cannot be applied to a concrete architecture automati-
cally: For each use case, patterns have to be read, understood, adapted to the re-
spective use case, and realized manually. In this work, we tackle these issues by 
proposing an approach for an automated realization of architectural patterns 
within a given architectural graph based on graph transformation techniques. 
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finement, Graph Transformation. 

1 Introduction 

With the ongoing growth of IT application systems, the manual modeling and develop-
ment phase of their architectures becomes increasingly complex. Diverse modeling 
tools are available to support this process, whereby each tool employs a different format 
and, hence, the graphical representation, if available, differs as well. This also affects 
the granularity of details depicted, like, e.g., abstract components are depicted or even 
implementation details are given. To enable a classification of architectures, Malan and 
Bredemeyer [1] delimit between three levels: (i) Conceptual architectures which are 
abstract, (ii) logical architectures which are detailed, and (iii) execution architectures 
which describe the process and deployment view. Further, each level can be subdivided 
into a behavioral and structural view. Since an application system architecture has sig-
nificant impact on the prospective usability, performance, and maintainability, its de-
velopment phase is of explicit importance [2]. To ease this process and to support the 
developer, diverse pattern languages can be used [3]. Patterns describe proven solutions 
for recurring problems documented in an abstract and human readable way [4]. Due to 
the abstract character of patterns, they cannot be applied to an architecture directly: 
Patterns have to be read, understood, adapted, and realized manually for each use 
case [4]. However, there are many pattern languages available, but a general approach 
to automatically apply patterns to architectures to refine and model the architecture by 
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selecting patterns is still missing. Hence, each pattern is realized over and over again 
manually, which leads to a multitude of possibly incorrect pattern realizations. 

The result of the discussion above is that patterns are a profound support during the 
development and modeling phase of an architecture, missing a tool and method inte-
gration. The manual modeling and development of application system architectures is 
already a time consuming and error prone task. The lack of pattern integration leads to 
an amplification of those negative aspects and a multitude of possibly incorrect pattern 
realizations. Hence, the usage of patterns during the modeling phase, which should ac-
tually support and ease this phase, impedes it and makes it even more complex. 

In this paper, we tackle these issues by introducing an approach to enable an auto-
mated pattern integration within the modeling and development process of the struc-
tural view of application system architectures on a conceptual level. In general, this 
leads to an adapted modeling process: (i) Abstract architectures can be refined by ap-
plying patterns, i.e., corresponding components and connectors are added which results 
in a more concrete architecture [5], and (ii) existing architectures can be rewritten based 
on applied patterns, i.e., components and connectors get exchanged or deleted [6].  

Following, we will combine (i) the knowledge of proven solutions for recurring 
problems in terms of patterns, (ii) the modeling and development process of architec-
tures, and (iii) architectural effects of patterns if applied onto architectures. 

The remainder of this paper is structured as follows: Fundamentals to ease the un-
derstanding are presented in Section 2. We introduce the concept of our approach in 
Section 3 and work related to our approach is discussed in Section 4. We conclude this 
work and give a short overview of future work in Section 5. 

2 Fundamentals 

Within this section we give an overview of fundamentals to ease the understanding of 
our approach. First, background of application architectures and architectural graphs 
that we use to represent an application system architecture is given. Then fundamentals 
of patterns, pattern languages, and solution paths are presented. 

2.1 Application System Architectures & Architectural Graphs 

The structure of an IT system is described by its architecture, depicting the system's 
components and their relationships, as well as their external visible properties [7]. Thus, 
an IT architecture describes the composition of architectural elements without imple-
mentation details. For the documentation and visualization of an architecture, multiple 
architecture description languages, modeling languages, and modeling tools are pre-
sent, such as ACME1, ArchiMate2, or particular UML3 diagrams. Since each language 
and tool differs within their capabilities and, hence, their representation range, and due 

                                                        
1  http://www.cs.cmu.edu/~acme/ 
2  http://www3.opengroup.org/subjectareas/enterprise/archimate-overview 
3  http://www.uml.org 
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to the fact, that in most cases diverse people are involved, like, e.g., business process 
managers and programmers, which develop and discuss the architecture, the level of 
details within an architecture differs [1]. It has become common practice to use draw-
ings of boxes to represent components and lines representing relationships [8]. This 
informal proceeding adapts Le Métayer [9] and describes a representation and formal-
ization of software architectures as graphs, in which nodes represent components and 
edges represent relationships among them. Within this work, we use such a graph rep-
resentation of architectures, referred to as an architectural graph to formalize an appli-
cation system architecture. Those architectural graphs represent structural architectures 
on the conceptual level [1]. Fig. 1 shows an exemplary architectural graph, whereby 
nodes represent the components of the architecture and edges represent the connectors 
among the components. Furthermore, each node is mapped to a type, such as applica-
tion, server, or virtual machine. This mapping is required for a verification if the corre-
sponding pattern is applicable to the architectural graph, since a specific pattern cannot 
be applied to all kind of architectural graphs due to possibly required components and 
relationships, a detailed description follows in Sect. 3.3. 

Fig. 1. Architectural Graphs 

2.2 Patterns, Pattern Languages & Solution Paths 

Patterns describe proven solutions for recurring problems within a certain context in an 
abstract and human readable way [4]. For example, a pattern may provide an abstract 
solution for common problems on how to design an application architecture. Patterns 
abstractly document an approach on how to solve a certain problem, since they are 
independent of the underlying technologies, such as specific runtime environments or 
programming languages [4]. Typically, concrete implementation realizations, such as 
code snippets, are not documented. Hence, patterns need to be adapted to the respective 
use case, and can, therefore, be used within various kinds of IT environments [4]. 

Components & 
Types

Connectors
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A pattern language comprises a collection of related patterns, forming a network as 
depicted in Fig. 2, in which one can navigate from one pattern to another related one 
that might become relevant after the application of the first pattern [3,10]. Several pat-
tern languages are available in the field of IT, whereby each language has a different 
focus. For example, Gamma et al. [11] published design patterns focusing on object-
oriented software, Fowler [12] introduced patterns for the development of enterprise 
application systems, and Fehling et al. [13] published patterns which focus on cloud 
computing and its architectures. Besides such general pattern languages, several pat-
terns are available, published and realized by platform providers, such as the AWS 
Cloud Design Patterns [14]. Such provider-specific patterns are excluded from this 
work since they are bound to the provider and implement provider-specific realizations. 

Fig. 2. Pattern Language and Exemplary Solution Path [15] 

As described above, a pattern language forms a network of patterns, which connects 
related patterns [3,10]. After an entry point, i.e., a pattern which solves the problem at 
least partially, to this network is found and selected, subsequent and related patterns 
can be navigated to and selected as well [15]. Each such a possible path of selected 
patterns within this network forms a solution path [15,16], one exemplary solution path 
is shown in Fig. 2. Within our approach, we use solution paths to define the application 
order of patterns to architectural graphs, since solution paths are directed paths. 

3 Concept of Pattern-based Rewrite & Refinement of 
Application Architectures 

The aim of our approach is to enable a pattern-based rewrite and refinement of archi-
tectures through an automated application of patterns. Therefore, architectures are rep-
resented as architectural graphs as described in Sect. 2.1. To define the application order 
of patterns, we use the selected solution path, as described in Sect. 2.2. Fig. 3 gives an 
overview of our approach. On the upper left side, the input is shown, i.e., the basis 
architectural graph and a selected solution path, which is described in Sect. 3.1. The 
remaining steps are iterative, since each pattern of the selected solution path is applied 
individually: First, the pattern which is applied next is defined, as described in Sect. 3.2. 
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Then the requirements of this pattern are checked, as explained in Sect. 3.3. In the last 
step, the architectural graph is rewritten or refined, as described in Sect. 3.4. 

Fig. 3. Concept of Pattern-based Rewrite and Refinement of Application Architectures 

3.1 Input 

A basis architectural graph and a selected solution path of a specific pattern language 
forms the input of our iterative approach, as shown on the top left of Fig. 3. The basis 
architectural graph is a possibly abstract architecture represented as a graph, as de-
scribed within Sect. 2.1, on which the modifications resulting of the application of a 
pattern are performed. For instance, a client server architecture could be such a basis 
architectural graph with three nodes, i.e., two nodes of type client and another node of 
type server, as well as two edges connecting both client components with the server 
component. Furthermore, the selected solution path, as described within Sect. 2.2, 
forms the second part of the input. The selected solution path comprises all patterns that 
have to be applied, and the order of the directed solution path defines the application 
order in which the patterns are applied to the basis architectural graph. For each pattern 
of the solution path all following described three steps are performed. The resulting 
architectural graph of one iteration serves as an input for the next iteration. Within the 
first iteration the basis architectural graph of the input is used to operate on. 

3.2 Apply Pattern of Solution Path 

Within the step Apply Pattern of Solution Path, as shown on the top right-hand side of 
Fig. 3, the next pattern of the solution path, as defined within the input, is taken to be 
applied to the (basis) architectural graph. The solution path defines the application or-
der, i.e., starting with the first pattern P3 of the solution path, within the next iteration 
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the second pattern P4 gets applied, etc. To achieve a proper modification of the archi-
tectural graph, each pattern consists of three attachments: (i) R - The required fragment, 
which describes a possibly empty subgraph containing the required components and 
connectors of which the pattern cannot be applied without. If the pattern comprises no 
requirements the required fragment is an empty graph. (ii) FR - The modification frag-
ment, comprising a possibly empty graph, contains all components and connectors 
which have to be embedded in the architectural graph. Embedding a modification frag-
ment covers adding and removing the fragment or parts of it, as well as replacing com-
ponents and connectors of the architectural graph with components of the modification 
fragment or even replacing the whole graph. (iii) fR - The local pattern operator defines 
the modification of the architectural graph, i.e., how the modification fragment is em-
bedded, like e.g., the fragment is added and connected to a specific node. 

3.3 Check Requirements 

Within the step Check Requirements, as shown on the bottom right side of Fig. 3 the 
above described requirements of the pattern to be applied get verified. Therefore, it is 
checked if the required fragment R is a subgraph of the (basis) architectural graph. For 
a positive verification, the (basis) architectural graph has to contain the required frag-
ment R, i.e., R is a subgraph of the (basis) architectural graph. If the required fragment 
R is not contained within the (basis) architectural graph, i.e., the required fragment R is 
not a subgraph of the (basis) architectural graph, the pattern cannot be applied. This 
verification is done within each iteration, checking if the actual pattern of the solution 
path can be applied. Corresponding to the example within Fig. 3, for applying the pat-
tern P3 the (basis) architectural graph must contain a subgraph with two nodes of a 
specific type, as well as an edge connecting both components with each other. This 
procedure ensures that for the (basis) architectural graph only suitable patterns are ap-
plied and, thus, that only reasonable architectural graphs result of the next step. 

3.4 Rewrite or Refine 

The Rewrite or Refine step, shown on the bottom left side of Fig. 3 modifies the archi-
tectural graph based on the modification fragment and the local pattern operator. As 
described above, the modification fragment FR consists of all components and connect-
ors to be embedded within the (basis) architectural graph and the local pattern opera-
tor fR defines how the modification fragment gets embedded. This results in a modified 
architectural graph. As shown in Fig. 3, embedding the modification fragment FR in the 
basis architectural graph means that the lower left node of the basis architectural graph 
is replaced by the middle node of the modification fragment and the remaining two 
component nodes and the corresponding connectors are added to the architectural 
graph. The modification may either result in a refined architectural graph, i.e., more 
details in terms of added components and connectors are depicted, or it results in a 
rewritten architectural graph, i.e., components and connectors are exchanged or deleted. 
The modified architectural graph is then used within the next iteration as the underlying 
architectural graph on which the next pattern of the solution path gets applied. 
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4 Related Work 

In this section we delimit our approach against existing works that combine the 
knowledge of proven solutions for recurring problems, in terms of patterns, and the 
modeling and development process of architectures of application systems. 

Eden et al. [17] introduce an approach for an automated application of design pat-
terns. For this, programmers have to specify a pattern in an abstract way and the reali-
zation of the pattern in a specific program. Following, the pattern can be applied auto-
matically, whereby the programmer may edit the implementation manually. Contrary 
to our work, patterns are used to add source code to a given program and not to model 
and define the architecture of an application system on a conceptual level.  

Bergenti and Poggi [18] introduce the IDEA (Interactive DEsign Assistant) system 
to detect design patterns within UML class and collaboration diagrams. The system 
further enables to improve the detected pattern realizations within an UML diagram. 
This work focuses on the detection and improvement of design patterns and operates 
on a logical architecture, whereby the structural as well as the behavioral view is con-
sidered [1]. Contrary, our work operates on the conceptual level, focusing on the struc-
tural view and uses patterns to automatically model and define the architecture. 

Bolusset and Oquendo [5] introduce a formal approach to refine software architec-
tures based on transformation patterns using rewriting logic. Within their approach the 
refinement of an architecture does not change the architecture but specifies the compo-
nents of an architecture in more detail, such as the definition of ports. Contrary, our 
approach results in a more detailed and possibly changed architecture. Furthermore, 
they use transformation patterns in terms of rewriting logic rules and equations and not 
in terms of best-practices and proven solutions for recurring problems. 

Zdun and Avgeriou [19] present an approach to model architectural patterns through 
architectural primitives using UML profiles. This work focuses on modeling architec-
tural patterns. Contrary, they do not use patterns to model and define an architecture. 

Arnold et al. [20,21] introduce an approach for an automated realization of deploy-
ment patterns, which describe service deployment best-practices as model-based pat-
terns capturing the structure of a solution without the binding to a specific resource 
instance. Therefore, deployment patterns have to be defined and modeled by experts so 
that deployer can use them. In contrast to our work, they do not use architectural pat-
terns to model and define the architecture of an application system. 

Zimmermann et al. [22] present an architectural design method based on the combi-
nation of pattern languages and reusable architectural design decision models. Contrary 
to our approach, within their work they use patterns in terms of architectural decisions. 

Eilam et al. [23] present an approach for an automated transformation of deployment 
models onto workflow models. Within this work, transformation operations are repre-
sented as automation signatures including a model pattern representing the effects of 
operations on resources. Those automation signatures, i.e., model-based patterns are 
matched to a deployment desired state model. Hence, in this work patterns are used in 
terms of automation signatures and not as proven solutions for recurring problems. 

Fehling et al. [24] present an approach to enrich application architecture diagrams 
by pattern annotations during the development phase. In contrast to our approach, those 
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pattern annotations express the requirements of application components and usage de-
pendencies on each other and on the runtime. They do not use patterns to model or 
define the refinement of the architecture of an application system itself. 

Breitenbücher [25] and Breitenbücher et al. [26,27] introduce an approach to auto-
matically apply management patterns onto topologies to enable the management of 
composite cloud applications. Contrary to our approach, they do not focus on modeling 
an application architecture through a selection and application of patterns. Since they 
operate on topology graphs and use graph isomorphism and subgraph isomorphism 
methods to verify if a pattern can be applied to a topology graph, this can be used within 
our approach as a basis to check if a pattern is applicable to a given architectural graph. 
Furthermore, the algorithm used to transfer the topology, i.e., the application of the 
pattern, can be used as a basis for the modification of architectural graphs as well. 

Jamshidi et al. [28] describe a set of patterns which document how to migrate an 
application to a cloud environment. Within each pattern the initial as well as resulting 
architecture of the application is described. Even though this can be used for an auto-
mated migration, each pattern is applied to an architecture manually. 

Lytra et al. [29] introduce an approach and prototypical implementation for transfor-
mation actions and consistency checking rules to (semi-)automatically map architec-
tural design decisions onto architectural component models. Furthermore, they intro-
duce an architectural knowledge transformation language to define and realize the men-
tioned mapping. In contrast to our approach, this work does not use patterns to define 
an architecture, but the selection of architecture design decisions results in pattern im-
plementations. Thus, pattern realizations are one result of their approach, but patterns 
are not used to model or define the refinement or rewrite of an architecture. 

Hirmer and Mitschang [30] describe an approach to transform non-executable data 
mashup plans into an executable format by selecting an appropriate pattern and further 
parameters. This approach is based on rule-based transformations and focuses on data 
processing and integration scenarios. In contrast to our work, this approach uses prede-
fined modularized implementation fragments which are selected and scripted together. 

Amato and Moscato [31] present an approach for a manual formalization of patterns 
resulting in workflows and automatic verification of soundness. Contrary, the devel-
oper has to model or formalize the pattern by hand and cannot apply it automatically. 

Lehrig [32] and Lehrig et al. [33] introduce the architectural template (AT) method, 
which enables design-time analyses of quality-of-service properties of software sys-
tems based on reusable modeling templates capturing architectural knowledge. Con-
trary, their approach operates on existing architectures aiming the analysis of its behav-
ioral models, and, therefore architectural templates are embedded within the architec-
ture automatically. Nevertheless, the embedding of architectural templates can serve as 
a basis for the refinement and rewrite of architectural graphs. 

Saatkamp et al. [34,35] present an approach to automatically detect problems in re-
structured deployment models by formalizing the problem and context domain of ar-
chitecture and design patterns. This approach can be adapted and integrated within our 
approach to verify if a pattern is applicable to an architectural graph. Nevertheless, they 
do not apply patterns to a deployment model or use patterns to model or define the 
rewrite or refinement of an architecture of an application system. 
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Falkenthal et al. [36,37] introduce concrete solutions of patterns capturing imple-
mentation realizations, such as code snippets. Based on the selected concrete solution 
path, they further present a method to aggregate multiple concrete solutions into an 
overall solution. Contrary to our work, Falkenthal et al. do not operate on the structural 
view of conceptual architectures. Nevertheless, a pattern realization within an architec-
tural graph can be considered as a concrete solution, this indicates that the aggregation 
of concrete solutions is also possible within our approach. In future work we will in-
vestigate if their approach is applicable to the structural view of conceptual architec-
tures and if an aggregated application of patterns is a promising approach for our work. 

5 Conclusion & Future Work 

Up to this point, patterns have to be read, understood, adapted, and implemented for 
each use case manually. This procedure has to be integrated into the modeling process 
of architectures of application systems. Our approach eases the development and mod-
eling process of architectures by combining this process with the knowledge of proven 
solutions for recurring problems in terms of patterns. 
Within this work we introduced our approach to enable a refinement and rewrite of 
architectures based on selected patterns. Therefore, architectures are depicted as archi-
tectural graphs, with nodes representing components and edges representing connectors 
among the components of an architecture of an application system. Following a selected 
solution path, patterns are applied to the architectural graph successively. To achieve a 
coherent resulting architectural graph, patterns are only applied if their requirements 
are fulfilled, i.e., if the required possibly empty subgraph is present within the underly-
ing (basis) architectural graph. The modification of the architectural graph resulting of 
the application of a specific pattern is based on a modification fragment, which depicts 
a possibly empty graph to be embedded within the architectural graph, and on the local 
pattern operator, which defines how the modification fragment is embedded within the 
architectural graph. As a result, the architectural graph can be refined through the ap-
plication of patterns, i.e., components and connectors are added, or the architectural 
graph can be rewritten, i.e., already present components and connectors are exchanged 
or even deleted. Hence, our approach enables a pattern-based refinement and rewrite of 
application architectures by using graph transformation techniques. 

Within future work, we will formalize and further elaborate the presented approach. 
Furthermore, we will investigate, whether there are better ways to define the application 
order of patterns, for example, if an application order based on the required fragments 
or modification fragments of all patterns of the selected solution path are more effec-
tive. Additionally, we will consider the approach of Falkenthal et al. [36,37] to investi-
gate if an application of the aggregated patterns of the selected solution path is effective.  

Acknowledgements. This work was partially funded by the German Research Foun-
dation (DFG) project ADDCompliance (636503). 
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Abstract. In the arts and humanities, research applications play a central role in 
securing and presenting digital results. However, due to their steadily increasing 
number and their heterogeneity, it is difficult to ensure the sustainability and du-
rability of this kind of living systems from an organizational point of view. This 
paper describes a project for the preservation of specialized web-based research 
applications in the humanities. The SustainLife project investigates to what ex-
tent methods and technologies of professional cloud deployment and provision-
ing strategies can be applied to problems of long-term availability of research 
software as they are omnipresent in humanities data centers such as the Data 
Center for the Humanities (DCH) at the University of Cologne. Technological 
basis of the project is the OASIS standard TOSCA and the Open Source imple-
mentation OpenTOSCA, respectively, which was developed at the Institute for 
Architecture of Application Systems (IAAS) at the University of Stuttgart. In the 
course of the project selected use cases from the field of Digital Humanities (DH) 
will be modeled in TOSCA to be able to automatically deploy them upon request 
at any time. The TOSCA standard enables a portable description of the modeled 
systems independent of specific providers to facilitate their long-term availabil-
ity. The aim is to provide system components described in the use cases in a 
component library, as well as in the form of TOSCA-compliant application tem-
plates to make them available for reuse in other DH projects. 

Keywords: Living Systems, Sustainability, Research Software. 

1 Introduction 

The exponential growth and the increasing use of digital research data have a significant 
impact on the research process in the humanities. To take advantage of the benefits of 
digitization, appropriate infrastructure must be created that guarantees the management 
of research data, its permanent availability, and free access. The large number of scien-
tific recommendations, stocktakings, surveys, and institutional guidelines on the sub-
ject of research data, which have been published in recent years, are signs of increasing 
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awareness of the problem, political willingness to act, but also of a continuing need for 
action [18, 23, 7, 19]. Existing European and national infrastructure projects in the hu-
manities (e.g., CLARIN and DARIAH) as well as the establishment of subject-specific 
data centers such as, for example, the Data Center for the Humanities (DCH) of the 
University of Cologne (see http://dch.uni-koeln.de), have steadily improved the supply 
situation for research data. However, not all of the produced research results are actu-
ally made available for reuse or, respectively, are equipped for permanent availability 
in a highly dynamic digital world [20, p. 31, 23, p. 54]. 

Up to now, the discussion has mostly focused on information systems for the stand-
ardized storage and provision of primary research data. It is largely overlooked that the 
majority of the digital products in the humanities do not only consist of primary re-
search data, but are, above all, available in the form of research software. In fact, digital 
systems such as research databases, digital editions, digital presentation systems, inter-
active visualizations, and virtual research environments – to name only a few – repre-
sent an essential component of the research results, especially in the context of Digital 
Humanities (DH). Often, these are the actual bearers of information content or, respec-
tively, of the added value of the scientific output provided in the project [22]. A sus-
tainability policy that falls back onto the separation and archiving of the primary data 
alone inevitably leads to the loss of information, and in the worst case reduces the sci-
entific benefit to zero [1]. In contrast to traditional forms of securing results, published 
books for instance, the permanent maintenance, support and provisioning of such “liv-
ing systems” [21] continues to be a major technical, organizational, and thereby ulti-
mately financial challenge. While it is comparatively easy to preserve data sets of pri-
mary research data in data archives for posterity, living systems are part of a digital 
ecosystem and must regularly adapt to it, e.g., in the form of updates. 

1.1 Problem Statement 

Humanities data centers face the challenge of preserving an unknown, potentially un-
limited number of research software, in order to assure their availability on a permanent 
basis. Internal evaluations from the consulting activities of the DCH at the Faculty of 
Arts and Humanities of the University of Cologne show that more than one third of all 
inquiries aim at the creation of individual research platforms [1]. In a survey on research 
data among the scientific staff at the Faculty of Arts and Humanities conducted in 2016, 
62% of the respondents said that they need support for their running applications [11]. 
It is therefore all the more surprising that there have been only few dedicated studies so 
far on the exact nature of these living systems. Wuttke et al. [22] found that “research 
data types” in humanities can be categorized into three types of applications, namely 
(i) digital editions, (ii) databases, and (iii) interactive visualizations [22]. A systematic 
survey of all humanities research applications is still missing, both in the general re-
search landscape and at the Faculty of Arts and Humanities. Not only a high methodo-
logical diversity is to be expected, but also a considerable diversity of the technologies 
used. 

This heterogeneity is a major challenge for a sustainable conservation strategy. Re-
search applications are by no means static objects, but are subject to continuous change. 
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For example, many applications are platforms that accept user input and, thus, con-
stantly change their database. Browser updates and changes in usage habits can make 
certain components unusable or obsolete and, thus, trigger the need for a serious code 
revision. Vital security updates regularly require actions to be taken and can result in 
cascades of further updates and software adaptations. To ignore continuous mainte-
nance may save costs in the short term, but seriously increases the problem in the me-
dium and long term. Experiences from the “LAZARUS Project” carried out at the DCH 
in 2013-2015 show that applications that remain without maintenance for a longer pe-
riod of time can only be revitalized at a great expense of resources [6]. 

Furthermore, data centers are confronted with the dilemma that limited project du-
rations make permanent operation significantly more difficult from an organizational 
point of view. This is particularly fatal in humanities, where often a different measure 
of sustainability is applied than in the comparatively fast-moving natural sciences. The 
institutional provision of research data for a few decades fulfills the purpose of verifia-
bility and reproducibility in the sense of good scientific practice; but for the provision 
of cultural heritage objects, a time limit does not even make sense. Even if a shutdown 
cannot be avoided for safety or cost reasons, it must at least be ensured that the appli-
cation and the data basis are archived in a way that they can be restored loss-free and 
reusable at any time. 

1.2 Key Challenges 

In summary, we see the following challenges in connection with living systems, that 
have to be addressed to establish a strategy for their sustainable preservation: 

1. So far there is no overview of the overall landscape of research applications in the 
Digital Humanities, which is a necessary prerequisite for dealing with the problem.  

2. A quick analysis of use cases from the field of DH shows a wide range of technolo-
gies and methodological approaches. In contrast to large commercial information 
systems, the field of DH is characterized by a great number of smaller, highly heter-
ogeneous software solutions, which are all equally subject to the problem of “soft-
ware aging” [17]. 

3. The exposure of these technologies to the Internet is inherently associated with con-
tinuous development efforts, e.g., to keep the systems permanently available through 
security updates. 

4. However, funding for long-term software maintenance is usually very limited. 
5. If a service is not needed anymore, its current application state must be stored so that 

it can be reinstated in the same state upon request during the next provisioning. Both 
concepts are currently missing. 

6. Starting (research) applications ten years after their last successful provisioning, e.g. 
to verify the research results, does not work in most cases. Especially, if the under-
lying infrastructure has changed to current state-of-the-art components because of 
security and availability issues. 
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2 The SustainLife Project 

Against the background of the challenges described above, the Institute for Architecture 
of Application Systems (IAAS) of the University of Stuttgart and the Data Center for 
the Humanities (DCH) of the Faculty of Arts and Humanities, University of Cologne, 
started the joint project “SustainLife” in March 2018, funded by the DFG under the 
funding line “Scientific Library Services and Information Systems” (LIS) for a period 
of three years. The project develops solutions based on the OASIS standard TOSCA 
[14, 16]. TOSCA provides a portable description of IT systems in the form of models 
to automate their provisioning and management which is described in more detail in 
Section 2.1. This enables the creation of adaptable and future-proof software architec-
tures. In the following sections 2.1 and 2.2, the technical basis (TOSCA and Open-
TOSCA) of the project is explained in more detail. The main objectives of the project 
are then described in Section 2.3, followed by the projects’ methodology in Section 2.4. 

2.1 TOSCA 

The Topology Orchestration Specification for Cloud Applications (TOSCA) [14, 15, 
16] is an OASIS standard for modelling, provisioning, and managing cloud applications 
in a standardized and provider-independent way. In TOSCA, a cloud application or 
service is modelled in a “Service Template”. Inside a Service Template, the “Topology 
Template” describes the service’s topology as a directed multigraph, whereby the nodes 
are represented by “Node Templates” and “Relationship Templates” detail the edges. 
Underneath, TOSCA defines a type system defining common properties and attributes 
in “Node Types” and “Relationship Types” respectively. For example, a web applica-
tion written in PHP may be hosted on an Apache webserver which itself is hosted on 
an Ubuntu virtual machine. Therefore, three Node Types, “web-application”, “Apache-
server”, and “Ubuntu-VM”, as well as the “hosted-on” Relationship Type must be 
available. A Service Template describing this application will contain three Node Tem-
plates, “app”, “webserver”, and “VM”, and two Relationship Templates modelling the 
relationship between the app and the webserver, as well as the webserver and the virtual 
machine – where each template is an instance of the respective type definition. 

In general, TOSCA provides various extensions and mechanisms for modeling, pro-
visioning and managing any type of software component. In addition, existing technol-
ogies, such as container systems like Docker, can be seamlessly integrated. TOSCA is 
therefore not a competitive approach to existing technologies, but a way to combine 
them [12]. However, in contrast to Docker and Kubernetes, TOSCA enables the de-
ployment of arbitrary software components such as legacy software [12].  

To automatically deploy, provision and manage the modelled service, TOSCA de-
fines a self-contained archive called “Cloud Service Archive” (CSAR) which contains 
the Service Template, all Node Types and Relationship Types, as well as all required 
software artifacts, scripts, and binaries required for provisioning. A TOSCA runtime 
environment can consume a CSAR to automatically deploy and instantiate the enclosed 
application. For provisioning a service, TOSCA supports both, declarative and imper-
ative [8] deployments using plans like BPMN4TOSCA [9]. 
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2.2 OpenTOSCA 

In a series of research projects, the University of Stuttgart has developed the Open-
TOSCA ecosystem – an open source implementation for the TOSCA standard, which 
will be adapted to the specific needs of the DH and which will form the basis for the 
modelling of use cases within the SustainLife project. The OpenTOSCA ecosystem 
includes (i) the modeling tool Winery, which enables the creation of TOSCA-based 
application models [10], (ii) the runtime environment OpenTOSCA for automated pro-
visioning and management of the modelled applications [4], and (iii) the self-service 
portal Vinothek [5], which lists all applications installed in the OpenTOSCA container 
and serves as a graphical interface to the user. 

In a first publication by Breitenbücher et al. [3] it was already shown that the TOSCA 
standard is generally suitable for assuring the digital sustainability of research results 
[3], as research applications, which are packaged in CSARs, can be executed years later 
by a TOSCA runtime environment. However, there is currently no possibility to update 
the service’s components. If a component must be exchanged because of security is-
sues, or because it is not available anymore, the CSAR may no longer be deployable. 
This currently limits the use of CSARs for living systems. 

2.3 Objectives 

The overall goal of the project is to improve the sustainability of living systems in the 
Digital Humanities. Against the background of the technological requirements associ-
ated with the TOSCA standard, the subordinated goals of the project result directly 
from the challenges described above: 

1. Our first goal is to provide a systematic overview of the field of DH that goes beyond 
previous literature, particularly in the area of technological and methodological clas-
sification employed in the software artifacts. 

2. Investigating the multitude of possible solutions, a set of key components that are 
frequently used and that consequently have high potential for synergetic effects will 
be identified and modeled in TOSCA artifacts. 

3. The project extends the OpenTOSCA ecosystem to include application templates, 
component types, and to implement additional management functionalities which 
provide standardized operating and maintenance solutions for these components, 
e.g., applying (security) updates or software patches. 

4. Additionally, concepts are needed which are able to “freeze” and “defrost” an appli-
cation to ensure that they can be reinstated in the same application state as they were 
decommissioned. 

5. We expect this to reduce maintenance costs and will evaluate this expectation on the 
basis of selected use cases. Gained experiences and best practices will be fed back 
to the community, e.g., in workshops and publications. 
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2.4 The Sustainability 

To achieve these goals, it is essential to first obtain an overview of the specific needs 
of living systems in the Digital Humanities in detail; for example, which technologies 
are actually being used and how can they be automated to a greater extent using the 
TOSCA standard. This is meant to give a general idea of the technological needs and 
the potential of the methodology in the context of real use cases. Based on this require-
ment analysis, a set of concrete use cases is selected and a concrete implementation 
plan is created for each of them. 

On the basis of the concrete use cases, frequently used key components with great 
synergetic potential, typical application structures and central maintenance tasks are 
identified. First, the components fundamentally required to implement the selected use 
cases – such as web servers or operating systems – are modeled using TOSCA in order 
to use them for automated provisioning and sustainable maintenance. For example, the 
Spring framework, and various databases such as MongoDB, have to be deployable by 
the OpenTOSCA ecosystem. The components can then be used in further use cases and 
are intended to simplify future application developments, as they can be reused when 
modelling other applications in TOSCA. 

For automated provisioning and maintenance of applications using TOSCA, associ-
ated models describing the structure of the application must be developed. This is done 
in close cooperation with the use case partners. In the process of modelling the use case 
applications, the expenses incurred and savings made are recorded, e.g. which problems 
occur and which requirements still exist, so that these can be processed further in the 
further course of the project. 

To facilitate an easier application development using TOSCA and, respectively, the 
description of existing applications in TOSCA, model templates are developed which 
can be reused as a basis. For this purpose, the use cases are analyzed for typical appli-
cation structures and corresponding models are created. For example, a common pattern 
for web applications is to use LAMP-based technologies that use Linux-based operat-
ing systems to run Apache web servers and MySQL databases to run 
PHP/Perlin/Python-based applications. Common structures of this kind should be cov-
ered by the templates. The aim of these model templates is therefore to develop new 
applications efficiently and with little effort using TOSCA and the OpenTOSCA eco-
system and to maintain them with the help of the management concepts developed in 
this project. In addition, a number of further extensions of the OpenTOSCA ecosystem 
are necessary for their modelling, which will be carried out in the further course of the 
project. These are explained in section 4. 

3 Use Cases 

Up to this stage of the project, four potential use cases were selected for the project as 
examples of “living systems”, all originating from the Faculty of Arts and Humanities 
of the University of Cologne. The selected use cases illustrate the diversity of the tech-
nologies used and the high degree of methodological and content-related specialization 
that is typical for the DH research community. 
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3.1 Digital Romansh Chrestomathy 

Our first use case is the “Digital Romansh Chrestomathy” (DRC, see 
http://www.crestomazia.ch), which contains typical DH technologies like XML as well 
as very specific tailor-made system components. It is therefore a representative for most 
DH software components, as it combines several different problems existing in com-
mon DH software. The DRC was a DFG-funded cooperation project of the Department 
for Linguistic Information Processing and the University and City Library of Cologne 
between 2009 and 2011. The aim of the DRC project was to create a text corpus based 
on Caspar Decurtins' “Rätoromanische Chrestomathie” (RC). With its approximately 
7,500 pages of text from four centuries and the coverage of the five main idioms, the 
RC is considered the most important collection of texts for the Romansh language. The 
project implemented a virtual research environment consisting of an Eclipse-based ed-
itor and a XML database, as well as a portal page for searching the texts [12]. There are 
still active users of the editor who contribute corrections and comments, and the search 
functionalities are also still in use. Since project completion in 2011, the application 
had to be adapted several times to ensure its usability. 

Technologies (selection): Eclipse-RAP, eXist-db, Java, SCALA 

3.2 Digital Averroes Research Environment 

The “Digital Averroes Research Environment” (DARE, http://dare.uni-koeln.de) is a 
digital research platform of the Thomas Institute of the University of Cologne. The aim 
of the portal is to make the complete work of the philosopher Averroës publicly acces-
sible. In recent years, a large number of manuscripts and print editions have been dig-
itized, scientifically encoded on the basis of the TEI XML standard, and were published 
via the DARE portal. The current DARE platform uses the Oxygen XML-editor for 
data input and provides a custom search implemented in Free Pascal and XSL-
generated visualizations. In the future, the DARE web application will not only provide 
a search and research functionality, but also the possibility to annotate the published 
material by external users. The application is currently being refactored to provide a 
browser-based user interface based on state-of-the art web technologies. 

Technologies (selection): XSL, Free Pascal, Oxygen, Express-js, Nodejs, MySQL 

3.3 Vedaweb 

Subject of the cooperation project “VedaWeb” (see http://vedaweb.uni-koeln.de), in-
volving the department of Linguistics, the Cologne Center for eHumanities (CCeH) and 
the Data Center for the Humanities (DCH) is a web-based platform for the linguistic 
research of old Sanskrit texts. VedaWeb will make it possible to view the texts in digital 
format as well as to search through them based on lexical and corpus linguistic criteria. 
The project builds upon the Rigveda, one of the oldest and most important texts of the 
Indo European language family which was composed in Vedic i.e., the oldest form of 
Sanskrit in late second millennium B.C. In the course of the project, various research 
and analytical tools will be developed and integrated into the VedaWeb platform; for 
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example, a combined search function according to linguistic parameters (lemma, word 
forms, morphological and metrical information), access to various translations and 
commentaries, as well as the possibility to export retrieved texts in TEI format accord-
ing to user defined criteria. Of central importance is the linking of the text to the Digital 
Sanskrit Dictionaries Cologne (see http://www.sanskrit-lexicon.uni-koeln.de), which 
are hosted by the CCeH. 

Technologies (selection): Spring.io, elasticsearch, mongoDB, Javascript, TEI 

3.4 German Early Cinema Database 

Our fourth use case is the “German Early Cinema Database” (see http://ear-
lycinema.uni-koeln.de), which is maintained by the Institute of Media Culture and The-
atre at the University of Cologne. The German Early Cinema Database contains data 
related to film supply, distribution, exhibition and reception in Germany between 1895 
and 1926. The database consists of four parts: (i) approx. 5,000 texts on early cinema 
in Germany between 1895 and 1914, from a wide selection of non-film sources, like 
specialist journals and general newspapers. (ii) Information on itinerant and fairground 
cinemas in Germany and neighboring countries between 1896 and 1926. (iii) Infor-
mation on approx. 45,000 films available on the German market between 1895 and 
1920 (irrespective of their country of origin). (iv) A sample of film programs from 1905 
to 1914, mostly from permanent cinemas compiled from the newspapers of nine Ger-
man cities of different regions and sizes (approx. 1,200 programs from approx. 100 
cinemas, containing approx. 3,800 different films). The implementation is based on a 
combination of CakePHP and MySQL. Due to the age of the application, the technolo-
gies used are no longer supported by the local data processing center in cologne. Since 
the German Early Cinea Database is an absolutely unique resource for this type of in-
formation, it is a typical example to illustrate the need to preserve this kind of applica-
tions. 

Technologies (selection): CakePHP, MySQL, JavaScript 

4 Work Packages 

Existing work in the TOSCA environment already contributes to the goal of modelling 
and preserving applications for an instantiation after several years. However, most of 
the work did not consider living systems and their resulting requirements. During the 
SustainLife project, we want to address these requirements and extend the Open-
TOSCA ecosystem as depicted in Fig. 1. The already existing components Winery and 
OpenTOSCA Container will be extended by the green elements in the respective work 
packages (WP) during the project. While boxes describe extensions to the software 
components, cylinders represent repositories containing, for example, the artifacts 
which are describing the aforementioned use cases in TOSCA. The work packages 
wrapping the planned extensions are described in the following sections. 
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Fig. 1. Work plan of the SustainLife project 

4.1 Development of Templates for Typical Use Cases (WP1 & WP2) 

TOSCA depends on a generic type system enabling the reuse of recurring components 
like webservers, operating systems, or messaging middleware. Within the first two 
work packages, we will identify the components with the highest synergetic effects and 
model them as TOSCA artifacts to enable their automated provisioning using the Open-
TOSCA Container. Examples for components which were already identified in the pre-
sented use cases are an Ubuntu virtual machine, Java runtime environments, and several 
types of databases like MySQL and mongoDB. 

4.2 Versioning of TOSCA Models (WP3) 

Living Systems are subject to constant changes. Webservers, for example, must be up-
dated or even exchanged regularly. Furthermore, if an application is deployed ten years 
after its last successful provisioning, many components will be outdated and should not 
be used because of, e.g., security or legal issues. Most of these changes are required 
because new security issues become public and need to be fixed to ensure that no at-
tacker can gain access to the server or the data. Therefore, a versioning concept for 
TOSCA models is required to maintain an overview over all available versions of the 
components modeled in TOSCA. Since there is no versioning mechanism for TOSCA 
available yet, we will work on an approach in the context of the SustainLife project.  
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Besides the management of security updates and patches, versioning of TOSCA ar-
tifacts is also required in a more general sense. For instance, it is an important prereq-
uisite to track the evolution of a component over time. By comparing different versions 
of a service or component, it is possible to reproduce the performed steps and modifi-
cations. Beyond that, versioning also yields the possibility to maintain multiple service 
architectures of a single application. For example, if a service was designed to run on a 
local infrastructure in one version, another version can describe the topology in a public 
cloud setting. 

4.3 Modification of Management Functionality (WP4) 

Currently, TOSCA supports two kinds of implementing management functionality: (i) 
management operations at Node Types, and (ii) separately defined management plans. 
In TOSCA, every component type can define custom management functionality by de-
fining management interfaces providing different operations. For example, TOSCA de-
scribes a lifecycle interface with the operations install, configure, start, stop, and unin-
stall [15, 16]. The operations can be implemented, for instance, by shell scripts per-
forming the desired operation. More complex management functionality can be de-
scribed and executed by management plans. The process of provisioning a whole ser-
vice can be modeled with a management plan describing every step of the process 
which can be executed automatically by a TOSCA runtime. OpenTOSCA’s Winery 
supports both flavors and is able to generate management plans for the provision and 
termination of an application [2]. 

There is one major constraint, however: all management functionality must be 
known at modelling time. While the installation of security updates is a known func-
tionality which can be considered during modelling time, new and unforeseen manage-
ment operations cannot be added during runtime which is a requirement coming from 
the living systems to remain sustainable. Therefore, we want to set our research focus 
in work package four on developing concepts to extend the management functionality 
of software components during their runtime. 

4.4 Concepts to Reinstate Terminated Applications (WP5) 

In the context of living systems, there is the requirement for stopping and reinstating 
applications at any subsequent point in time. In this context, the Digital Romansh 
Chrestomathy (DRC) presented above serves as an example. The DRC service provides 
a web-based editor building upon the Eclipse-RAP framework enabling users to correct 
the digital version of the Romansh Chrestomathy. After the remediation is completed, 
the editor should still be available for documentation purposes. Since the editor may 
not be used for some time, it should be possible to stop the application and reinstate it 
in the same application state to save computing resources and consequently costs. To 
achieve this, the application state of the DRC service must be stored and recovered 
during reinstatement. 

Currently, neither the OpenTOSCA ecosystem, nor other cloud management sys-
tems supporting the TOSCA standard provide a functionality for saving and restoring 
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the application state of services which are modeled and instantiated using TOSCA in a 
generic way. Consequently, the fifth work package in SustainLife is dedicated to the 
development of concepts and functionalities to support freezing and defrosting of state-
ful services using TOSCA and especially the OpenTOSCA ecosystem. 

5 Summary 

During the SustainLife project we want to focus our research towards supporting living 
systems in the Digital Humanities using TOSCA. The overall objective of the project 
described here is to develop generic concepts for standards-based operation and mainte-
nance solutions and to implement them for specific components and application struc-
tures in a way that they can find practical application in humanities data centers like the 
DCH. One major shortcoming we want to address is that CSARs should still be deploy-
able ten years after their development. Therefore, approaches to freeze and defrost 
whole applications, as well as updating used components to state-of-the-art ones, will 
be in the focus of our research in SustainLife. Findings and best practices from the 
project are prepared in a way that solution models can be transferred to partners and 
other data centers, and are communicated to the scientific public community through 
workshops and publications. 
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Seamless interoperability to share functions between Internet of Things (IoT) compo-
nents is the key for building complex IoT system landscapes supporting novel and com-
prehensive applications [1]. Uniform data formats and communication standards, which 
can be understood by any involved component, are the prerequisites for such a seamless 
interoperability [1][2]. However, the domain of IoT is very versatile and heterogeneous 
from an application and technical point of view [1][3], which inevitably leads to a va-
riety of different and often incompatible communication standards and architectural 
proposals [2][3]. To make matters worse, there is usually no consensus among manu-
factures of IoT-enabled products regarding a uniform communication standard and pro-
prietary protocols and formats are used to isolate their own devices form extensions and 
communication scenarios with products from other manufactures [3][4]. Developers 
and system integrators of IoT-enabled devices and components are faced with the im-
mense challenge of integrating these heterogeneous components in a uniform system 
landscape such that the previously postulated seamless interoperability is enabled. In 
practice, either an IoT platform supporting as many different communication standards 
and formats as possible for all involved components (so-called pre-integrated solution) 
is used or a solution (e.g. a middleware) allowing adaptations to the respective commu-
nication standards is chosen [3]. However, an unconstrained interoperability cannot be 
achieved with either approaches, since the first approach (pre-integrated solution) limits 
interoperability to a few supported standards and the second approach only extends this 
limit by manual adaptation, which is expensive and time consuming [5], but does not 
completely eliminate it.  
 
Motivated by the finding that an unconstrained interoperability between IoT compo-
nents cannot be solved neither by a universal communication standard, because the re-
quirements are too versatile due to the high degree of fragmentation of the domain of 
IoT, nor by manual adaptation, a new approach is introduced called Smart Interopera-
bility.   

 
Smart Interoperability automates the adaptation of different communication standards 
of IoT components at runtime and enables interoperable systems in heterogeneous IoT 
environments. It follows the approaches of a universal IoT communication standard 
and the adaptation of protocols by generating a communication model between two 
heterogeneous IoT components at runtime. The individual aspects of communication 
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between two heterogeneous components are recognized at runtime by applying Ser-
vice Discovery techniques. Afterwards, the individual communication model is gen-
erated by combining a known set of universally valid basic primitives for communica-
tion and interaction in IoT. All steps should be performed automatically such that in-
teroperability is achieved completely autonomously.  
 
The ongoing research focuses on the identification and modelling of basic primitives, 
the autonomous adaptation of communication such that a communication model based 
on these basic primitives can be constructed at runtime as well as adapting Service Dis-
covery techniques to the concept of Smart Interoperability.  
 
This poster abstract presents the intended concept of Smart Interoperability. Further-
more, it amplifies existing approaches for autonomous adaptation of communication 
protocols and service composition as well as examines approaches for the identification 
of basic primitives based on design patterns. 
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Data centers are responsible for 14% of the global IT energy footprint . Inside a

data center, the ventilation and cooling accounts for 50% of the energy consump-

tion, servers and storage account for 26%, followed by power conversion losses

(11%), network hardware (10%), and lighting (3%)[1] . To meet sustainability

goals, data centers have to increase their e�ciency, especially when considering

that data centers account for 1-2% of the world’s energy consumption.

The NextGenSmart DC project aims to improve the overall e�ciency of data

centers by taking advantage of the Internet of Things (IoT) principles. The con-

sortium of NextGenSmart DC is formed by key industrial players Cognizant (the

second largest IT company in India) and Shell (the Anglo-Dutch major gas/oil

company), and established research institutions in India (Institute for Develop-

ment and Research in Banking Technology) and The Netherlands (Distributed

Systems, University of Groningen). The central research question is: can a com-
bination of large-scale distributed sensors with the IoT approach and machine
learning deliver a competitive and feasible solution to manage (and then design
the next generation of) utility (energy, water, waste) systems for data centers.

First, we have identified the metrics and key performance indicators that

are applicable to data centers [2]. These metrics have been divided into the

following categories: energy e�ciency (33 metrics), cooling (8), greenness (12),

performance (19), thermal and air management (17), network (10), storage (8),

security (20), and financial impact (11). For each of the 130 metrics, we determine

the unit, the objective (e.g. maximize), the optimal value of the metric, and

the category on which the metric operates. The category refers to the level

on which the metric operates: facility, IT equipment, server rack, or individual

server. Selecting the correct metrics, and continuously monitoring those metrics,

in order to optimize e�ciency, is important in order to meet goals outlined by

key performance indicators.

The quantity of data that can potentially be collected from a data center is

enormous. Especially considering that there are 130 di↵erent metrics on which

to evaluate a data center, each requiring multiple data sources as input. For

example, the Data Center Performance Per Energy (DPPE) metric depends on

4 other metrics, which each depend on two data sources, requiring 8 data sources

to evaluate the DPPE metric. The problem becomes even more striking when

?
The presented research is funded by the Netherlands Organisation for Scientific

Research (NWO) in the framework of the Indo-Dutch Science Industry Collaboration

programme with project NextGenSmart DC (629.002.102).
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metrics on individual server level are evaluated, as there can be many thousands

of servers in a data center. To collect data from all data sources would require a

large scale deployment of IoT devices. We have designed and developed an IoT

middleware capable of processing large quantities of data in real-time, using a

stream-based approach to service-oriented computing, relying on data sources,

transformations, and data sinks, in order to define data streams.

To evaluate our IoT middleware in the context of data centers, we have

deployed our solution to a small-scale high performance computing cluster con-

sisting of 165 servers. From each server, 13 metrics are collected, bringing the

total to 2145 metrics. Each metric is collected every 10 seconds, resulting in 18

million new data points per day. Over a period of 5 months, the data set has

grown to 2.5 billion data points. We identified the correlation between metrics,

utilizing the metrics with a strong correlation to build new models of the servers.

Including models which determine the CPU thermals, and models which deter-

mine the load of a server, merely by measuring environmental factors external to

a server. The root-mean-squared error (RMSE) of the thermal models is between

3 and 4 degrees Celsius, whereas the RMSE of the load models is between 7 to 8

percent. These models can be used to optimize load and thermal characteristics

of a data center. Data from an additional 100 servers is currently being collected.

Our preliminary results highlight the potential of deploying IoT in data cen-

ters. We have analyzed 130 metrics, and surveyed 7 data centers. Based on

this analysis we have determined the need for a streaming-oriented IoT mid-

dleware in order to achieve real-time processing and monitoring of all possible

data streams within a data center. We have evaluated our IoT middleware on

a high performance computing cluster, and uncovered interesting correlations

between metrics that allowed us to define thermal and load models. Based on

our preliminary results, we identify multiple directions for future research:

– Define an ontology of data center metrics, for which each unique data source

can be defined and cross-metric correlations can be discovered.

– Design custom IoT-based hardware to collect even larger quantities of data

from within the data center.

– Enable the automatic composition of streaming data sources to enable dy-

namic and real-time composition.

– Improve existing data center simulators by including environmental metrics

and models which are grounded on real-world data.

– Explore the potential of automated planning and scheduling to optimize the

e�ciency of data center cooling based on thermal models.
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� Motivation

Since the invention of the blockchain technology in ���� [�], interest in this rather
new technology has grown rapidly. Initially invented as a solution for decentral-
ized payment systems without a central authority, the blockchain technology has
evolved. Most blockchain implementations are similar from a high-level perspec-
tive: They have a build-in cryptocurrency and operations within the blockchain
are paid via this cryptocurrency. So-called smart contracts enable participants to
deploy and execute code on top of a blockchain.

The possibilities of such a decentralized system draw the industries atten-
tion: (�) blockchains might make intermediaries in several processes superfluous.
Without a man in the middle, processes might be faster and cheaper, (�) when
transferring business processes to smart contracts, one could automate many
still manual processes. Unfortunately, most famous blockchains, such as Bitcoin
and Ethereum [��], do not fit the needs of the industry. These blockchains are
too slow in terms of handling transactions per second. Data privacy and the
realization of data protection laws is a problem, as data stored in the blockchain
is typically public.

In order to solve these problems, the Linux Foundation runs the Hyperledger

Fabric project. Hyperledger Fabric (or short Fabric) is a permissioned, pluggable
blockchain solution without a built-in cryptocurrency [�]. It is designed for usage
in inter-company and inter-country applications. Hyperledger Fabric provides
solutions for the above mentioned issues: (�) it adds a certain degree of centraliza-
tion to the blockchain and makes parallel execution of transaction possible. Thus,
Fabric has a significantly higher transaction throughput than other blockchains,
e.g., it is ��� times faster than Ethereum. (�) Fabric introduces the concept of
channels to allow companies to handle their private data easily and to implement
the requirements of data protection laws.

At first glance, Fabric seems to provide the desired security properties, such
as the common prefix property, persistence, and liveness as introduced by Garay
et al. [�]. Other security notions, such as the chain-quality property, may not be
applicable to Fabric because blocks are “cut” (generated) by special, normally
trusted network participants.

There is no formal analysis or model of Hyperledger Fabric. As, e.g., Gazi
et al. showed in [�], only small mistakes in the construction of a blockchain
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protocol can lead to an insecure protocol. Especially in the presence of corrupted
participants, one wants to know which security guarantees one can give. Only a
rigorous security analysis shows whether the construction of a blockchain system
is secure.

� Research Plan

The goal of this research is to model Hyperledger Fabric in one of the common
models for security analysis of cryptographic protocols, the UC model by Canetti
[�] or the IITM model by Küsters et al. [�], and formally prove that Fabric is
secure. Most of the formal analyses of blockchains protocols, such as [�], [�], [�],
or [�], use the UC model. However, the UC model has several technical problems
that, e.g., invalidate the composition theorem. Therefore it is preferable to use
the simpler, more general, and formally sound IITM model.

The following steps are planned:

Step �: Determine the most important configuration of Fabric in industry.
Especially the selection of the used consensus algorithm and the so-called en-

dorsement policy (which defines the rules “who” executes a transaction) have a
direct impact on how to model Fabric.

Step �: Devise a model of the selected configuration. Prepare an appropiate,
realistic attacker model which captures the expected capabilities of an adversary
in the context of Fabric.

Step �: Analyze and adapt the above mentioned security notions for Fabric.
Investigate whether the chain-quality notion is applicable for Fabric. Develop a
useful security notion to measure the power of an adversary if chain-quality does
not fit.

Step �: Prove security of Fabric under realistic assumptions, and possibly
propose fixes if necessary.

Step �: Generalize the developed model and try to cover the pluggable design
of Fabric. Extract requirements for the di�erent Fabric components, which are
necessary to provide security.

Acknowledgement. This research was partially funded by the Ministry of
Science of Baden-Württemberg, Germany, for the Doctoral Program “Services
Computing”.�

Keywords: Hyperledger Fabric, Formal Security Analysis, Blockchain, Smart
Contracts
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Abstract. Blockchains are a technique for managing transactions in
trustless distributed systems and target among other domains new mar-
kets for enterprises. At present, there is limited support for trustworthy
K/V-Stores for clients of nodes in blockchain networks. Furthermore,
mixed workloads from blockchain network and enterprise systems re-
quire full support of storage, schema and indexing of blockchain data in
K/V-Stores. However, there is at best a partial match between the char-
acteristics of current data structures and the properties of blockchain
and enterprise workloads. We claim that Partitioned B-Trees represent
an appropriate scalable data and indexing structure, which fits well these
properties on modern hardware technologies, due to its flexible partition
management, single index structure and multi-version capabilities.

Keywords: Blockchain · Enterprise Workload · Data Structure.

1 Blockchain Network

Blockchains receive growing attention as a possible technology for Distributed
Ledgers. The logical data organization in blockchains is a backward linked list
of blocks, which contain encrypted transaction data. A blockchain network con-
sists of several nodes, over which the blockchain is synchronized. On every node,
a blockchain network client is implemented [1–4]. Clients implement and are
responsible for operations interacting with the network. K/V-Stores are the
backbone of clients and manage blockchain (meta) data. Businesses include
blockchain data in their evolved enterprise systems [6].
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Fig. 1. Architecture of Nodes in a Blockchain Network for Enterprise Systems
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In Fig 1(a), the enterprise systems interact with the blockchain network by
messaging services to a node network client. A K/V-Store maintains meta data
and few indexes (cf. [1–4]). Data in blocks is separated from the K/V-Store.
Current architecture on nodes, separation of indexes and data, as well as format
conversions for messaging services, result in stagnation of business processes and
management decisions, due to high latencies on data gathering. Including the
K/V-Store in enterprise systems as a database (depicted in Fig. 1(b)) minimizes
format conversions and latencies, because all data is managed by the K/V-Store.
Required data can be directly accessed by the enterprise systems. Therefore, a
flexible data and indexing structure is required, that is able to e�ciently manage
all blockchain data in ”Logical Blocks” and scale on modern hardware.

A data and indexing structure has to consider characteristics of blockchain
data. Uniformly distributed hash values of blockchain data are stored in blocks.
Hashes refer to real accounts, transactions and smart contracts, which are ap-
pended all at once in a block. Each block is analogous to a version state in the
Distributed Ledger, whereby data is ordered by processing time. Blocks retain
consensus and store immutable data. Recently appended blocks may be rejected
by the network and if so their data becomes invalid. Unspent transactions are not
immediately added to the blockchain, but have to be validated and eventually
processed next. Smart contracts probably contain analyzable data.

2 K/V-Store Data and Indexing Structure
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Fig. 2. Structure of a Partitioned B-Tree

Partitioned B-Trees (PBT) [5] en-
able flexible partition management
in a common index structure by
prepending a partition number to
each record. Updates are absorbed
by a mutable partition in main
memory [7]. Further complexity
(bulk loads of block data, unspent
transactions, multi-version capabilities for performance gains in mixed work-
loads [8], etc.) can be handled by maintaining additional mutable in-memory
partitions [5], which are conditionally merged in further steps. For instance, par-
titions, which contain data of rejected blocks, can be cropped from the index
with low e↵ort, what solves maintenance problems outlined in [9]. Immutable
partitions are results of evictions from main memory to secondary storage media
in a beneficial sequential write pattern [7]. Version ordering of blockchain data
buoys for fast look-ups in partitions, which can be also reorganized in merge
operations and ”Cached Partitions” for query optimization or switches in work-
loads. Furthermore, a common index structure, partition skipping techniques,
asymmetry in semi-conductors and near-data-processing approaches guarantee
acceptable look-up performance. PBTs scale well on modern hardware and their
capabilities facilitate the performant architecture for blockchains and enterprise
systems, which is depicted in Fig. 1(b).
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Abstract. The emerging topic of Internet of Things (IoT) allows novel kinds 
of applications and process support in many domains leading to radical 
innovations but also reveal problems to currently existing systems, 
infrastructures and working processes. This work describes a twostep 
approach to investigate possibilities for interaction concepts in combination 
with display technologies for the sterile supply process in clinics. First, it 
describes an underlying central application platform for integrating existing 
devices, services and data sources. Building on top of this interoperability 
layer, new application and interaction concepts are defined that are 
iteratively engineered with end-users to ensure appropriateness and 
acceptance for the final system design. 

Keywords: Interoperability · Smart Glasses · Sterile Supply Process · Digital 
Hospital 

1 Objective and Challenges 

In the sterile supply process, it is important for multiple data sources, devices, and 
user roles to work hand in hand. Establishing interoperability is challenging due 
to proprietary APIs, data formats as well as established, partially legacy, software 
systems that are in productive use. In order to support working processes by 
providing currently needed and relevant information, a common communication 
layer needs to be created, which is open and flexible enough to allow the 
integration of new systems and data formats. After this communication layer is set, 
new concepts for supporting the working processes can be investigated. Apart 
from the technology-driven requirements, established ways of working which 
foremost affect humans and their work at hand need to be understood and taken 
into account for new designs and ideas. Only an iterative, user-centered design 
approach gives room for understanding user needs and practices. Based on gained 
application knowledge, new rapidly prototyped solutions can emerge. This way, 
the final design has very high chances for user acceptance and improvement in 
everyday work. 
 

Interoperability as Basis for Novel Interaction 
Concepts in the Sterile Supply Process
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2 Step One: The Underlying Information Layer 

The overall system’s architecture makes use of the LinkSmart® [1] Middleware, 
which allows for rapidly connecting devices and data by offering REST and MQTT 
APIs. Hardware used for cleaning and sterilizing surgery goods in combination 
with hospital management systems can easily be integrated by offering a 
corresponding interface to LinkSmart®. Any application that allows visualization 
and interaction will now be able to access information by either subscribing 
indirectly and/or publishing to an MQTT broker, or directly by accessing the 
responsible resource via REST. In the latter case, the resource’s address will be 
obtained using a service catalog offered by LinkSmart®. A general overview of the 
described information layer is presented in Fig. 1. 

 

Fig.1. Sample architecture demonstrating the integration of devices, services and software 
using LinkSmart® as an information layer and application platform. Devices are integrated 
using a dedicated adapter. Following this approach, also various interaction devices can get 
access to the system. 
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3 Step 2: User-Centered Application Engineering 

In parallel to the completion of step one, relevant use cases were identified by 
following a user-centered design approach. With the help of end users, visiting 
facilities and given the possibility to watch and learn from ”living” processes in a 
normal working environment, different user roles, tasks, process steps and 
current obstacles could be identified. The identified use cases span the process 
steps of cleaning, packing and sterilizing surgery goods alongside with first-level 
support mechanisms for workers. For the sake of brevity in this work, details of 
the use cases will be omitted. 

Now that the domain, task models and user roles are better understood, an 
iterative prototyping process starts exploring new ways of supporting the 
personnel working in the sterilization process for surgery goods. The focus lies on 
increasing the overall process quality and employees’ safety. Every iteration ends 
with the evaluation of the current design, be it a concept, storyboard, cognitive 
walkthrough or, in later stages, a hands-on prototype. The approach ensures the 
integration of new requirements as well as findings that usually come up after 
communicating ideas [2]. The final prototype will be implemented on a Microsoft 
Hololens [3] and demonstrate the newly gained flexibility and quality of 
information that can be delivered on user demand. 

4 Future Work 

The overall goal of this work is to show the benefits of loosely coupled services in 
the sterile supply process that allow an easy interchange of visualizations and 
interaction technologies. For this purpose, a demonstrator is currently under 
development that supports the packing tasks for surgery packages that are 
delivered to the operating room. 

       
     

           
          

       
In order to better support hands-free interaction with the system, other 

devices for recognizing gestures or voice interfaces will be explored. LinkSmart® 
as information layer offers the open basis for exploring the design space. 
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 As #irst interaction device, smart glasses are used to enable hands-free 
interaction, augment existing systems and therewith overcome current obstacles 
as well as to increase the overall quality of the process. A comparison between side 
displays as well as fully-#ledged augmented reality systems such as the Microsoft 
HoloLens [3] will provide deeper insights regarding suited visual support.
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