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Abstract—Increasing numbers of physical sensors are used for 
various purposes. Those physical sensors are usually used by 
their own applications. Because each application manages both 
of physical sensors and their sensor data exclusively, other 
applications cannot use the physical sensors in the different 
party easily. We propose a new infrastructure called Sensor-
Cloud infrastructure which can manage physical sensors on IT 
infrastructure. The Sensor-Cloud Infrastructure virtualizes a 
physical sensor as a virtual sensor on the cloud computing. 
Dynamic grouped virtual sensors on cloud computing can be 
automatic provisioned when the users need them. The 
approach to enable the sensor management capability on cloud 
computing. Since the resource and capability of physical sensor 
devices is limited, the cloud computing on the IT infrastructure 
can be behalf of the sensor management such as availability 
and performance of physical sensors. This paper describes the 
design of Sensor-Cloud Infrastructure, the system architecture 
and the implementation. 

Keywords-component; Sensor Networks; Ubiquitous 
Computing; Cloud Computing 

I.  INTRODUCTION 
There are increasing numbers of physical sensors used 

for various purposes. For example, global shipments of 
automotive Microelectromechanical Systems sensors are 
expected to nearly double from 2006 to 2012 according to 
iSuppli Corp [1]. They forecast worldwide automotive 
MEMS sensor shipments will grow to 935.7 million units in 
2012. Those physical sensors are connected to their own IT 
systems. Only applications within the IT systems can freely 
use the physical sensors. Because each application manages 
both of physical sensors and sensor data, users, having no 
physical sensors, cannot use the physical sensors directly. If 
there were an infrastructure on which users could share 
multiple different kinds of physical sensors easily, many new 
services could be provided via this infrastructure. 

Cloud computing services for IT resources provide users 
with virtual servers. Users can use the virtual servers with no 
concerns about the locations of the servers or their detailed 
specifications. We propose an infrastructure “Sensor-Cloud 
infrastructure” on which users can use the sensors without 
worrying about their locations and detailed specifications.  
Sensor-Cloud infrastructure virtualizes multiple physical 
sensors as “virtual sensor.” For example, if there are many 

temperature physical sensors for each floor of a building, one 
virtual sensor could be defined for each floor (such as a 
virtual temperature sensor just for the 4th floor).  

IT systems are managed by system management 
mechanisms. Existing studies of physical sensors focus on 
data processing [2], routing [3] [4], power management [5], 
clock synchronization [6] [7] [8], localization [9] [10], OS 
[11] [12], and programming [13] [14]. There are few studies 
focusing on the management of physical sensors because 
current physical sensors are closely linked to each 
application directly. The requirements for sensor 
management mechanisms have not been clarified. The users 
will be dissatisfied if they cannot use their sensors when the 
sensors are needed. Sensors should be managed by system 
management mechanisms if they are provided as a high 
quality service. We divided into sensor system management 
and sensor data management in this paper. Sensor-Cloud 
infrastructure provides sensor system management. If 
existing sensor data management studies use our sensor 
system management, the usability will be improved. 

Our Sensor-Cloud infrastructure provides virtual sensors 
so the users need not worry about the real locations and the 
differences of multiple physical sensors. The users can use 
and control virtual sensors with standard functions. 
Dynamically grouped virtual sensors are provisioned 
automatically in response to the requests from users.  Users 
can destroy their virtual sensors quickly when they become 
unnecessary. Monitoring virtual sensors is used to maintain 
the quality of service. Sensor-Cloud infrastructure also 
provides a user interface for registering or deleting of 
physical sensors, for requesting for provisioning or 
destroying virtual sensors, for controlling and monitoring 
virtual sensors, and for registering of deleting users. We 
discuss related work in Section 2. We present an overview of 
Sensor-Cloud infrastructure in Section 3. The system 
architecture appears in Section 4 and the details of our 
implementation are in Section 5. We discuss the pros and 
cons in Section 6 and conclude in Section 7. 

II. RELATED WORKS 
There have been a few of studies on the management of 

physical sensors. Users need to know the specifications of 
different kinds of physical sensors. OGC (Open Geospatial 
Consortium) [15] defined Sensor Modeling Language 
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(SensorML) [16] to provide standard models and an XML 
encoding for physical sensors’ description and measurement 
processes. SensorML can represent the metadata for any 
physical sensor (such as the type of physical sensor, the 
location, and the accuracy). We use SensorML to describe 
the metadata of physical sensors. We added the mapping 
between physical sensors and virtual sensors to describe how 
to translate commands coming from users to virtual sensors 
into commands for the corresponding physical sensors. 

Although there are many kinds of physical sensors, no 
application need use all of them. Each application needs 
sufficient physical sensors for its requirements (such as 
physical sensors in a certain location). A publish/subscribe 
mechanism [17] is used to select physical sensors in [18]. 
When there are multiple sensor networks, each sensor 
network publishes sensor data and metadata that describes 
the type of physical sensors. Each application subscribes to 
one or more sensor networks to receive a real-time data 
stream from their physical sensors. Such publish/subscribe 
mechanism allows each application to selects only the type 
of physical sensors it collects data from. Sensor-Cloud 
infrastructure makes virtual sensors from multiple physical 
sensors. Because every virtual sensor is not created from a 
sensor network, the grouping is more flexible. Users can 
select groups of virtual sensors or virtual sensors.  

 Users should check whether the physical sensors are 
available and detect physical sensors’ faults for keeping the 
quality of the data coming from physical sensors. FIND [19] 
provided a novel method to detect physical sensors with data 
faults. FIND ranks the physical sensors based on their 
sensing readings as well as their physical distances from an 
event. FIND considers a physical sensors’ faulty if there is a 
significant mismatch between the sensor data rank and the 

distance rank. This approach focuses on detecting physical 
sensors’ faults, while we focus on monitoring the virtual 
sensors. Because there is a relationship between the status of 
a virtual sensor and the status of its sensors, the virtual 
sensor will also report incorrect results if the linked physical 
sensors are faulty. The users of the cloud computing service 
check the status of their virtual servers, not the status of the 
linked physical server. We also focus on monitoring the 
status of virtual sensors. 

III. OVERVIEW OF SENSOR-CLOUD INFRASTRUCTURE 
Fig. 1 is an overview of Sensor-Cloud infrastructure. The 

top part is the lifecycle of service delivery. Various sensors 
with different owners can join Sensor-Cloud infrastructure. 
Each owner registers or deletes its physical sensors. The 
templates for virtual sensors and virtual sensor groups are 
prepared for sharing physical sensors. Users request virtual 
sensors or virtual sensor groups by selecting templates, use 
their virtual sensors after provisioning and release them 
when they become unnecessary. They can access Sensor-
Cloud infrastructure via the user interface on web browser. 

When users request virtual sensors or virtual sensor 
groups, Sensor-Cloud infrastructure automatically provisions 
them from their templates. Users can control their virtual 
sensors directly or via their Web browsers. Sensor-Cloud 
infrastructure also provides the users with monitoring 
functions for the virtual sensors. 

We first discuss the design points of Sensor-Cloud 
infrastructure in this section. Then we describe the various 
actors related to Sensor-Cloud infrastructure. 

A. Design Points 
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Figure 1.  Overview of Sensor Cloud Infrastructure 
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Figure 2.  Relationship among Virtual Sensor Groups, Virtual 
Sensors, and Physical Sensors 

There are many various physical sensors owned by 
different owners. When an application or middleware needs 
to use some sensors, the required sensors should be 
dynamically organized. 

1) Virtualization: There are various kinds of scattered 
physical sensors. We propose virtual sensor and virtual 
sensor group in order for the users to be able to use sensors 
without worrying about the locations and the specifications 
of physical sensors. Fig.2 describes the relationship among 
virtual sensor groups, virtual sensors, and physical sensors. 
Each virtual sensor is created from one or more physical 
sensors. A virtual sensor group is created from one or more 
virtual sensors. Users can create virtual sensor groups and 
freely use the virtual sensors included the groups as if they 
owned sensors. For example, they can activate or inactivate 
their virtual sensors, check their status, and set the 
frequency of data collection from them,. If multiple users 
freely control the physical sensors, some inconsistent 
commands may be issued. The users can freely control their 
own virtual sensors by virtualizing the physical sensors as 
virtual sensors. 

2) Standardization: Different kinds of physical sensors 
have different specifications. Each physical sensor provides 
its own functions for control and data collection. Standard 
mechanism enables users to access sensors without concern 
for the differences among the physical sensors. We define 
standard functions for virtual sensors, so the users can 
access the virtual sensors with the standardized functions. 
Sensor-Cloud infrastructure translates the standard functions 
for the virtual sensors into specific functions for the 
different kinds of physical sensors. 

3) Automation: Automation improves the service 
delivery time and reduces the cost. If there are operations 
involving humans, those services will be slow and 
expensive. Sensor-Cloud infrastructure prepares templates 
for the specifications of various physical sensors. When 
users select the template of a virtual sensor or virtual sensor 
group, Sensor-Cloud infrastructure dynamically and 
automatically provisions the virtual sensors in that virtual 
sensor group from the templates. Sensor-Cloud 
infrastructure is an on demand service delivery and supports 

the full lifecycle of service delivery from the registration of 
physical sensors through creating templates, requesting of 
virtual sensors, provisioning, starting and finishing to use 
virtual sensors, and deleting the physical sensors. These 
forms of support are automatic and  delivered without 
human operations. 

4) Monitoring: Because the application has troubles if it 
cannot use the sensor data from the virtual sensors, the 
application owner should check whether or not the virtual 
sensors are available and monitor their status for sustaining 
the quality of the service. The users can check the status and 
the availability of the virtual sensors by the monitoring 
mechanism of Sensor-Cloud infrastructure 

5) Grouping: Although there are many kinds of physical 
sensors, each application does not have to use all of them. 
Each application uses some types of sensors or when the 
sensors which match certain constraings (such as a location). 
Sensor-Cloud infrastructure can provide virtual sensors as 
virtual sensor groups. Users can control each virtual sensor 
and virtual sensor groups. For example, a user can set the 
access control and the frequency of data collection for 
virtual sensor groups. Sensor-Cloud infrastructure prepares 
typical virtual sensor groups and users can create new 
virtual sensor groups by selecting virtual sensors. 

6) Service Model: When the physical sensors are only 
for a specialized application, that application can freely uses 
and manages its own physical sensors. Sensor-Cloud 
infrastructure provides the infrastructure to share various 
sensors as a service. Sensor-Cloud infrastructure is 
responsible for maintaining the quality of the service. We 
defines the roles assigned to the participants joining the 
service, considering their merits and creating an appropriate 
cost model to support the service. We define the participants 
in the service as actors and describe them in the next section. 

B. Actors on Sensor-Cloud Infrastructure 
Fig.3 shows the relationships among actors and Sensor-

Cloud infrastructure. 
1) Sensor Owner: A sensor owner is an actor who owns 

has physical sensors. A sensor owner allows others to use 
those physical sensors through Sensor-Cloud infrastructure. 
One of the possible advantages for sensor owner could be 
rental fees for using the physical sensors. The fees reflects 
the actual usage of the physical sensors. A sensor owner 
registers the physical sensors with their properties to 
Sensor-Cloud infrastructure. The owner deletes the 
registration of them when s/he quits sharing them. 

2) Sensor-Cloud Administrator: The Sensor-Cloud 
Administrator is the actor who manages the Sensor-Cloud 
Infrastructure service. The administrator manages the IT 
resources for the virtual sensors, monitoring, and the user 
interfaces. The administrator also prepares the  templates for 
the virtual sensors and for some typical virtual sensor 
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Figure 3.  Relationship among Actors and Sensor Cloud Infrastructure 

groups. The administrator can charge for the delivery of the 
Sensor-Cloud infrastructure service. 

3) End User: An end user is an actor with one or more 
applications or services that use the sensor data. An end user 
requests the use of virtual sensors or virtual sensor groups 
that satisfy the requirements from the templates. The 
templates are prepared by Sensor-Cloud administrators. The 
user also can create a new template of virtual sensor group 
by selecting multiple templates of the virtual sensors or by 
modifying the existing template of the virtual sensor group 
or by their own active virtual sensors. The users can share 
their own templates among other end users. The user can 
control her/his virtual sensors directly or  via a Web browser. 
The user can monitor the status of the virtual sensors. When 
they become unncessary, the user can release them. The end 
users can use the virtual sensors by paying for usage and 
with no detailed knowledge about the physical sensors.  

 
We have defined the three kinds of actors according to 

the roles in Sensor-Cloud infrastructure. When the services 
of Sensor-Cloud infrastructure are delivered, the same person 
or organization may have the roles of both sensor owner and 
Sensor-Cloud administrator, especially when there are only a 
few kinds of physical sensors that are owned by an 
organization. The system is more scalable if Sensor-Cloud 
administrator is different from the sensor owners. Sensor-
Cloud administrator focuses on the reliability and the quality 
of the service. 

IV. SYSTEM ARCHITECTURE 
Fig.4 shows the system architecture of Sensor-Cloud 

infrastructure. We divided it into the following seven main 
parts. 

1) Client: Users can access the user interface of Sensor-
Cloud infrastructure using their Web browsers. 

2) Portal: Portal provides the user interface for Sensor-
Cloud infrastructure. 

3) Provisioning: Provisioning provides automatic 
provisioning of virtual sensor groups including virtual 
sensors. 

4) Resource Management: Sensor-Cloud infrastructure 
uses IT resources for the virtual sensors and the templates 
for provisioning. 

5) Monitoring: Sensor-Cloud infrastructure provides 
monitoring mechanisms. 

6) Virtual Sensor Group: Sensor-Cloud infrastructure 
provisions virtual sensor groups for end users. 

7) Sensors: Sensors are used in Sensor-Cloud 
infrastructure. 

 
We first explain main components, and then we show the 

flows between components in this section. 

A. Components 
Here are the main functions of each component. 

1) Portal server: When a user logs into the portal from a 
Web browser,  the user’s role (end user, sensor owner or 
Sensor-Cloud administrator) determinates the available 
operations. The portal server shows the end users the menus 
for logging in, logging out, requesting for provisioning or 
destroying virtual sensor groups, monitoring their virtual 
sensors, controlling them, creating templates of virtual 
sensor groups and checking their usage-related charges. The 
portal server gives sensor owners the menus for logging in, 
logging out, registering or deleting physical sensors, and 
checking  the usage-related renatal fees. One of the menus 
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for Sensor-Cloud administrators is for creating, modifying, 
and deleting the templates for virtual sensors or virtual 
sensor groups. Other menus are used to register or delete 
servers in the IT resource pool, to manage end users and 
sensor owners, and to check the status of IT resources. All 
of the menus for end users and sensor owners  are available 
to Sensor-Cloud administrators as superusers. The portal 
server also sends requests to other servers as required. 

2) Provisioning Server: The provisioning server 
provisions the virtual sensor groups for the requests from 
the portal server. It contains a workflow engine and 
predefined workflows. It executes the workflows in the 
proper order. First, it checks and reserves the IT resource 
pool when it receives a request for provisioning. It retrieves 
the templates of virtual sensors and virtual sensor groups, 
and then provisions the virtual sensor groups including 
virtual sensors on the existing or a new virtual server. After 
provisioning, the provisioning server updates the definitions 
of the virtual sensor groups. The virtual servers are 
provisioned with the agents for monitoring. 

3) Virtual Sensor Group: A virtual sensor group is 
automatically provisioned on a virtual server by the 
provisioning server. Each virtual sensor group is owned by a 
end user and has one or more virtual sensors. The end user 
can control the virtual sensors. For example, they can 
activate or inactivate their virtual sensors, set the frequency 
of data collection from them, and check their status. If 
changing the configurations about the physical sensors is 
needed from the results from controlling the related virtual 
sensors, it acts for creating no conflict among the requests 
from other related virtual sensors. The virtual sensor groups 

are controlled directly or form a Web browser. 
4) Monitoring Server: The monitoring server receives 

the data about virtual sensors from the agents in the virtual 
servers and the servers. It stores the received data in a 
database. The monitoring information for the virtual sensors 
is abailable using a Web browser. The Sensor-Cloud 
administrators are also able to monitor the status of the 
servers. 

B. Comonent Flows 
Here are the component flows for provisioning the virtual 

sensor groups. 
1) Login: A end user logs in the portal on a Web 

browser. 
2) Select the templates of virutal sensor group: The 

portal asks the database the list of the templates of virual 
sensors and virtual sensor groups. A end user selects the 
required templates from the list. 

3) Request  the virutal sensor group: A end user 
requests the virtual sensor groups by selecting the templates 
on the portal. The portal calls the provisioning server with 
the input parameters (such as the template IDs, the virtual 
group names, and user ID). 

4) Reserve IT resource: The provisioning server first try 
to reserve the IT resource for the virtual sensor groups. If 
there is no spare resource on the existing virtual servers,  it 
automatically provisions a new virtual server with a 
monitoring agent, and reserves the IT resource. 

5) Get the templates and Provision: The provisioning 
server gets the templates of the virtual sensor group and the 
virtual sensors from the repository. It provisions the virtual 
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sensor groups on the selected virtual server. 
6) Notify the completion: The provisioning server 

notifies the end user of the completion of provisioning the 
requested virtual sensor group by e-mail. It also adds the 
new records to the definition of the virtual sensor groups. 

 
Because there are no human operation after requesting, 

end users can start to use virtual sensors quickly. Automation 
improves the usability for end users and reduces the labor 
costs. 

V. IMPLEMENTATION AND DEVELOPMENT 
We developed a prototype of Sensor-Cloud infrastructure 

services. 

A. Setup 
Fig. 5 shows the current implementation. We first set up 

the two servers. Some virtual servers were automatically 
provisioned on the server for virtualization.  

We constructed a management server which has the both 
roles of the portal server and the provisioning server. This 
management server also has a database and a repository. 
The database stores the definitions of the physical sensors, 
the provisioned virtual sensor groups, and IT resource. The 
definitions of the physical sensors describe the physical 
sensors’ properties (such as sensor owner’s ID, the kind of 
sensor data and sensor device data source’s ID). The 
definition of virtual sensor group describes the provisioned 
virtual sensor group (such as virtual sensor group’s ID, end 
user ID, the virtual server’s ID and the creation date). The 
definition of IT resource pool describes the data about the 
servers and the virtual servers (such as IP address, host 
name, spec, and usage). The repository stores the templates 
of the virtual sensors and the virtual sensor groups. The 
virtual sensor template contains Java library and the 
property file describing the data mapping rule and the 

sensor device data source class name. The virtual sensor 
group’s template defines the links to the templates of the 
virtual sensors, the creator ID, and the description. The 
workflow engine has the workflows for each purpose (such 
as provisioning virtual sensor groups, registering physical 
sensors and controlling virtual sensors). We used Jython 
[20] for creating workflows. Jython is an implementation of 
the Python programming language written in Java. The 
monitoring server receives the data from the monitoring 
agents in the virtual servers and stores in the database. 

Each virtual server has a monitoring agent, a virtual 
sensor manager, and one or more virtual sensor group 
objects. A virtual sensor group object has a controller and 
one or more virtual sensor objects. The virtual sensor group 
controller has methods for controlling virtual sensor objects 
(such as activating or inactivating them and set the frequency 
of data collection). The methods are called by the workflow 
for controlling virtual sensors. The end users’ application can 
also call the methods directly. The virtual sensor object has a 
standard access data method and sensor device data source 
specification. The application can get sensor data by the 
standard access data method. The virtual sensor object 
accesses each physical sensor via sensor device data source 
class which is implemented according to the sensor device 
data source specification. We use Mica2 mote as physical 
sensors. 

B. Provisioning Flow 
Fig. 6 indicates the flow for provisioning a virtual sensor 

group.  
1) Request: A end user logs in the portal on a Web 

browser (1). The portal server gets the list of templates of 
virtual sensors and virtual sensor groups from repository (2) 
and shows them to the user. The user request for selecting 
and provisioning a virtual sensor group. The portal server 
calls the workflow engine with received the user ID and the 
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Figure 6.  Provisioning Flow 

requesting information such as the template ID of the 
required virtual sensor group and the name (3). 

2) Call workflow engine: The workflow engine executes 
the workflow for provisioning virtual sensor groups (4). The 
workflow updates IT resource pool for reservation and gets 
the virtual server’s information (5). It gets the template of 
the virtual sensor group template by ID (6) and the virtual 
sensors’ templates from the links in the template of the 
virtual sensor group (7). The workflow sends the necessary 
Java library and the property files to the virtual server. It 
creates an instance of virtual sensor manager if there is no 
instance (8). It also creates an instance of virtual sensor 
group object, an instance of virtual sensor group controller, 
and one or more instances of virtual sensor object (9). 

3) Post Provisioning: The workflow adds the definition 
of the new virtual sensor group to the database (10). Finally, 
it notifies the end user of the completion of provisioning 

C. Use cases 
We write the two use cases for describing the usability of 

Sensor-Cloud infrastructure.  
1) Weather Service: When a typhoon is coming from 

the west area (such as from “Shikoku” to “Kinki” and 
“Hokuriku”), it is expected that the heavy rain occurs 
suddenly. The end user having a weather service requests 
Sensor-Cloud infrastructure to construct a virtual sensor 
group including the required virtual sensors (such as rainfall, 
water level, and traffic in these areas). The weather service 
will be able to use the virtual sensors, analyze multiple 
sensors’ data timely, give rapid warning, and control traffic 
effectively. If some physical sensors are destroyed by the 
typhoon, the user can know the unreachable problem by the 
monitoring mechanism. When the typhoon goes away, the 
user deletes the virtual sensors. This use case shows the 
usability about rapid provisioning and deleting virtual 
sensors and monitoring mechanism. 

2) Hospital  Service: Several kinds of sensors are used 
in the hospital (such as heart rate sensor and sensor for 
oxygen saturation in the blood). These sensors are used by 
the hospital services for supporting daily medical cares, for 
improving the service level, and for preventing mistakes. 
Another emergency hospital service prepared the virtual 

sensors and inactivated them. When a disaster occurs, a lot 
of patients are suddenly carried to the hospital. The 
emergency hospital service turns the virtual sensors on, 
receives the sensor data, and support the doctors. This use 
case indicates the control mechanism of the virtual sensors 
which inactivates the virtual sensors when they are not 
needed and turns the virtual sensors on quickly when they 
are necessary. This use case also describes sharing sensors 
among multiple services. 

VI. DISCUSSIONS 
Sensor-Cloud infrastructure virtualizes sensors and 

provides the management mechanism for virtualized sensors.  
We compare (1) Sensor-Cloud infrastructure with (2) direct 
sharing physical sensors. Each application connects to 
multiple physical sensor networks directly and uses the 
physical sensors in direct sharing physical sensors. Table 1 
shows the pros and cons. End users can use sensors without 
worrying about the details (such as location and 
specification) by virtual sensors on Sensor-Cloud 
infrastructure. End users can control their virtual sensors and 
monitor the status of them by the management mechanism 
on Sensor-Cloud infrastructure. Automatic provisioning 
enables end users to use the virtual sensors quickly and to 
release them when they become unnecessary. Virtual sensor 
groups provides dynamic grouping of sensors. On the other 
hand, direct sharing physical sensors does not have to 
prepare IT resource and predefined templates which Sensor-
Cloud infrastructure needs. End users can neither check the 
status of sensors nor select the sensors dynamically by direct 
sharing physical sensors. 

Each end user owns the virtual sensors in Sensor-Cloud 
infrastructure. If Sensor-Cloud infrastructure provides 
grouping of end users, the end users can share their virtual 
sensors by other users. All end users can see the templates of 
virtual sensor groups and virtual sensors defined by Sensor-
Cloud administrators. If Sensor-Cloud infrastructure has an 
isolation mechanism, Sensor-Cloud administrators can 
configure some templates for the restricted users. We 
continue to design the detail of grouping and isolation.  

VII. CONCLUSION 
We present Sensor-Cloud infrastructure which virtualizes 

physical sensors in order for end users to share them with no 
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TABLE 1.  PROS AND CONS OF SENSOR-CLOUD INFRASTRUCTURE AND DIRECT SHARING PHYSICAL SENSORS 

 Pros Cons 

(1) 
Sensor-Cloud 
infrastructure 

 End users can use sensors without worring about the details. 
 End users can control their virtual sensors freely. 
 End users can monitor the status of their virtual sensors. 
 End users can start to use the virtual sensors quickly by automatic 

provisioning and release them when they become unnecessary. 
 End users can create the group of sensors dynamically by virtual 

sensor groups  
 Sensor owner can check the usage of their physical sensors. 

 Sensor-Cloud infrastructure should prepare IT 
resource. 

 Sensor-Cloud administoratos have to prepare the 
templates for virtual sensors. 

(2) 
direct sharing 
physical 
sensors 

 Direct sharing physical sensors does not have to prepare IT resource or 
the templates.. 

 

 End users cannot check the status of the sensors. 
 End users should know the details of the senosrs..
 End uses cannot select the sensors dynamically. 
 End users cannnot use the sensors only during the 

sensors are needed. 

[7] C. Lenzen, P. Sommer and R. Wattenhofer, „Optimal Clock 
Synchronization in Networks,” The 7th ACM Conference on 
Embedded Networked Sensor Systems (SenSys 2009), 2009. 

concerns about the details of them (i.e. location and 
specification). Sensor-Cloud infrastructure enables end users 
to create virtual sensor groups dynamically by selecting the 
templates of virtual sensors or virtual sensor groups with IT 
resources. Because the end user can also create a new 
template of virtual sensor group, the user can create a virtual 
sensor group more flexibly. Users can use virtual sensors 
only during needed by the automatic provisioning 
mechanism. Automatic provisioning also improves the 
delivery time, reduces the cost and increases the usability of 
the users. The end users can check the status of their virtual 
sensors by the monitoring mechanism. They can also control 
their virtual sensors freely. 

We divided into sensor system management and sensor 
data management. Sensor-Cloud infrastructure focuses on 
sensor system management. If existing or new sensor data 
management studies integrate our sensor system 
management, they will be able to provide higher quality 
services. 
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