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ABSTRACT: ThiE is an examinat ion of the central  argurnents of a nr,rmber

of papers, which atte,mpt to derive the canonical distribution of energy (due

to Gibbs) from a pr inciple of maximizat ion of Shannozrts information. r i le

stress that there afe rnany other concepts of information, ao that the idea

of information maximizat ion is as arnbiguous as the other parts of the theory

of induct ive behavior.  Besides, we stress that the ' r i rdormation" approach

does not al i -ow one to dispense with a poetulate eguivaletr . t  to the second pr in-

ciple of phenomenological therrnodynarnic s.
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LIMITED DISTRIBUTION NOTiCE

Th is  repo r t  has  been  submi t t ed  f o t  pub l i ca t i on  e l sewhere  and  has

been  i esued  as  a  Resea rch  No te  f o r  ea r l y  d i see rn ina t i on  o f  i t s

contcnts.  As a cour tesy to the in tended publ ieher ,  i t  shq)ukl  not

be widely d is t r ibuted r rnt i l  a f ter  the date of  outs ide publ icat ion.

Pr in tec t  in  U.  S .  A .
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L Introduction

Recent discussions of the relat ions between the concepts of entropy,
' rnegentropytt  and inJorrnat ion, have rerr ived the controvef gy and the i rr i ta-
t ion which eeem always to accornpany the disc,useion of the role of the

obeerver i rr  the sl tuctrrre of stat ist ical  therrnodynarnics. Among the authpre
who believe that inforrnation *hould ptay a role in thermodynarnicsr two

main viewpoints can be dietinguished:

Sorne authors consider that the structure of the ' ,specia1 , '  thermo_

dynamical theory of equi l ibr ium has been wel l  establ ished without any refer-
ence to the concept of irdorrnation. They use the latter only to extend the
scoPe of thermodynamical arguments, not denying the arbi trar iness which

ie  in t roduced w i th  the  observer ,  Th ie  was the  case o f  Sz i ta rd  (1 lb  and l l c ) ,
who had earl ier given his own set of  thermodynamica. l  founCatione ( l ta).

Sirnilar attitudes can be found in the work of Brillouin (1) and in our owrr (9a

to  9d) .

Other authors believe on the contrary that the concept of inforrnation

should be uged in the very foundat ion : f  even the most classical  parte of

thermodyrramicg. A particularLy forceful and well-written exposition of thie

approach has been given by E. T. Jaynes (6);  i t  was adopted to engineeying

instruct ion by M. Tr ibuE ( lZ) and was extended by R. Ingarden and K. Urbanik
(5) .  In  P .  T .  I randeberg 's  recent  t rea t ise  (8 ) ,  a  s imi la r  se t  o f  ca lcu la t ion

ie reinterpreted irr  an "object iwerr way, but i t  doeg not play any central

role irr the deveLopmerrt.

The pr imary PurpoEe of the present Note is to examine what has

corl :e to be cal led "Jaynesr method,ran.d to show that i ts forrnal s impl ic i fy

and i ts seerning i lobviousnessi l  are both rnisleadirrg.
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F i rs t  o f  a l l ,  Jaynes '  approach seef fs  so  s i rnp le  because i t  neg lee ts

to gtress one of i ts fundamental  axiorns; al though the concept of entropy iu
baeic to his approach and serves to d,er ive the canonical  law, Jaynesl

axioms ajejgl su-fficient to show that the temperature which occurs in the

canonical  law is the same ae the integrat ing divisor of ' 'heatrr .  His rnethod

for proving this essent ial  point is t radi t ional in stat ist ical  mechanics

and-as  usua l  -he  does  r ro t  s t resE the  aesumpt ion  tha t  the  d isc re te  "s141g" r r

of a physical  systern are neither created nor destroyed when the external

parameters are var ied. (Thie ia the sirnplest case of what is ca. l led gen-

eral ly the adiabat ic invariance of the weight of degeneracy).  Of course,

this cof lservat ion of I 'stateE' '  se€ms to be a rnoEt natur+l  assurnpt ioni  but

i t  only n:earrs that a wel l -chosen term can go a lorrg way towards making a
postulate look obvioue whi le i t  iE not.  In stat ist ical  rnechanics, one must
pro-yethat ' tBtate" is f f rore than a word; in therrnodynamics, one cen prove

that "adiabat ic invariance" is equivalent to the second pr inciple of thermo-

dynamics in Clausius'  or Carathdodoryrs forms. I f  this addit ional pr incinle

is  s t reeeed,  Jaynee '  appro4ch becomes much Iess  s imp le .

Second, Jaynesr approach eeems obvious because i t  rel- ies upon

Shannonrs proof of the unicity of hie concept of 'rinforrnation'r. Howeve.r, the
circumstanceB encountered in physice destroy thie unici ty and special  ( less

intui t ive) arguments are necessary in o,rder to Ehow, for exaneple, that
"ittforrnation'r is not the concept bearing the earne. narne which was intro-

duced in 1925 by R. A. Fieher,  or the concept of information of wald-

Kul lback-Leibler,  or perhaps some other version of the general  concept of
informatiorr  introduced by M. F. $chutzenberger ( l0a and I0b).  lTence, the
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method based \ lpon  a  nrax imizaL ion  o f  Shannonrs  in fo r :n ta t io r r  car r  car ry  no

more  conr r ic t ion  than a  hos t  o f  o ther  n rore  or  Iess  a . rb i t ra rv  induc t ive  pro-

c e d u r e s .

Note  a ls r :  tha t  Jaynes 'approach is  1 ,oo  s l rccess fu l  in  exp la i r r ing  what

is  " the"  en t lopy .  That  concept  has  "so  many fa .c ( *s t  to  u ,se  a  phraee o f  I , . I_

Grad (4 ) ,  tha t  i t  cannot  be  represented  -even in  the  ca .se  o f  equ i l ib r ium-

by any single mathematical  forrnula.

We sha] l  say no rnore about the quest j .ons rel .ateC to th,e second pr inci-

p1e, and shal l  rather give more detai ls about i r : formati-ozr-maximizat ion,

which turns out to be related to the z.eroeth pr inciple. W'e shal l  make no

pre tense o f  be ing  a  d is in te res ted  par ty  and sha l l  f requent ly  re fe r  to  (1 la

a n d  I I b )  a n d  t o  ( 9 a  t o  9 d ) .

I t  shou ld  be  s t ressed tha t  we have no  quar re l  w i th  e i ther  o f  the  two

wel l- lcnown interpretat ions of therrnodynamic s;  the subj ect iv ist ic one - of

which Jaynes gives a good i f  somewhat extr .erne e:rposit ion-and, the object iv-

i s t i c  one-wh ich  is  used by  Landsberg ,  We th ink  tha t  i t  i s  most  des i rab le

that a foundat ion for thermodynamics be irr terpretable i r  @_ways.

Z" The Canonical  Distr ibut ion and Baltzrnar:rrrs Derivat ion

A. centra. l  po int  of  s tat is t ica l  therrnodynamics is  the canonical  d is t r i -

but ion of  Gibbs,  rvh ich we shal l  wr i te  as fo l lows:

Pr(any state of er iergy u) = e>rp(-p u)/  Z(F),

P r ( u  S e n e r g y  < u  *  d u )  =  d G ( u )  e x p ( * p  \ \ ) / Z ( p \ ,

where C is the number of states of energy not greater than u.

One of the basic derivat ions of this distr ibut ion ie a general iz-at ion

by Eir istein of an argument due to Boltarnann.

After rnany approxirnat ions, ene shows the fol lowirrg: p(r)  beingthe

probabi l i ty of  encounter ing a part ial  system S* in t i re state Qr, one shorr ld
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e lqpec t  an  iso la ted  sys tem S =  ES* ,

which one attains the maxirnrrm of

o f  energy u, to be in the state in

-Ep( r )  1og p( r ) ,  g iven  Ep( r )  =  I  and Ep( r )u . , -  =  u .

(Th is  p roper ty  ie  der ived  by  Gibbs  as  a  theorem concern ing  the  canon ica l
di  str ibut ion).

unforturrately,  this character iz,at ion invorves a succes6ion of
approxirsat ions, the scope of which is di f f icul t  to evaruate" In part icular,
the  express ion-Up( r )  iog  p( r )  p lays  such a  cent ra l  ro le  in  the  theory ,  tha t
one would l ike to derive i t  rnore d. i rect ly.  Moreover,  in carrying out the
rnaxirnizat ion of-Ep(r)  log p(r) ,  one rnust replace u by tr(U);  this opera_
t ion is usual ly performed too casual ly,  a6 we have stressed irr  (p),  and i t
rnay be preferable to motivate direct ly both the idea of maximizat ion and
the choice of quantity to maximize.

3. U._se of the,..Axiornatics of Shannon,s IflJorrnation

The etr ik ing formal analogy between the enrropy
irr formation has suggested two kinds of reinterpretat ions

rnax imize - tp( r )  1og p(r ) ,  g iven Ep(r )  = 1 and zp(r )u( r )  *  E(u) .

and Shannonts

of the operation

The concept of entropy is borrowed from
namics and i t  ie aseurned that,  at  equiJ. ibr ium, i t
cornpatible with a1l the other conetraints.

non- etat i  st ical  the rmody-

attains the maximurn

s}.p Tp
One assurnes that entropy must a pr ior i  sat isfy

which turn out to be also true of Shannon,s inforrnat ion.
a theofeftl of Shannorr, entropy rnust be represented bv

certain axiorns,

Tben,  accord ing to

the  expres  s ion
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" -Ep( r )  log  p( r ) ' r  wh ich  nrus t  be  max i rnum in  the sta ie of  equi l ibr iurn"

-sqbi*g'e 4P4,r9-*.gb; gjep one
The concept  o f  the  " leas t -p re jud iced"

duced as being the best way of behaving in the

i nduc t i ve  p rocedu re  i s  i n t ro -

presef lce of  uncer ta intv .

Step Two

One asEumes tha t  r rp te jud icer r  r l rus t  a  p r io r i  sa t i s fy  cer ta in  ax io rns ,
which turn out to be also true of Shannon's inforrr :a. t ion, Then, accorcl ing

to a theorern of $hannon, prejudice m.ust be measured by information, and,
" -Ep( " )  log  p( r ) "  must  aga in  be  max i rn ized .

4, A C{lliquq-gf steq,,p,r-'_g

lMe have,  o f  course ,  no th ing  aga ins t  the  process  o f  max i .miza t ion ,
which*once the foundat ions of the thecry have been laid-frequent ly pro-
wides the rnost direct way of going further.  t  

Bor" in our opinion, maxirni_
zat ion is inacceptabre in the forrndat ions, for the folawing rea$ons.

In the qPject iYigt ic interpretat ionn i t  postulates that norr-stat ist ical
thermodl-namics has already been establ ished, and that one wants to gen-
etal ize i ts pr i rrc iples to obtain a fu1ler,  stat ist icai . ,  descr ipt ion. As a
rnatter of  fact,  in order to base the stat iet ical  thermodynarnics of equi l ib-
r ium, this procedure requires a def ini t ion of entropy so general ,  that i t
appl ies to non-equi l ibr ium si tuat ions as we1l.  IJnder these condit ions, one
cannot f* l f i l l  one of the airns o{ the stat ist ical  theory: to gg"iJ.  the norr-
stat ist ical ,  approach as a theory of expecteci  behaviors, This unsat isfactorv

tNote 
that our cornrhents concerning rnaxirnizat ion of information do not

apply to our work on the stat ist ical  l ropert ies of word.counts. In that cr$€r
information is not maxirnized because i t  has certain axiomatic propert ies,
bu t  beca*se  i t  ie  a  cent ra l  concept  in  the  theory  o f  cod ing  o f  rnessages"
See the  ead o f  Sec t ion  5 .
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s i tua t ion  becomes qu i te  un torerab le  i f  oners  ambi t : i .ons  aye  inc reased,  and
i f - fp l ]ow ing  (11)  o r  (9 ) -one w ishes  to  have a  foundat ion  q f  thespagdynarn ics
that iE L$l l redi+te$ bglb phenomenological  and stat ist icat.

In its -ggbesli*--gS interpretation, the approach based upon rnaxirni*
zat ion etands or fal ls with a certain method of induet ive behavior,  which
happens not to have benef i ted so far f rom the energet ic discus$ion to whieh
stat ist ic ians usual ly subject proposals of thie kind. IThe oniy discuesion
tha t  we can ment ion  here  is  due to  the  phys ic is t  cox  (z ) ] .  o f  course ,  the
slat ist ic ians' fashions are not to be fol lowed bl indiy" But" in view of,  their
wel l -known inadequacies, €v€e the ' tbest, '  methods of incluct ion can-
not be weJcomed in the foundat ions of therrnoclynarnice. The si tuat ion
becomes-again-untolerable when one notes that the canonical  distr ibut ion
of Gibbe also happens to be ' ropt innal" f rom the wiewpoints of a host of  other
induct ive procedures. As a r :rat ter of  faf , t ,  we saw in (9a) t f rat , ,Gibbs, 16.,ey,,
ie a synonym for the stat ist ic ians'  "d, istr ibut ion of the exponent ial  type,,and
that i t  has the property of ' tstat ist ical  

eu_ff ic ieney,, that rnakes i t  opt imal
frorn the viewpoint of  aknost every induct ive procedure- since su.f f ic iency
can be interpreted subject ivery, the stre$s upon any Epec_ial  induct ive pro-
cedure is conceptual ly misleading. under the circun:IstanceE, orr€ cannot
put any trust in an argument that singles out the rnethod baeed *pon inforrna-
tisn rnaxirnization.

IHowever,  i t  is c]ear that the argurnents using ,rstat ist ical  
suff ic iency,,

are far leee obvious than those based upon entropy maximizat ion* l lence,
from the viewpoirrt of pedagogy, the re rnay be advafltage in the following
rouadabout procedurel  A) *{rgue that* in order for stat ist ical  suff ic iency
to  ho ld* i t  i s  necessary  tha t  any  spec i f i c  p rocedure-such aE max imurn  l i ke-
lihood estimation of rnaxirnunn inforrnation behavior-depend only upon the
total  enerEy of an isolated system. B) Derive the canonical  law in this way.
c) ver i fy a poster ior i  that the canonical  law is logical ly suff ic ient as weIJ,
aa  necessary  fo r  s ta t i s t i ca l  su f f i c iency  to  ho ld l
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Actual i  y,  the inforrneit i  on-theoret icar approach again yi  eJ,cis tr t r 'ore
than the canonical  distr ibut ion, because i t  def ines entropy fc,r  at  non-
canon ica l  d is t r ibu t ions .  Th i  s  p roced.ure  maLy be  necessary  in  r ron_equ i l ib -
r iurn thermodynarr ics; brr t  this is st i1l  a rnost quest ionable f ie ld and i t
aeetrns to be poor pedagogy, to require i t  in order to d.er ive the wholrv
unquest ioned e qui l ibr ium theorv,

s. 4 Cliriqy.e of Stgp Ty.g.
Marry  p ro fess ion . r r  s ta t i s t i c ians  expressed surpr ise  a t  shannon,s

axlomatic of inJormation, s ince they hacl long before r ,rsed another concept,
drre to R' A'  Fieher,  which was also based uporr.  an ( inforrnal)  axisrn' f l56f
the conrmon idea of " i rr forrnat ion' .  Z **rO f  see (Z) l  uees st i l l

O t  p '  47  o f .  essa l  number  26  o f  (3 ) ,  f . i sher  wr i tes :  l r . .  _  The amountof information is calcurable. - .  In introa.tc i*rg r i*  .orr .*pt of  quant i ty ofinformation we do not want rnerely to be giviJg an arbi trary name to a cal_culable quant i ty,  but rnust be prepared to just i ly the ternr empl0yed, in rela-t ion to what comrrron sense requires, i f  th l  terr .  i r  tb be appropriate, andserviceable as a tool  for thinking, fhe mathematical  consequences of ident_i fy ing, as r  propose, the intr insic accuracy of the error cutrve, with theamount of in ' formation extracted, may therefore be sumrnarized, specif ical lyin order that we rnay judge by our pre-mathematical  cor,"mon sense whetherthey are the propert ieE i i  o lr jnt  to have.
First '  then, when the probabi l i t ies of the di f fererrt  k inds of observa-t ion which carr be made are ai i  indepeadent of a part icuiar pararrreter,  theobservat ions wi l l  suppry no irr formation about thl  pararneter.  once wehavef ixed zero we can in thi  second place f ix total i ty.  In certain cases est i rnatesare shown to exist  such that,  whel they are giwen, the distr ibut ions of al lother est imates are independent of the par*r iut*t  required. such est i rnates,which are cal led suff ic ient,  contain, even from f ini te samples, the whole ofthe information suppl ied by tbe data- Thirdty,  the inform.t io '  extracted byan est imate can never exceed the total  quant i ty present in the data. And,fourthly,  stat ist icar ly inclependent observat ions 

-supply 
amounts of informa_tion which are add. i t ive, one courd, therefore, develop a mathematicar pro_cedure '  I t  i s ,  perhaps ,  on ly  a  persona l  p re fe rence th .a t  I  am mcre  incL inedto examine the quant i ty as i f  "*u"g"s fror:r  mathematical  invest igat ions, and

f #H;tJI;:rr'f i*u-,1:- 
rree use or cornmon sense, rarher than to irnpose
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another corrcept of in ' . rmation, which has also c:orne to play a big role inthe  work  o f  the  Rt rss ian  schoo l  o f  p robab i i i t y .  The confus io '  wa.s  inc reased.
by Wienerrs casual remarl< that the Shanrror:_Wiener inforrnat ion can besubst i tuted to that of  Fisher '  Final ly,  var ious students of hurnan orgarrr iza-
t ions and of induct ive behavior have ueed st iLl  other concepts of the rame
name, sernant ic or otherwise.

There is '  therefore, surely ng concensus of opinion about the ident i-
f icat ion of physical  entropy with Shannon,s information, As a matter of fact,
Fisher fouad a relat ion between entropy a'c l  l r is information.3

This forces a re-exarninat ion of the axiornat ics of Shannon,g infor_
r:rat ion'  and one sees indeed that theee axioms are not necesseriry rerevant
to phyaics. (For exarnple, in order to give a physical  meaning to the axiom
refer r ing  to  equ ip robab le  events ,  i t  i s  neces$ary  to  cons ider  sys teme o ff ixed energy, having dG(u) equi-probably , ,statss,r .  Butr i f  two such systems
are  pu t  together  in to  o r re ,  G(u)  =  JG ' (u , )  dG, , (u  _  u , )  so  tha t  the  in fo rmat ion
log (dG) of the whole is no-t-  the sum of the inforrnat ions rog(dGr) and
Iog(dG") of the two parts;  hence, the axiom of addit iv i ty refers to a physic-
ali.y non- realizable situation).

A more fundamental question is the following: sharrnon,s d.erivation
a6sumes that p(r)  d.oes not depend upon any extraneous parameter.  But_
after the expression for in jormation has been derived_it  is i ramediatelv

-The 
quotat ion of footnote (Z) cont inues as fol lowsl - .  - , ,As a mathematical

h"#yl; yr:"_T1-j:l^,.:. "_rl i ki nety s.i m'a r to ;;;; ;oy i n th e ma the ma ti c altheorv or thermodvnarnics. vlo w'l notic* .*n*"lJr#rffi T:ifffii:".tProcesses'  changes of notat ion, arnthernat ical  j ran=fot*at ions 
i f  s ingle-valued, tranElation of the data into foreign r*rrrgr*g"", or rewritirrg therrr incode, cannot be accomparr ied by loss og ir for* ladon; but that the i rreversibleprocesses involved in stat ist ical  est i rnat ion, where we carrnot reconstructthe

;1:-#:t*1T"t":Trf; ;;rlryte 
we calcurate rrorn it, mav be accornpaniedby

L
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appl ied to the derivat ion of a distr ibut ion pa"ametr ized by terrrperature.
Actually, if one puts the paraffieter in at the beginning, and jJ one u6es asomewhat more general  eet of  axiorns, due to M, p. $chutaenberger (JO),
one rnay obtain any one of the exprressions

- E p ( ' l o t  t  { i o g  [ p ( " l e l ] ] ,

where L ig sorne r inear operator.  For example, waldrs informatioa cor-responds to the shi f t  operator relat ive to a pararneter,  thet i$ to L[G(g)]  =G(e)  -  C(e+)  i  F isher 's  in fo r rnar ion  cor responds to  L [G(o  ) )  =  1az  lgoz)  C(e) ;and Shannon 's  in fo r rna t ion  cor reeponds to  L [G(0) ]  =  cons tan t .  G(0) ,
As a result '  shannonrE iniorrnat ion becomes again unique i f  one addsthe condit ion that there are no outEide parametere. Al ternat ively,  one rnayadd ae an axiom an innocuous-100kin* condit ion of aormariaat ion. In other

words, in order to make Shannon,e information unique, one nrust:  a) ei theT
rnake the axiornatic more stringent than that of schrrtzenberger ( some of theaxiorns wi l l  then be of misleading inocuity);  b) ql  take account of the fact
that,  i r r  the 'speciar ' r  g4gs of canonical  systenns, the concept of entropy canbe introduced on the basis of phenornenological  stat ist ical  pr inciplee that donot suJfer frorn undeterrninate inference; therefore, an inJoymation_theo-
ret ical  generar izat ion of entropy must coincide with the ordinary concept
for canonical  syeterns, and thig determines information as being shannon,$.

very simirar observat ione have long ago been rnad,e in the or iginal
context of  shannonre information, namery the theory of the transmission ofdigi tal  data" The rnain fact there iE the existence of inequari t ies in which
one side is the something interpreted as i l i r r formation,r .  

The axiornat lc app_roach ie only a dresslng that rnakes certain words palatable; i t  has turned
out to be a mistake to ever_srnphasize i t .
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6. 9onclusi93

Even i f  a foolproof axiomatic of , ,entropy-inforrnat ioa,,  
were avai l_

able'  the argumerrt  using this concept has rrone of the obrr iousnes6 that i t
seenra  to  en joy .  Of  course ,  the  u l t i rna te  c r i te r ion  in  th is  who le  ques t ion  ieone p f  pedagogy;  bu t - i f  one  ins is ts  upon us ing  i .n fo r rna t ion- the  beet  i s  to
introduce i t  heurist ical ly and not to skim i t  too much.
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