


A DERIVATION OF THE INSIDEOUTSIDE 
ALGORITHM 

FROM THE EM ALGORJTHM 

JOHN D. LAFFERTY 

ABSTRACT. Thig note ie a technical supplement to 141, The pur- 
pose is to  show how the Inside-Outside algorithm is a specid case 
of the EM algorithm [3], and t o  derive the pmameter update for- 
mulas. 

The purpose of this note is t o  describe the Inside-Outside algorithm 
[l] in the context of the EM algorithm 131. A derivation of the parame- 
ter updates is given, together with a demonstration that the likelihood 
of the observed data does not decrease, proving that the algorithm 
converges. 

2. THE EM ALGORITHM 

The general situation of the EM algorithm is that we observe data 
y which is incomplete, and assocated with complete data x. That is, 
there is a projection 

7r: x+y  
which is many-to-one. We. observe y E Y and the actud x which 
generated y is hidden. The fiber over y is the set 

X(y) = 7r-I (y) = ( x  I x(z)  = y) . 

We follow (roughly) the notation of [3], and assume that x has a 
probability density f$(x) which depends on some vector of parameters 
# E 0, where fl is an open subset of IRN. Typically, fl represents var- 
ious constraints on the parameters, as will become clear the following 
sections. The density of y is obtained by integrating over fibers: 

Keg wosds and phmes .  maximum-likelihood estimation, contextrfiee grammar. 




















