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Abstract

In today’s networks where an arbitrary number of service providers needs to dynamically exchange
customer- and system-related data, the integrated management of networks, systems and applications is
a challenge. Management systems play a strategic role for enabling seamless interworking because they
contain the management information that has to be shared between service providers in order to moni-
tor and enforce service level agreements. However, this interworking is difficult to achieve: On the one
hand, different service providers have chosen different management systems that are bound to specific,
standardized management architectures and, due to the heterogeneity of the underlying frameworks, do
not interoperate easily. Solutions for achieving interoperability between heterogeneous frameworks are
one key factor towards integrated enterprise management and have been studied in the past. On the other
hand, the provisioning of management instrumentation for the management systems themselves is a yet
unresolved problem although the need for such a solution becomes apparent. Furhermore, management
systems are a characteristic example of distributed applications: Developing a methodology for man-
aging management systems helps also to understand which information and services are needed for the
administration and control of distributed applications – an important and particularly complex field of
investigation which is only starting to get attention.

The paper presents a novel approach to this problem by defining a management object model and
appropriate instrumentation for management systems. It can be regarded as a step towards integrated
enterprise management and is based on the Common Information Model (CIM) and the viewpoint lan-
guages and concepts of RM-ODP; their generic management models for distributed applications are then
refined to handle the specifics of management systems. A CORBA/Java-based prototype implementation
for managing management systems illustrates the applicability of our concepts.

Keywords: Application Management, Enterprise Management, Management Models, ODP, CIM, CORBA

1 Introduction and Motivation

The question “what are the characteristics of distributed applications from a management point of view?”
is a current research topic [40, 7, 4]. Compared to other management areas, there is still a lack of common
understanding how the static and dynamic aspects of distributed applications can be captured: Within other
areas, there are models like the OSI Reference Model or the IP architectural concepts. Based on these and
on many years of experience, there is a common understanding about what makes up a router, switch or
other networking devices from a management point of view.

In order to describe these characteristics, we first need a framework for describing management objects
representing (distributed) applications and their relationships. This framework must allow us to describe
relevant aspects of any distributed application in a way that is suitable for all functional areas of manage-
ment (Fault, Configuration, Accounting, Performance, Security – FCAPS). For example, it has to allow the
specification of relevant aspects that arise e.g., from software management and distribution on the one hand
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Figure 1: Service provider hierarchies require cooperation of management systems

and from the need to monitor the status of processes, their ability to communicate etc. and initiate corrective
actions (in case of faults) on the other hand.

Integrated management solutions based on standardized management architectures aim to support the
network and service providers’ efforts in maintaining a high degree of quality and availability of their ser-
vices while decreasing the cost of running the information technology infrastructure. Although providers
can choose their management solution from a large number of implementations, the increasing complexity
and heterogeneity of distributed systems still represents a major challenge for the Operation, Administra-
tion, Maintenance and Provisioning (OAM&P) of large-scale public and corporate networks.

From a management point of view, the situation has become more complicated due to the implications
of telecom deregulation: Nowadays, an enterprise is not only free to choose between numerous IT service
providers and network carriers but also needs to verify the QoS of the subscribed services. In addition, the
role of the Internet Protocol (IP) as “lingua franca” for worldwide data communication and the layering of its
standardized services and protocols (e.g., EMail (SMTP), Domain Name Service (DNS), World Wide Web
(HTTP)) present opportunities of outsourcing IT activities for cost savings. This leads to layered service
provider hierarchies as depicted in the left part of Figure 1 where a service provider is at the same time the
customer of another provider: The provisioning of end-user services such as electronic mail, WWW and
DNS therefore depends on the availability of the IP service which, in turn, requires e.g., an ATM service.
The problem domain dealing with the fulfillment ofService-level Agreements (SLA)[43] between service
providers and their users is currently a subject of ongoing research (see e.g., [6]).

In this paper, we will concentrate on the right part of Figure 1, i.e., the question howManagement Sys-
temsof service providers and customers can cooperate effectively. Today, it is very likely that these systems
cannot interoperate seamlessly because different service providers usually deploy management systems that
differ not only by their vendor (IBM/Tivoli, HP, CA), but also by the underlying management framework
(OSI/TMN, Internet, CORBA, Java/WWW, proprietary). Furthermore, when these systems were initially
purchased, there was often no need to exchange management information with peer management systems
operated by another authority. This situation has changed considerably: End users now want to check the
quality of their subscribed services by retrieving data with WWW browsers from SNMP-based manage-
ment systems, and SNMP-based management systems that initially controlled the local area networks of an
enterprise need to exchange management information with TMN-compliant management systems survey-
ing long-haul telephony links. As management systems are the point of control for services and networks,
management policies have to be enforced and surveyed by them. All this makes management systems
crucial for successful enterprise management. It is therefore not only necessary to (re-)configure manage-
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ment systems at runtime but also to control whether they are working properly. This paper presents an
CIM/RM-ODP/CORBA-based approach to tackle this problem.

The above discussion shows that three questions must be answered to ensure the successful deployment
of management systems in an open service market:

1. How can we achieveInteroperability between management systems, i.e., which mechanisms are
needed so that they can exchange information with each other, even if they are based upon different
management architectures? The integration of management architectures, i.e., establishing a so-called
“Umbrella Management” is currently a large field of investigation [13]; section 3.1 gives an overview
on promising approaches.

2. What management information is needed for managing management systems? What are the manage-
ment requirements and how does an appropriate model of management systems look like? Section
3.2 focuses on the aspects of management informationInterchange.

3. Which specific services are needed for managing management systems? How does an architecture
for the Interworking between management services in a distributed object-oriented environment
look like? Section 3.3 examines these issues.

Some questions relating to the design of a Management Information Base (MIB) for management sys-
tems are: How is the management model structured? Can we take object classes specified by standardized
models as base Managed Object Classes (MOCs) for our model? In section 2, we elaborate on the specific
characteristics of management systems and derive their requirements. We will then present in section 3
current methods and promising approaches for dealing with the overall problem of managing distributed
applications in heterogeneous environments. This allows us to identify the main issues that must be taken
into account when building management models for distributed applications and services. During our work,
the notion of “application lifecycle” has turned out to be particularly useful for capturing the different
phases of distributed applications. We describe these aspects in section 4 by means of an example, namely
a management system that has been the target of our work. The identification of four aspects gives us the
opportunity to evaluate several standardization initiatives with respect to their coverage of the different ap-
plication phases. Section 5 focuses on the principles that guided us in designing our management model and
how we made use of RM-ODP and CIM concepts. We also describe the application of the Unified Modeling
Language (UML) and the impact of CASE technology on the design of the object model. In addition, we
provide an overview of our implementation and how general-purpose distributed object technologies such
as CORBA and Java were used for the prototype. Section 6 concludes the paper and presents issues for
further research.

2 Requirements Analysis

This section analyses the properties of management systems and the requirements regarding the necessary
management information and management services, respectively. It provides the conceptual background
and helps to identify important features needed for the definition of the object model for management
systems, described in section 5.

2.1 Characteristics of Management Systems

The way how management systems are deployed today is by establishing well-defined, central points of
control, termedmanagement platforms(see [11] and [5]). As outlined in previous studies [44], platforms
tend to become bottlenecks in large networks and a solution to this problem is to distribute their function-
ality (e.g., topology functions, event filtering mechanisms, logging facilities) in order to reduce the load
on the central management system. The standard solution to address this issue is by introducing subordi-
nate management systems acting in the role ofMid-Level Managers (MLMs) ; they are located close to the
managed resources and execute management functions on behalf of other management systems. Their main
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purpose is to condense raw data stemming from the resources into meaningful management information that
can then be used by another management system. This may also include the caching of frequently accessed
information such as topology data of the underlying systems. These properties obviously reduce the amount
of overall traffic that is sent through the network for management purposes. MLMs are an effective mech-
anism for structuring networks into domains and are used for establishing management hierarchies. An
extension of this concept is to delegate (and withdraw) management functionality to MLMs at runtime [12].
This delegation may either be initiated by the MLM itself (pull model) or by another management system
(push model). The interworking between management systems of different service providers as described
in section 1 can be seen as a special case of interactions between different MLMs. Consequently, the above
mentioned principles apply also to independent management systems operated by different authorities.

Further complexity is introduced by the heterogeneity of the deployed management architec-
tures.Management Gatewaysare a convenient mechanism for achieving interoperability between hetero-
geneous management systems. They are located on the boundaries of different (architectural and organi-
zational) management domains and are perceived as Mid-Level Managers by other management systems.
As management gateways are aware of the architectural specifics of the underlying resources, it therefore
makes sense to provide them with the same management functionality as MLMs. Such an enhanced man-
agement gateway could e.g., condense several SNMP-traps into one CORBA-event instead of translating
every trap into one event and leaving the filtering of these events to the management system one level above
in the service provider hierarchy. This implies that providers need an instrumentation for these systems in
order to present a unified view on their management data to customers; the amount of accessible information
is usually specified in a service contract.

Although some existing management frameworks provide mechanisms of inter-manager-
communication (OSI/TMN: x reference point, SNMP: inform-pdu), it is currently not clear what an
appropriate management model for controlling management systems should look like and what actions
may be initiated by a management system on behalf of another one. We will now first describe what kind
of management information ought to be present in an object model for managing management systems and
will then move on to the required management services, i.e., the functionality that management systems
may provide for interacting with peers. The identification of management information and management
functionality was based on a use case analysis applied to typical management scenarios. For the sake of
brevity, we can only describe a small part of the amount of management instrumentation identified in our
analysis. The complete set is described in [27].

2.2 Management Information

As with any other kind of managed resource, generic configuration management information (manufacturer,
product name and version, installation date, etc.) and properties relevant for fault management (support con-
tact, time since last restart and its usage, operational and administrative states) are relevant for managing
management systems. If a management system supports delegation, information about the supported script-
ing languages or the version of the execution engines should be available. From the inventory perspective,
it is also necessary to provide an overview of the installed components, their versions and their states (e.g.,
the installed system modules, the database and the management applications, the type of available delegated
management functionality) and the corresponding process names.

The gathering of licensing data relevant for accounting management such as the kind of product license
(nodelocked, domain-bound, floating), the maximum and the actual amount of management system users
is necessary because many commercial management system products are equipped with license servers. A
high amount of rejected requests due to an insufficient number of licenses indicates the need to acquire
additional licenses. This may either concern the number of concurrent users of the management system or
the number of managed nodes. Appropriate counters need to be provided.

Security is a major concern in distributed environments where several management systems are acting
as peers: there is a need to provide information about the management domains a management system
is involved in and the agents, MLMs and management gateways it is responsible for. If a management
system is able to configure another one, every involved system needs to maintain on the one hand view-
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related access control mechanisms for protecting itself against unauthorized access and, on the other hand,
information about its own capability set, i.e., what kind of interactions with peer management systems are
permitted.

Performance-related information includes parameters for configuring MLM caching properties such
as the cache size or the maximum aging time for the cached data. Counters for the time a management
system takes for serving a request and the number of requests per (user-configurable) interval may indicate
performance bottlenecks requiring additional MLMs.

Additional information needed to control management gateways encompasses the architectures the man-
agement gateway translates, the names and versions of the management information models and protocols
supported. Of equal importance are counters for (successful, erroneous) translated protocol data units and
information related to the mapping of managed object references.

2.3 Management Services

This section will sketch a subset of the overall management functionality that is needed for management
systems in order to interwork properly.

Configuration management services provide the ease of introducing new management systems into
distributed environments by dynamically assigning them configuration profiles covering domain affiliation
and polling intervals. A management system therefore needs to provide functionality for downloading
initial configuration profiles to other management systems. If delegation is supported, the usual operations
that apply to delegated management functionality (start, stop, suspend, resume etc.) should be present.

Of major importance for fault management are basic operations such as verifying whether all the com-
ponents of a management system are running and services for (re-)starting or stopping either the complete
management system or selected components should be available. Checking the consistency of the manage-
ment system database and the execution of maintenance (e.g., backup and restore) and error detection tasks
need also to be done at regular intervals that may require scheduling mechanisms. In case of errors, the event
and error logs maintained by a management system provide a rich source of information for determining
the probable cause of failures; consequently, facilities for browsing and searching these logs according to
different criteria should be available.

The configuration of event forwarding mechanisms, the initiation of management operations on peer
management systems and the registration of a management system for specific events require security ser-
vices to ensure that no security policy is violated.

Services related to performance and accounting management include the generation of reports on re-
sources administered by a specific management system (statistics, system parameters filtered according to
different criteria such as throughput, delay, load and usage) and should therefore be made available to net-
work administrators. In addition, parameters such as the ratio of application messages to network packets,
the percentage an I/O device is busy, the queueing delay while a process is ready and waiting for CPU are
useful to derive performance metrics for a (management) system. Note that the usability of these parameters
depends to a high degree from the policies defined by the organization that deploys the management system:
The selected systems, the probing intervals for the aforementioned metrics and the way these metrics are
combined reflect the policies of an enterprise. It is therefore necessary to provideindividually configurable
management functionalityto create meaningful information from available management data. Section 3.3
elaborates on this aspect.

3 State of the Art in Distributed Application Management

Early research in application management has focused primarily on solutions based on the OSI management
architecture [15]; the emerging Common Object Request Broker Architecture with its CORBAservices al-
lowed the exploitation of mainstream object-oriented technologies for systems and application management
[37, 36]. However, the considerable delays in the adoption of appropriate CORBAservices postponed the
availability of CORBA-based management [26]. Meanwhile, vendors have developed their own, propri-
etary infrastructures to satisfy the rapidly increasing demand for the end-to-end management of enterprise
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applications and services [17]. All these approaches have in common that they assume a homogeneous
management infrastructure; however, this is usually not the case, as the previous sections have pointed out.
This section describes the prerequisite steps and the essential building blocks for distributed application
management.

3.1 Achieving Interoperability: Umbrella Management

A major objective ofEnterprise Managementconsists in presenting a unified, all-encompassing view on
networks, systems, services and applications. It is oriented towards the providers’ goals and gives them
the ability to control any kind of managed resource according to their management requirements, policies
and organizational conditions. Enterprise Management follows a top-down approach and should therefore
not be constrained by technical intricacies. On the other hand, the amount of management frameworks
providers have to deal with is already determined by the nature of the managed resources: LAN com-
ponents usually have SNMP agents while telecommunication components are managed according to the
OSI/TMN framework; distributed applications and services might provide a CORBA-based management
instrumentation.Umbrella Managementhas to cope with the heterogeneity of Management and focuses
on the technology-related aspects of cooperation between entities involved in the management process.
Its objective is to abstract from the heterogeneity of the underlying management architectures by defining
means of interoperability. It is therefore fundamental for integrated Enterprise Management (see Figure 2).

There are basically three Umbrella Management strategies for achieving interoperability between sys-
tems located in different architectural domains (see also [24]):

The first approach consists in the integration at the resource level, i.e., the managed systems support
more than one management protocol; they are equipped withMultiarchitectural Agents ; [31] is the first
paper describing such an implementation. However, this approach is usually difficult to pursue for the
following reasons: Often, agents are used to perform monitoring of simple network devices such as hubs
or bridges. They are usually built into the firmware of the device and should thus have a small footprint;
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the implications are that these agents can neither be enhanced to support another management protocol nor
should they introduce additional overhead.

An alternative is to place the burden of integrating the different architectures on the management sys-
tem. Such aMultiarchitectural Manager supports a set of management protocols, which are implemented
onto the platforms’ communication stack. Thus, conversions between different management protocols are
not necessary. The transformation of the management information descriptions is often handled by tools
bundled with a management system, like MIB compilers, and therefore need not be handled by the de-
veloper. In addition, the service APIs of management systems can easily be accessed, thus yielding the
opportunity of reusing the large amount of platform services, such as event filtering, topology, threshold
monitoring or resource discovery (see also section 5.3). On the other hand, these APIs are specific to a
concrete management system product: the portability of interoperability solutions based on this integration
paradigm is often restricted. An example of a multiarchitectural manager is IBMNetView(SNMP-based
manager) with theNetView TMN Support Facility(for OSI/TMN).

The third solution is theManagement Gatewayapproach. It is then possible to manage services,
systems and networks in different management architectures from a single point of control, as demon-
strated in [32] and [39]. Standardized mappings between the OSI, Internet and CORBA information and
commnication models have been developed by theJoint Inter-Domain Working Group (JIDM)[21] and
academic institutions [34]; commercial implementations are emerging [14]. Our experiences with build-
ing management gateways [28] have shown that they represent powerful instruments for bridging the gaps
between different management architectures because neither the managing nor the managed systems need
to be modified. This is a crucial feature for the interworking between service providers as described in
section 1. However, it has to be recognized that gateways are very complex systems and – due to their
high relevance for enterprise management – need to be managed as well; in section 5, we describe why we
consider management gateways as a special case of management systems and show what their management
instrumentation may look like.

3.2 Ensuring the Interchange of Management Information Models

The very first attempts addressing the issue of distributed application management have been carried out
by the Internet Engineering Task Force. However, the Application MIBs (applMib [23] andsysApplMib
[30]) of the Internet management architecture are mainly focused towards a specific operating system and
the issues with the object-based information model compromise their usability: While the System Appli-
cation MIB reflects basically static application information and the status of the associated processes, a
large amount of information contained in the Application MIB deals with the issue of indexing the tables
containing the effective management information according to different criteria.

The main motivation for our approach is as follows: As stated in section 1, management is heteroge-
neous: several new frameworks have emerged during the last few years, some of them emphasizing on the
information aspect (such as CIM), others on the communication infrastructure (such as CORBA and the
Java Management Extensions (JMX)). Our goal is therefore not to invent an additional architecture but,
instead, to combine standardized frameworks: we make use of existing management information models
(CIM and RM-ODP), use a widely deployed notation (UML), and implement our work on top of a Java
Object Request Broker. This leads to a combination of proven technologies and allows us to build a unified
framework covering the analysis, design and implementation stages of our work.

Another fundamental assumption is that we consider management itself as a distributed application;
the consequence that the distributed application “management” itself needs to be managed has already
been motivated in section 1. Another implication is that we can apply already defined and standardized
models for (general-purpose) distributed applications to the management of management systems. We will
show in section 5 how we used the RM-ODP to obtain generic management object classes for application
management; we will use these as base classes for building the inheritance hierarchy of our object model
for management systems.

7



Object

id

create()
delete()

(from ODP Viewpoints)

ServerObjectClientObject +Producer+Consumer

Operation

Announcement Interrogation

Signal

InteractionFlow 1..*1 1..*1

ComputationalObject BindingObject

Template

name

(from ODP Viewpoints)

ComputationalObjectTemplate

StreamInterf
ace

SignalInterfa
ce

OperationInt
erface

ComputationalInterfaceTemplate

behaviourSpecification
environmentContractSpecification

Figure 3: Object classes specified in the RM-ODP Computational Viewpoint

3.2.1 Reference Model of Open Distributed Processing (RM-ODP)

In earlier work [29], we have identified the RM-ODP [19] as particularly suitable because it provides the
necessary terms and notions to cover the different aspects of distributed applications, particularly at the
runtime stage. It has therefore been taken as the basis for deriving our generic application management
instrumentation.

Analyzing the ODP concepts from a management point of view reveals that theComputationaland the
Engineering Languageare of highest relevance for our purposes because their concepts define a consider-
able part of the resources that have to be managed. In contrast, concepts from theInformation Language
cover the semantics of information processing and are only of secondary concern for (technical) manage-
ment. Since integrated management should abstract from the technical realization of the managed resources
as far as possible, this also holds for theTechnology Language. Furthermore, the lack of applicability also
applies to concepts from theEnterprise Language; however, it has to be reconsidered if advanced manage-
ment concepts such as policy-based management are deployed.

Concepts of thecomputational language allow the functional decomposition of an ODP system into
objects interacting at interfaces. Therefore, MOCs based on them, e.g.,operation, signal or bindingare
important for describing the relationships between managed objects. No other management architecture
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Figure 4: CIM Application Schema (without association classes)
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provides similar concepts although they are definitely needed in order to capture the dynamic relationships
between distributed applications. The object classes defined in the computational viewpoint are depicted in
figure 3.

An engineering specification defines the mechanisms and functions required to support distributed
interactions between objects in an ODP system. Concepts of the engineering language e.g.,node, capsule,
cluster, channeletc. or, respectively, the MOCs derived from them, support the monitoring of processes, the
connections between them etc., i.e., dynamic or runtime aspects of application management. An example
for this is the concept of capsule as defined in [20]: “A configuration of engineering objects forming a
single unit for the purpose of encapsulation of processing and storage”; this definition maps to the notion
of a process running under the control of an operating system.

3.2.2 Common Information Model (CIM)

The DMTFCommon Information Model (CIM)[9] follows an object-oriented approach and defines man-
aged resources as object classes with properties and methods that can be further refined by means of strict
inheritance. In order to circumvent multiple inheritance, CIM makes extensive use of various types of ag-
gregations and relationships: These relationships are modeled as association classes. TheCore Schema
defines basic terms as abstract classes such as service access point, service, product, system, logical device
etc., and provides a means for associating context (setting, configuration) with them. It is mandatory that
any CIM resource implements at least the core and one of common schemas [8]: TheSystem Schemais one
of the various common schemas and refines the root classes of the core schema in order to deal with jobs,
hosts, operating systems, processes, threads and file systems. TheApplication Schema, as another example
for a common schema, refines the core schema w.r.t. distributed applications: It defines units of deployment
(software element), units of component management (software feature) and allows the grouping of features
in a business system (application system). It is depicted in figure 4. In addition, various checks (OSVer-
sion, VersionCompatibility etc.) and actions (Reboot, ModifySetting) are defined. Finally, theDistributed
Application Performance Schema (DAP)relates the definition, the metrics and the logical element that is
instantiated to a so-called “unit of work”. In total, the amount of managed object classes being defined in
CIM comes close to 250. It is therefore fair to say that even if CIM is still evolving, it represents a solid
basis for integrated management. The exchange of management information between managed resources,
management systems and management applications is done by encoding the CIM object descriptions in
XML and transferring them over HTTP. However, the immaturity of current XML, DTD and XSL develop-
ment tools does not allow us to make use of the recently specified CIM/XML mapping: Currently, we use
CIM entirely for modeling purposes.

CIM uses theUnified Modeling Language (UML)[42] as notation for specifying the various schemas,
thus leveraging existing general-purpose development and software engineering tools. It is possible to
transform the MOCs – derived from the core and common schemas – into widely used programming and
description languages (OMG IDL, C++, Java, XML). For our modeling, we have used a UML-compliant
CASE tool [35] that meets these requirements.

3.3 Interworking between Management Services

3.3.1 Traditional (two-tier) Management

This model defines two entities involved in the management process: the manager processes all the manage-
ment information according to the needs of a customer, and the (dumb) agent exposesstatelessmanagement
information, i.e., raw data (counters, gauges, names etc.) captured from a resource. Note that the term state-
less does not imply that the resource state is not contained within the management information (the state
of a given resource and its part is obviously not only readable but also modifiable through the instrumen-
tation, e.g., by means of a reboot operation): Instead, stateless management information means that there
are neither implicit nor explicit temporal relationships between different items of management data; i.e.,
there is no notion of history. In general, an agent is unable to compare the values of a specific attribute over
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different time periods in order to determine whether a given attribute changes its value1. “Classical” SNMP
resource agents therefore do not calculate averages or medians because this would require them

1. to have a notion of history (meaning that they must store management data of previous time periods),
and,

2. to accept, check and store a given time interval defined by the manager in order to compute data such
as “invalid packets per second during the last hour”. Note that a counter “invalid packets per second”
alone does not make much sense because it is unclearwhichseconds should be actually considered
for the analysis.

Both items would violate the principle of stateless management information.
Obviously, administrators are primarily interested in information related to time: It is not particularly

useful to know the current value of the counter “received IP packets”; the benefit of this counter becomes
only apparent if it is correlated with time and/or other resource attributes. The fact that, e.g., the average
load of the incoming packets during the last 3 hours was always above a given threshold is an important
indication that the resource capacity is either insufficient or the network topology unbalanced.

This kind of information, derived from the data provided by the agent, highly depends from a notion of
time and history and is termedstateful management information; the IETF Remote Network Monitoring
(RMON) MIB is the first example of a MIB that computes stateful management information and is not
bound to specific resources. Stateful management information can be regarded ascustomized management
information according to the goals of the management system operator. As the observation intervals are
not known in advance (some administrators may choose intervals of 5 minutes, others are only interested
in daily statistics), this information is generally not computed by the agent but needs to be processed on
the manager side. It is usually done by traffic/usage analyzers being part of management platforms. This
approach has been frequently criticized; the main argument (among others) against it is that doing all the
processing on the side of the managing system generates an enormous load if several thousands of agents
are involved. RMON probes and mid-level managers help to reduce this load but cannot eliminate this
problem.

3.3.2 Management Middleware: Introducing three-tier Management

A pragmatic way to obtain stateful management information (tailored to the specific requirements of a given
customer) while maintaining the scalability of the overall management system is to separate the necessary
functionality from the manager and distribute it across the network: Distributed object architectures such
as CORBA and (Enterprise) JavaBeans allow the implementation ofconfigurablemanagement services in
a way that they can be replicated and migrated according to a specific network and application topology.
This is particularly important if the management of distributed applications is being considered because
their number is usually at least two orders of magnitude higher than the number of network and system
resources. It is fair to say that 3-tier Management splits the functionality of a “traditional” Manager in two
parts: user interaction and management middleware.

Appropriately parameterized management services thus allow to generate stateful management infor-
mation from stateless resource management data “on the fly”, i.e., without having the need to store data
persistently for a longer interval than really needed. Figure 5 depicts such a three-tier management archi-
tecture. The Gartner Group defines Middleware as the “glue between clients and servers” [10]; we define
Management Middlewareas the services between managers and agents that help to make management
more scaleable by bringing the (pre-)processing of management information closer to the resources.It
combines and enhances the management data exposed by the agents to meaningful management informa-
tion and presents it to the manager. In addition to answering queries issued by the manager, the middleware
can be configured by the manager in order to reflect the managers’ policies.

1While this statement is appropriate for SNMP-based Management, the OSI/TMN-Management provides an “Attribute Value
Change” notification. However, it is unclear whether the OSI/TMN-compliant management platforms deployed in large environments
make use of this feature because it tends to increase the number of notifications.
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Figure 5: Management Information available at the Interfaces of a 3-tier Management Architecture

However, it should be noted that today’s management platforms (such as NetView and Enterprise Con-
sole) put both tier 1 and tier 2 in a single system because the management middleware (topology manager,
status monitor, object database) is bound to (and unseparable from) the core product. Implementing these
systems on a distributed object-based infrastructure yields the benefit of distributing the management mid-
dleware “over the network”, thus separating tier 1 and tier 2.

There are basically three different types of services that are part of the Management Middleware:

1. generic management functionality common to a wide range of managed resources. Typical examples
for these are the services defined by theOMG Telecom Domain Task Force(Notification, Logging,
Topology etc.) and the OSI/TMNSystems Management Functions(policy, log control, event man-
agement, management knowledge, event filtering and forwarding of selected information, storage of
resource data for caching purposes etc.). A recent approach to defining generic management services
in a CORBA environment is the work of the TeleManagement ForumApplication Component Team
(ACT)[41]; an exhaustive list of management requirements is provided in [2].

2. Appropriately modularized problem management knowledge captured from experts; the management
services can therefore be regarded as “canned knowledge”. Examples are: checking the state of
services on which an application depends; verifying whether a filesystem is mounted if a webserver
continuously encounters errors while trying to access related documents etc.

3. services that are now implicitly part of management systems (see above): These can be tailored
towards the needs of a specific provider so that the resulting stateful data can be compared to the in-
dividual policies of the provider. Typical examples are: The ratio of application messages to network
packets during the last hour, the average percentage of busy I/O devices on a given server farm, the
average queue length of the print spooling system at 11 am; [47] provides some more parameters that
require parametrization because different customers have different needs.

4 Aspects relating to the Lifecycle of Management Systems

In order to structure the requirements of management systems and gateways it is helpful to characterize
them according to the different aspects how they are perceived. Figure 6 depicts the four different aspects
that we have identified during our research:
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Figure 6: Aspects of Management systems

� The functional aspect describes a management system as an installable software package (e.g.,
NetView for AIX), which consists of several components providing distinct services. The AIXSys-
tem Management Interface Tool (SMIT)gives the following list of the NetView components:Base
System, Database, Developer Supplement, Online Documentationetc. These components can be fur-
ther refined to reflect the actual services they provide, such as configuration manager, performance
monitor, topology module, event handler, status monitor, user interface, communication component,
MIB browser. The functional aspect addresses the question“What does the application do and which
services does it offer?”It should be noted that these services are not only provided to end users but
to other (eventually remote) services as well.

� If a management system is regarded as an executable program system, the focus lies on itsstructural
aspect. It is perceived as a set of files, which contain either the services or configuration files, help
functions or management data related to the administered resources. Relevant management informa-
tion are Packages, Files, Installation Paths etc. Software distribution and installation tools make use
of this information. The structural aspect deals with the question:“Which components have to be
installed?”

� When the management system is instantiated (operational aspect), it is perceived by a set of commu-
nicating (UNIX-) processes (ovtopmd, netmon, pmd, nvsecd), by a list of open files and established
client/server bindings. The purpose of the operational aspect is to answer the question:“How well
does the system run and perform?”

� Thesystem aspectrecognizes the fact that a management system cannot be regarded as an isolated
entity, but is dependent from operating system functions (such as disk and swap space) and networked
services such as ICMP, DNS, NIS and NFS. The latter is important because the NetView database
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might reside on a remote host, thus a failure of the remote host implies a failure of the manage-
ment system. The question“Which underlying services are required and what are the dependency
relationships?”is the purpose of this aspect.

While the first three items basically reflect the main stages of the software lifecycle (design, installation,
runtime), the system aspect does not fit into this categorization. However, it is important to address this is-
sue because today, the runtime status of an application has to be determined by invoking operating system
routines due to lack of proper instrumentaion. In addition, vital application dependency information is usu-
ally kept and maintained by the operating system in system configuration repositories (and not necessarily
by the application itself); it can be retrieved from the repository by means of operating system calls. The
methodology for achieving this and a detailed example are described in [25].

4.1 Relationships of management systems to the System and Network Infrastruc-
ture

Management systems usually run on general-purpose operating systems like UNIX or WindowsNT and are
therefore sensitive to errors that occur in the underlying operation system and the communication infras-
tructure provided by networked services (e.g., theDomain Name System (DNS), theNetwork File System
(NFS)and theNetwork Information System (NIS)) and protocols. Consequently, commercial management
system implementations dedicate a high degree of their management instrumentation to the monitoring of
the underlying system. While this may be necessary, in our opinion it is not the primary concern of a MIB
for management systems to control not only the management system itself but also the underlying environ-
ment. Thus, we restrict ourselves to the instrumentation of the management system itself and consider the
instrumentation of operating systems (CPU usage count, user quota, disk and paging space etc.), networks
(latency, timeout errors, network buffer size, packet and frame errors) and underlying networked services
such as DNS, NFS and NIS as out of scope for this paper. Nevertheless, we have designed object models
and implemented the corresponding agents for UNIX systems and networked services. Readers interested in
these agents are referred to [33]. The development of these agents has been done according to the approach
described in section 5, too. On the other hand, operating system repositories such as the IBMObject Data
Manager (ODM)[16] provide a vast amount of static management information pertaining to management
systems such as the names and versions of the software modules, their installation paths, their prerequisites
and dependencies. As these tools are accessible through APIs we were able to retrieve this management
information.

Note that although these aspects are defined in the context of management systems, they also apply
to any other kind of distributed application. Management systems and gateways can be regarded are a
characteristic example of highly distributed applications.

4.2 Related Work

Several models and standards exist which are relevant for application management; they provide a wealth
of management information. These are:

� The IEEE 1387.2POSIX Software Administration Standard[18] focuses on management information
for software distribution and installation. The aspect addressed by this specification is thestructural
one.

� The Distributed Software Administration (XDSA)Specification from the Open Group [45] extends
IEEE 1387.2 and therefore also deals with thestructural aspect. More specifically, it is targeted
towards software distribution/deployment/installation, defines several commands (swinstall, swlist,
swmodify etc.) and a software definition file format with several attributes. However, XDSA does not
deal withinstantiatedapplications and services; therefore it does not have any means of representing
them at runtime.

14



� The ISOReference Model of Open Distributed Processing[19] defines terms and notions for describ-
ing distributed applications and their components. It can be used for theoperational andsystem
aspects (see also section 3.2.1).

� The Tivoli Application Management Specification (AMS)[1] is particularly helpful for thesystem
andstructural aspects.

� TheApplication Response Measurement (ARM) API[3] and its recent extensions [22] focuses on the
performance management part of theoperational aspect.

� The CIM [9] System and Application Schemas address primarily the following aspects:structural
andsystem.

It can be seen that none of the above specifications is able to cover all the four aspects of distributed
applications. We have chosen to combine two of them (RM-ODP and CIM, see below) to establish an
application management model that is able to deal with all the aspects.

Today’s applications almost never provide management instrumentation; the management information
can be partly obtained from various (proprietary) APIs but, often enough, this information is only accessible
for read-only purposes. Thus, in the best case, one can build a rudimentary monitoring fora specific
application; active management does not happen yet.

These problems stem from the fact that it is yet unclear what the generic properties of applications are,
i.e., a subset of management information common to all kinds of distributed applications. On the other
hand, CIM and RM-ODP specify the components and properties of distributed applications in a generic
way and therefore provide guidelines on

1. the structure of a broad range of distributed applications, and,

2. what can be reasonably assumed regarding the minimum set of management information any dis-
tributed application may have.

Our idea therefore consists in applying standardized architectural models for (general-purpose) dis-
tributed applications to themanagementof distributed applications. We will show in the following section
how we used concepts from RM-ODP to obtain generic management object classes for application man-
agement; we will use these (together with the CIM schemas) as base classes for building the inheritance
hierarchy of our object model.

5 An Object Model for Managing Management Systems

Seamless interworking between different management systems requires that the management information
and the appropriate management services identified in the previous section are defined in a way that they
can be accessed by peer management systems. Consequently, this section will focus on establishing an
object model (i.e., a MIB) for management systems. In section 5.1, we show how we achieved a unified
representation of management information common to all different kinds of entities involved in the man-
agement process. We then describe in section 5.2 how this management information can be refined w.r.t.
the needs of specific management systems and how this process is eased by CASE tools. Section 5.3 gives
some insights into our prototype implementation.

5.1 Defining the Base Classes of the Inheritance Hierarchy

Until recently, the inheritance hierarchies of object-oriented management frameworks were usually shallow
and the degree of reuse was limited because the predominant part of relevant management information has
often been specified in resource-specific classes. Consequently, the base classes contained only a restricted
amount of information. On the other hand, one must recognize that – in general – different distributed
applications share a lot of common properties: e.g., they are delivered as packages that consist of modules
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implementing a service, which is instantiated as a process. What we need is a framework that allows us to
describe the relevant aspects of any kind of distributed application (in our case: management systems) in a
way that it is suitable for management purposes.

The overview of CIM in section 3.2.2 has shown that this architecture differs fundamentally from ex-
isting approaches: CIM makes a serious attempt to leverage the power of common off-the-shelf object-
oriented technology to define semantically rich object models suitable for today’s complex distributed sys-
tems. However, the relationships between the different CIM schemas are not easily visible because many
classes defined in a schema have relationships with classes defined in other schemas. Inheritance relation-
ships spanning up to five class levels and the excessive use of association classes (the ComputerSystem
class of the system schema alone is associated with eight other classes) introduce a considerable amount of
complexity and make the graphical layout of the diagrams alone a challenge. The use of a new notation, the
Managed Object Format (MOF), as an intermediary representation for management data exacerbates this
problem. On the other hand, a developer is able to take advantage of CASE technology, thus making the
task of deriving new, specific managed object classes from the existing CIM schemas relatively easy.

On the other hand, CIM currently misses object classes that capture the runtime behaviour of applica-
tions: entities such as bindings, queues, requests or signals are not yet present although the CIM Applica-
tion Management Working Group has started to define appropriate runtime extensions for the application
schema.

The ODP computational language helps to fill this gap because it defines various kinds of interactions
between clients and servers (see figure 3 in section 3); its structuring rules specify useful constraints that
help to clarify the semantics of the involved objects (“a computational object offering a stream interface
generates flows that have producer causality in the interface’s signature [...]” [20]).

The ODP engineering language, in contrast, does not add much value to CIM: there is a considerable
overlap between the RM-ODP engineering viewpoint and the CIM system schema because both decompose
applications in entities visible from a systems management perspective (e.g., threads, processes, operating
systems, nodes). It is fair to say that the classes of the CIM system schema are a superset of the ODP
engineering language concepts, thus making the latter obsolete for our specific purposes. In addition to
ODP, CIM defines a large amount of class properties and methods that cover a large degree of system
administration tasks.

Our solution therefore consists in following a “best-of-breed” approach by combining the ODP compu-
tational language with the CIM core, system, and application schemas. Together, they form the base classes
of our object model for management systems and gateways. Thus, many required attributes and methods
are already defined at the top of the inheritance hierarchy: Important characteristics relevant to software
packages are present; in addition, instrumentation for installing and updating them is specified. Descrip-
tions of services and their technical realization (as processes) are available. Services and applications can
be started, stopped, suspended and resumed; dynamic bindings and various kinds of interaction can be rep-
resented. This covers a large amount of MIB-instrumentation that is usually defined only on lower, i.e.,
resource-specific levels (e.g., every SNMP group or table containsNameandDescription attributes).
Consequently, we can then guarantee a minimum amount of instrumentation commonly applicable to all
kinds of distributed applications.

5.2 Representation of MOCs for Managing Management Systems

As mentioned before, the different CIM schemas and the model of the ODP computational viewpoint form
the base classes for our management information and services (described in sections 2.2 and 2.3) become
attributes and methods of these enhanced base MOCs. Some of these abstract base MOCs are depicted
on the higher levels of figure 7 and reflect the characteristics of distributed applications specifically w.r.t.
configuration and fault management.

The upper left part of the figure contains the classes derived from the ODP computational language;
they help to model bindings and interactions between clients and servers. The upper middle part depicts a
(small) section of the CIM application schema while the upper right part contains some classes from the
CIM system schema. As described in section 5.1, the base MOCs do not contain application specifics. In
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Figure 7: CIM– and RM-ODP–based object model of management systems (extract)

order to support the management of management systems and gateways, they have to be refined to more
application-specific MOCs: The lower part of the figure depicts some of the classes that we have defined
and which serve as the basis of our implementation.

For the sake of clarity, the following kinds of management information have been omitted from the fig-
ure: Object classes for the maintenance and control of event and alarm logs, instrumentation for traces and
definitions of value constraints like thresholds. The definitions of the attributes (data types, default value,
hints whether they are read-only, CIM qualifiers) and method signatures (arguments, return type) have also
been suppressed. In addition, the representation uses multiple inheritance while our initial model avoids
multiple inheritance by making use of association classes. However, these tend to impair the readability
of the model. Furthermore, the “realizes” associations of “ManagingSystem” and “ManagedSystem” to
“Package” and a couple of other self-explaining associations habe been left out in order to increase read-
ability.

It can be seen that MOCs for “ManagingSystem” and “ManagedSystem” are derived from the ODP
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computational language classes “client” and “server”, respectively; this is due to the fact that management
systems usually act in a client and managed systems act in a server role. The model also reflects the fact
that MLMs are dual role entities and consequently inherit properties and operations from both of the above
MOCs. Management gateways are – as described in section 2.1 – a special case of MLMs that additionally
perform transformation activities. These transformations are determined by two issues: The first ties a Man-
agement Gateway to source and target information models (associations “SourceManagementFramework”
and “TargetManagementFramework” with “ManagementFramework”); the second allows “Management-
Gateway” to inherit its protocol translation capabilities from “GenericGateway”.

5.3 Prototype Implementation

For demonstration purposes, we have instrumented a commercial network management platform (IBM
NetView for AIXwith TMN Support Facility) and a CMIP/SNMP Management Gateway developed by
us [28] with CORBA-based management agents implemented in Java. The left part of Figure 8 depicts
a CORBA/Java-based management environment: CORBA agents (here: for DNS and WWW servers and
AIX SMIT) are remotely administered by means of a CORBA-enabled WWW browser. CORBAservices
such as Events, Notification, Topology, Managed Sets and Policy (see e.g. [46]) could provide the required
management functionality in a location-independent way. However, only a minor part of these important
management services have been implemented by now. Fortunately, current management platforms (right
part of Figure 8) contain components that have a very similar functionality to the CORBAservices men-
tioned above. We therefore decided to expose the main platform components (Event Dispatcher, Topology
Manager, State and Performance Monitors) to CORBA and use them as atemporary replacementfor cur-
rently specified, but not yet available CORBAservices. We have encapsulated the APIs of the Management
System with IDL wrappers (dark grey shaded arcs with black dots in Figure 8), which gives us the op-
portunity of reusing a large part of the Management System functionality (e.g., event filtering, topology).
By doing so, we create a conceptually integrated management information base on the platform where
management-related information is collected and evaluated independent of the originating base architec-
ture. This multiarchitectural manager is able to access managed objects in OSI/TMN, SNMP and CORBA
environments.
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Figure 8: CORBA-based instrumentation of management systems and gateways
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In addition, the IDL wrappers also provide the management instrumentation of the management sys-
tem and the management gateway via CORBA. Furthermore, the representation of AIX SMIT as CORBA
objects gives us access to the systems management information described in section 4.1. Together, they
represent the managed objects identified in the previous sections. We are then able to manage both the
management system and the management gateway via CORBA.

As we wanted to manage these systems from a web-based interface, we implemented the management
application prototype as Java applets and used a commercial Java-ORB,VisiBroker for Java. VisiBroker
is also part of theNetscape Communicatorweb browser; we therefore expected that the application would
load within less than a second due to its modular design and the small size of the resulting Java classes
(less than 10 kbyte per class). Unfortunately, Netscape Communicator contains only an earlier version of
the Java-ORB. Consequently, the Java classes for the ORB itself and its bundled CORBAservices (in total:
a Java archive of 2.5 MB code size) always have to be loaded once per session into the browser firstbefore
any applet can be started.

On the other hand, the access to IBM NetView is only possible through C Application Programming
Interfaces. We therefore built wrappers based on the Java Native Interface around the APIs in order to

Figure 9: The management system’s relationships, as seen from a management platform console
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access them from Java. JNI has been developed for that purpose, thus enabling programs running under the
control of the Java Virtual Machine to access other programs or libraries that have been written in C. The
reason for choosing Java instead of C++ stems from the fact that we intend to copy parts of the management
instrumentation between different management systems at runtime.

Figure 9 shows a screendump of the prototype implementation as it can be seen from the GUI of the
management console: The management system being administered (“NetView”) mounts a directory from
another workstation (left part of the figure); is involved in peer relationships with two workstations and a
CMIP/SNMP gateway, and has AIX 4.2 as prerequisite. In addition, it requires a floating license that is
provided by the license server (bottom of the figure). The different colours of the icons provide information
regarding the status of the managed objects; in addition, the logical links between the different icons are
able to indicate their status by being coloured appropriately.

6 Conclusions and Areas of further Research

In this paper, a CORBA-based implementation of a prototype for managing management systems and gate-
ways is presented. The conceptual modeling work is based on CIM and RM-ODP. The need for managing
management systems arises because management systems of different authorities have to seamlessly in-
teroperate with each other, even if they are based upon different management architectures; thus, we have
analyzed and evaluated three mechanisms for achieving interoperability. On the other hand, management
systems are also very complex; it is thus essential to provide appropriate management information and
services. Our aim was to define such an open, common set of management information that should be
applicable to a wide range of management systems and management gateways. We have developed man-
agement models for these entities by analyzing what kinds of management information and services are
needed to enable an integrated management of these systems.

Key to our approach is the perception of management as a distributed application that itself needs to
be managed. We are then able to apply standardized frameworks for distributed applications (such as
CIM and RM-ODP) for the definition of generic MOCs that already contain a large set of management
instrumentation at the top of the inheritance hierarchy. This management model is then refined into more
specific object classes that reflect the structure and functionality of management platforms available on the
marketplace. On the other hand, we can infer that a systematic and structured solution for the problem of
managing management systems contributes also to solving the problem of application management. We
have implemented the object model described in this paper for instrumenting the network management
platform NetView for AIXby Java/CORBA-based management agents so that it can be managed from a
web-based interface. Apart from determining dependency relationships between instantiated components,
almost the complete set of required management information can be provided by this management system.
However, this information is scattered across different sources such as platform APIs, configuration files and
configuration tools of the underlying operating system. A large part of our implementation work consisted
in encapsulating all this information under a single type of interface.

We have experienced that the association of “ease of use” with the term “web-based management” may
apply to the actual system user, but definitely not for the developer: Several hundred object classes tied to-
gether by various kinds of associations require a deep knowledge of object-oriented design methodologies
such as UML. “Wallpaper-size” diagrams for every CIM schema containing exhaustive inheritance hierar-
chies underline the fact that CIM inhibits a considerable degree of complexity. Despite the large amount of
classes, CIM doesn’t provide yet concepts comparable to the RM-ODP computational language; therefore,
we had to add the appropriate object classes from RM-ODP to our CIM-based model in order to obtain the
desired functionality. However, it is expected that the work of the DMTF Application Management Group
on CIM runtime extensions will make such substitutions obsolete.
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