
RC22944 (W0310-160) October 28, 2003
Mathematics

IBM Research Report

Computing Invariant Manifolds by Integrating 
Fat Trajectories

Michael E. Henderson
IBM Research Division

Thomas J. Watson Research Center
P.O. Box 218

Yorktown Heights, NY 10598

Research Division
Almaden - Austin - Beijing - Haifa - India - T. J. Watson - Tokyo - Zurich

LIMITED DISTRIBUTION NOTICE: This report has been submitted for publication outside of IBM and will probably be copyrighted if accepted for publication. It  has been issued as a Research
Report for early dissemination of its contents.  In view of the transfer of copyright to the outside publisher, its distribution  outside of IBM prior to publication should be limited to peer communications and specific
requests.  After outside publication, requests should be filled only by reprints or legally obtained copies of the article (e.g. , payment of royalties).  Copies may be requested from IBM T. J. Watson Research Center , P.
O. Box 218, Yorktown Heights, NY 10598  USA  (email:  reports@us.ibm.com).  Some reports are available on the internet at  http://domino.watson.ibm.com/library/CyberDig.nsf/home .



COMPUTING INVARIANT MANIFOLDS BY INTEGRATING FAT
TRAJECTORIES

MICHAEL E. HENDERSON†

Abstract. We present a new method of computing a well distributed set of points on k-
dimensional manifolds which are invariant under a flow. The method uses on chains of local approx-
imations along trajectories (fat trajectories) to cover the manifold with well spaced points. Points
between two diverging fat trajectories are interpolated by either interpolating over a certain dual
simplex, or by solving a two point boundary value problem.

We derive formulae for the evolution of a second local approximation of the invariant manifold
along a trajectory, show that interpolation points in the cleft where k (the dimension of the manifold)
trajectories diverge will exist, and apply the method to the stable manifold of the origin in the
“standard” Lorenz system.
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1. Introduction. Given a flow

dui

dt
= F i(u), u ∈ IRn, F : IRn → IRn,

the k-dimensional invariant manifold Mc generated by a smooth (k − 1)-dimensional
manifold of starting points c(σ) ∈ IRn, F nowhere tangent to c, consists of the union
of the forward and backward images of the starting points under the flow:

ui
+(t, σ) = ci(σ) +

∫ t

0

F i(u(τ, σ))dτ

ui
−(t, σ) = ci(σ)−

∫ t

0

F i(u(τ, σ))dτ

Mc = u−
⋃

u+

(1.1)

This paper describes an algorithm for finding a well distributed set of points on such
a manifold.

This definition is sometimes written using the “flow” u(t, σ) = φt(c(σ)), but we
wish to emphasize that it is a surface and that on that surface t is a parameter just
like σ. What is special about time is that the tangent of the surface in the t direction
is known explicitly at any point, while the other tangents are not. Mc may be infinite
in extent, and may have infinite area inside a finite region, so we restrict the invariant
manifold to a computational domain, for example, t ∈ [−T, T ], σ ∈ Ωσ, and Mc ∩ Ω.
If the flow is smooth and the matrix whose columns are the tangent vectors ui

,t and
ui

,σj
is full rank (k) for all |t| < T ,σ ∈ Ωσ), then because the trajectories are smooth

in the intial conditions, the surface is well defined and is indeed a manifold.
Hale [14] calls these integral manifolds, and seems to reserve invariant manifold

for the stable and unstable manifolds of fixed points and periodic motions.

†IBM Research Division, T. J. Watson Research Center, Yorktown Heights, NY 10598, mhen-
der@watson.ibm.com
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Fig. 1.1. It is not possible to decide if a point lies on a particular invariant manifold. A point
lies on a unique 1d invariant manifold (a trajectory), but there is a continuum of higher dimensional
manifolds containing the trajectory (left). Another way of saying this is that near any particular
invariant manifold there is a set of parallel manifolds which cover the entire phase space (right).

Certain nontrivial, globally well defined invariant manifolds can exist in a flow.
These include fixed points (k = 0), periodic orbits (k = 1), and invariant tori (k = 2).
By globally well defined we mean that the manifold of starting points is uniquely
defined up to an infinitesimal translation in the direction of the tangent space of the
manifold. For periodic orbits the tangent space is one dimensional and the translation
is a phase shift. Adding a phase constraint determines c, which can be computed
directly (a shooting method), or a system can be written for the entire manifold.
This second approach has been used for invariant tori by Dieci and Lorenz [6] and
Moore [27].

Other global invariant manifolds include the stable and unstable manifolds of a
hyperbolic fixed point u0 –

W s(u0) = {u | limt→∞ φt
F (u) = u0}

Wu(u0) = {u | limt→−∞ φt
F (u) = u0} ,

and the the stable an unstable manifolds of hyperbolic periodic orbits. These man-
ifolds provide significant insight into the structure of chaotic attractors (see in par-
ticular Abraham and Shaw [1], and Jackson [18], [19]). Asymptotic expansions for
the stable and unstable manifolds of a hyperbolic fixed point can be found near the
fixed point [3], [29], Appendix C: tangent to the eigenspaces of the Jacobian Fu at
the fixed point with negative and positive real parts respectively. These expansions,
together with the condition that the projection of c(σ) onto the eigenspace is a small
sphere, defines c(σ).

In the visualization of steady fluid flows, which are two or three dimensional
dynamical systems, the invariant manifold associated with a curve (called a rake) is
called a stream surface, and a trajectory is stream line. Algorithms are available for
finding a set of stream lines which covers the phase space, [33], [34], [17]. Stream
surfaces from carefully placed initial curves are useful in experiments for visualizing
the flow (e.g [25], [2]), This can be done by injecting smoke or dye into the flow from
holes spaced along a thin tube – which trace streamlines which look something like
the tracks of a rake through sand. Another technique (the ”smoke-wire” technique)
usses a current to heat a wire which is covered with oil. This generates an invariant
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manifold of smoke, with the wire being the manifold of starting points.

Recent work in orbital mechanics suggests that invariant manifolds may be used
to construct spacecraft missions with low fuel requirements. An invariant manifold
gives the set of points that can be reached from a manifold of starting points with
no expenditure of fuel (ideally). Low fuel space missions can therefore be constructed
by finding where invariant manifolds intersect certain objectives, and using small
amounts of fuel to move to the corresponding starting point. See Marsden et. al.
[10], Howell et. al. [16].

Invariant manifolds are not locally defined. That is, it doesn’t make sense to ask
which invariant manifold a point lies on, nor is there a local test to determine if a point
lies on the manifold generated by a particular initial curve. A point lies on a continuum
of invariant manifolds, whose intersection is the trajectory through the point (Figure
1.1), or equivalently, near every invariant manifold lies a parallel family of invariant
manifolds (if k < n) which cannot be distinguished locally. Computationally, this
means that a local method that drifts off the manifold has no way to move back to
the manifold without returning to c(σ). In addition, the parameterization u(t, σ) is
extremely poor in most interesting examples.

The method presented here generates a uniform distribution of points on the
manifold, most of which lie on trajectories. These trajectories start either at a point
on c(σ) or at an interpolation point. Two interpolation methods are suggested, one
which interpolates from adjacent trajectories, the other solves a two point boundary
value problem to find an interpolation point on a trajectory starting on c(σ).

We begin in Section 2 with a review of tensor notation and concepts from differen-
tial geometry. In section 3 we review several recently proposed methods of computing
invariant manifolds, and characterize them by how the invariant manifold is parame-
terized. In Section 4 we describe our method for computing a “fat” trajectory, which
uses small coordinate patches on the invariant manifold along a trajectory to cover
the trajectory with a uniform distribution of points.

In Section 5 we use the algorithm to compute the stable manifold of the origin in
the Lorenz system.

In Appendices A, B and C we present the main theoretical results of this paper:
how to find orthonormal coordinate patches along a trajectory, how to choose inter-
polation points, and a result giving a manifold of starting points for computing the
stable or unstable manifold of a fixed point.

2. Metrics, Connections and Curvature Tensors. The algebra below in-
volves the “usual” tensors that arise in differential geometry. Therefore we use tensor
notation throughout. The reader may find a good description in the books of Eisen-
hart [9], Lovelock and Rund [26], and Spivak vol. 2 [31]. A quick review, to establish
notation –

Vectors – A vector u ∈ IRn will be written as ui, which are the coordinates of u in
some coordinate system.

Differentiation – The partial derivatives of a vector valued function ui(s), s ∈ IRk

will be written ui
,j which stands for ∂ui/∂sj . The “comma” indicates the

differentiation, j ∈ [0, k)
The summation convention – A repeated subscript indicates a sum over the

range of the index, so that ui
,js

j =
∑

j ui
,js

j .
3



With the summation convention a Taylor series for u(s) to third order can be written
compactly as

ui(s) ∼ ui + ui
,js

j +
1
2
ui

,j,ksjsk +
1
6
ui

,j,k,ls
jsksk

We will be dealing with k dimensional manifolds embedded in n space, which in
some neighborhood of a point ui can be expressed as an n-vector valued function of
a k-vector: ui(s). The parameterization determines a basis for the tangent space of
the surface at any point s,

φj =
(

∂u0

∂sj
,
∂u1

∂sj
, ...,

∂un−1

∂sj

)
= ui

,j

This is the tangent to the jth coordinate line – the curve obtained by varying only
the jth coordinate of s.

We will also occasionally refer to a basis for the orthogonal complement in IRn

of the k-dimensional tangent space, and will call this vi
j . We will assume that it is

orthonormal, so that

up
,iv

p
j = 0 and vp

i vp
j = δij .

With this notation we can define the basic concepts from differential geometry –
The metric gij – the matrix of inner products of the basis vectors

gij = up
,iu

p
,j

For a Euclidean metric, (an orthonormal basis) gij = δij . The inverse of the
metric is usually written gij

gipgpj = δi
j gipg

pj = δj
i

The connection Γijk and ηijk (Christoffel symbols of the 1st kind) – are the
inner products of the basis vectors and the second derivatives

Γijk = up
,iu

p
,j,k ηijk = vp

,iu
p
,j,k

These are the projections of the second derivatives of the surface into the two
bases, and can be used to reconstruct the second derivatives

ui
,j,k = Γp

jkui
,p + ηp

jkvi
p

Γijk = up
i u

p
,j,k = Γp

jkgip, ηijk = vp
i up

,j,k = ηp
jkδip

The symbols Γi
jk and ηi

jk are called the Christoffel symbols of the 2nd kind.
The curvatures Γijkl and ηijkl – By analogy with the connection, we can define

the inner products

Γijkl = up
,iu

p
,j,k,l ηijkl = vp

,iu
p
,j,k,l

And reconstruct the third derivatives

ui
,j,k,l = Γp

jklu
i
,p + ηp

jklv
i
p

Γijkl = up
i u

p
,j,k,l = Γp

jklgip, ηijkl = vp
i up

,j,k,l = ηp
jklδip
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The symbols are useful to us in part because they give a Taylor series for the surface.
(Higher order symbols can be defined in the same way.)

ui(s) ∼ ui + ui
,ps

p + 1
2

(
Γp

jkui
,p + ηp

jkvi
p

)
sjsk + 1

6

(
Γp

jklu
i
,p + ηp

jklv
i
p

)
sjsksl

= ui +
(
sp + 1

2Γp
jksjsk + 1

6Γp
jkls

jsksl + ...
)

ui
,p

+
(

1
2ηp

jksjsk + 1
6ηp

jkls
jsksl + ...

)
vi

p

The Γ’s control the parameterization in the tangent space, while the η’s define the
surface.

Eq. 1.1 gives a parameterization derived from c(σ) and the dynamics. If we
change the parameterization in the tangent space and transform the η’s accordingly,
we can replace this poor parameterization yet preserve the manifold.

Note that the connection can also be defined in terms of derivatives of the metric
(this is the more usual definition)

Γijk = up
,iu

p
,j,k =

1
2

(
(up

,iu
p
,j),k + (up

,iu
p
,k),j − (up

,ju
p
,k),i

)
=

1
2

(
∂gij

∂sk
+

∂gik

∂sj
− ∂gjk

∂si

)
and a similar expression exists for the third derivatives

(gij),k = Γijk + Γjik

(Γijk),l = up
,iu

p
,j,k,l + up

,i,lu
p
,j,k

= Γijkl + gqrΓ
q
ilΓ

r
jk + δqrη

q
ilη

r
jk.

So

Γijkl = (Γijk),l − ΓpilΓ
p
jk − ηpilη

p
jk,

which will be useful later, and indicates the relation to the Riemannian curvature
tensor Rijkl = Γijkl − Γijlk.

3. Basic Ideas and Approaches. For finite time the initial value problem is
smooth in the initial conditions, so if c(σ) is smooth, and transverse to the flow, Mc

will be smooth (for finite time). Points at which c(σ) is tangent to the flow do not
define a full neighborhood of initial conditions, and generate a boundary of Mc. The
parameterization (t, σ) will doubly cover a neighborhood of Mc near such points.

Following Hultquist’s terminology [17], we call the image of a simplex on c(σ) a
ribbon. A front, which is the image of the initial curve at some fixed time (Figure 3.1).
Fronts may become stretched as time increases, but remain smooth and transverse to
the flow for finite time if c is smooth and transverse.

In principle the integral Eq. (1.1) is sufficient to compute the invariant manifold.
We have an explicit parameterization of the invariant manifold, and can compute
points on a regular mesh on the manifold by solving initial value problems for a
regular mesh of initial conditions on u(0, σ). If the mesh is fine enough we can find
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c(s )

t=1 t=2 t=3 t=4

s0

s1

s=s1

s=s0

Trajectory

Ribbon

Front

Front

Fig. 3.1. Fronts (red, images of the initial curve under the flow) and ribbons (the shaded area
between the two blue trajectories). The black curves are fronts which are locally orthogonal to the
trajectories, whose existance is the subject of the flow box theorem.

points so that some finite part of the manifold (e.g. 0 ≤ t ≤ T ) is sampled to any
desired density. However, this parameterization often proves to be very poor. Figure
3.2 shows a 2d sketch of the typical problems. In Figure 3.2a a very fine mesh is needed
on u(0, σ) to obtain an adequate mesh on u(T, σ). In 3.2b mesh cells are drastically
sheared. And of course, either situation may occur at different points along u(0, σ).

The quality of a parameterization can be measured by how close the metric (the
matrix of inner products of the tangent vectors) is to the identity. The determinant of
the metric is the ratio of the volume of the image of a small cube in parameter space
to the volume of the cube. In a good parameterization the metric is everywhere close
to the identity, which means that the coordinate system is locally almost orthonormal.
In 3.2a the metric is nearly diagonal, but the diagonal elements are large. In 3.2b the
off diagonal terms of the metric are large relative to the diagonal elements.

A reparameterization chooses new coordinates, s(t, σ) ∈ IRk for the invariant
manifold. This may be done explicitly, implicitly, or by remeshing. A mesh is a
discrete representation of the inverse of the mapping s(t, σ) ∈ IRk, the vertices of the
mesh being points (ti, σi). For a one dimensional mesh this is easily seen, since the
labelling of the mesh points si is an explicit mapping from a uniform mesh on part
of the real line. The quality of the mesh can be measured by the norm of the linear
map from each mesh cell to a standard mesh cell.

Scaling time changes the parameterization of the trajectories, but not the tra-
jectories themselves. If ui(t) is a trajectory of ui

,t(t) = F i(u(t)), then ui(t(τ)) is a
trajectory of ui

,t(t(τ)) = F i(u)/t,τ (τ). Therefore, the magnitude of F does not effect
the manifold, but does change the shape of the fronts. The Flow Box theorem implies
that near a ribbon time can be scaled to give a set of fronts which are orthogonal to
the ribbon (see Figure 3.1). This cannot be done globally. If the metric is block diag-
onal, scaling time, together with an independant scaling of σ is sufficient. This does
not however, improve the sheared case shown in Fig. 3.2b, where the flow becomes
almost tangential to the front and the off–diagonal terms in the metric are large.
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a) b)

Fig. 3.2. Typical problems with the global parameterization. a) The metric is nearly diagonal,
but the diagonal elements are large. b) The off-diagonal elements are the same order of magnitude
as the diagonal elements. Both cases imply that a uniform mesh on the initial manifold (with metric
the identity) will in time result in a poor distribution of points on the manifold. In each case the
fronts (red) and ribbons (bounded by the blue trajectories) are shown.

We now turn to existing methods for computing invariant manifolds. Three of
these rescale t and σ separately, and three use non-diagonal scalings. While the
method proposed here is derived independantly, it incorporates the basic ideas of
several of these methods.

Hultquist [17] scales time by using F/|F| instead of F, and scales σ by splitting
and joining ribbons, so that the size of mesh cells on a front are controlled.

uH(ti+1, σj)− uH(ti, σj) =
∫ ti+1

ti

F(uH(τ, σj))(F pF p)−1/2dτ

.5∆ ≤ |uH(ti, σj+1)− uH(ti, σj)| ≤ ∆

If the distance between consequetive points on the front exceeds the threshold, a
new point is interpolated in between. If points are too close together, one is deleted.
The first constraint approximates |(uH),t| = 1, and the second approximates .5 ≤
|(uH),σ| ≤ 1.

Johnson, Jolly and Kevrekidis (JJK) [20] scale time by using F/
√
|F|2 + 1

instead of F, and redistribute points along each front so that the mesh cells are of
equal size.

uJJK(ti+1, σj)− uJJK(ti, σj) =
∫ ti+1

ti

F(uJJK(τ, σj))(1 + F pF p)−1/2dτ

|uJJK(ti, σ̄j+1)− uJJK(ti, σ̄j)| = ∆

Here σj ≤ σ̄j′ ≤ σj+1, and uJJK(ti, σ̄j) is interpolated from uJJK at those points.
The first constraint approximates |(uH),t| = 1, and the second |(uH),σ| = 1.

Doedel [7] scales time by distributing mesh points along the trajectory (using
a boundary value solver), and uses an implicit scaling for σ, requiring that ribbons
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a) Hultquist

b) Johnson, Jolly and Kevrekedis

TDs

0

T

TDs

0

T

c) Doedel

Fig. 3.3. A sketch of the first three methods, which use diagonal scalings, for comparison.
Interpolation points are indicated in green, the manifold of starting points in cyan, and the fronts
and ribbons in blue and red. All work well when the metric is poorly scaled but diagonal, and as
expected, not as well in the non-diagonal case. Note that Doedel’s method needs no interpolation,
and that Johnson, Jolly and Kevrekedis’ method interpolates almost every point.

have equal areas.

u′D(t, σj) = F(uD(t, σj))
uD(0, σj) = c(σj)
0 ≤ t ≤ T

1
T∆

∫ T

0

(up
D),σ(τ, σj)(u

p
D(τ, σj+1))− up

D(τ, σj)dτ = 18



F

d) Guckenheimer and Worfolk

s s

D

e) Krauskopf and Osinga

u0

u1

u
* F(u  )

*

u

D
u*

-1

a

ub

f) Guckenheimer and Vladimirsky

Fig. 3.4. A sketch of the second three methods, which use non-diagonal scalings, for comparison.
All three deal with both poor diagonal and non-diagonal metrics, but differ in the number and quality
of interpolations.

This constraint is an approximation of 1
T

∫ T

0
|(uD),σ|2dt = 1.

The remaining three algorithms all use upper block triagonal scalings.

Guckenheimer and Worfolk [13] diagonalize the metric by replacing t with a
new parameter τ which is a linear combination of t and σ, so that u,τ = αtu,t+ασj

u,σj
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is orthogonal to u,σj
. See Figure 3.4.

(uGW ),τ (ti, σj) = αtF(uGW (ti, σj)) + ασ(uGW ),σ(ti, σj)

|(uGW ),τ (ti, σj+1)| = 1

(up
GW ),τ (ti, σj)(u

p
GW ),σ(ti, σj) = 0

To find u,τ the tangents u,σ must be known, so only one time step can be taken
between fronts, and the u,σ must be estimated (interpolated) at each point on the new
front. The second and third constraints require that τ is unit length, and orthogonal
to the σ direction.

Krauskopf and Osinga [21], [22], [23] also replace time with an implicit combi-
nation of t and σ, and scale σ by splitting and merging ribbons. They use an integral
version of the differential constraint used by Guckenheimer and Worfolk .

ui
KO(ti+1, σj) = ui

KO(ti, σj) +
∫ ti+1

ti

F i(uKO(τ, sj))dτ

where sj is chosen so that

|uKO(ti+1, σ)− uKO(ti, σj))| = ∆

(up
KO),σj (ti, σj)(u

p
KO(ti+1, σj)− up

KO(ti, σj)) = 0

The first constraint approximates |(uH),t| = 1, and the second requires that the t
direction is orthogonal to the σ direction.

Guckenheimer and Vladmirisky [12] represent the manifold with a triangula-
tion, whose boundary is a polygonal curve. A point on a boundary edge is advanced
using a one step backward Euler scheme. The parameterization is determined by re-
quiring that the projection of the new point u∗ onto the plane defined by the triangle
opposite the boundary edge be a particular distance from the edge. That is, if the
triangle opposite the boundary edge u0 ↔ u1 is ∆u0u1ua, and ub is a point in the
same plane as this triangle, on the opposite side of the edge being advanced, then the
advanced point u∗ satisfies

u∗ −
β0u0 + β1u1

β0 + β1
=

F(u∗)
β0 + β1

(u0 − ua).(u∗ − ub) = 0
(u1 − ua).(u∗ − ub) = 0

This is a set of (n + 2) equations for the (n + 2) unknowns (u∗, β0, β1), and it’s
generalization to higher dimensions is straightforward when written in this form. The
tangent plane at the new point has two components: one along the flow F, and
the other the edge u0 ↔ u1. By analogy with the convection of fluid properties,
an upwinding constraint should be applied, which is that u−1

∗ lie between u0 and
u1. This is exactly the condition that the β’s be non-negative. Guckenheimer and
Vladimirsky suggest ordering the boundary edges and advancing the edge which is
most “upwind”.

4. Covering an invariant manifold with fat trajectories. Two basic types
of errors committed by these algorithms: one in advancing a point along a trajectory,

10



and the other in interpolating a new point on the manifold. The error committed in
moving along a trajectory is related to the error in the starting point on Si, the length
of the integration, and the stability of the trajectory. A stable integration scheme can
integrate a trajectory on an invariant manifold which is not attracting in the normal
direction, and the total error can be controlled. However, an error in the initial point
normal to the manifold will still be amplified when the manifold is not attracting
in the normal direction. This initial error comes from interpolating a point on the
manifold (unless the trajectory starts on the manifold of starting points). This error
is usually controlled by the spacing of points on c(σ), and the criteria for inserting
points on the new front.

4.1. Constructing a covering . Instead of explicitly reparameterizing, we look
for a uniform distribution of points on the invariant manifold, using the algorithm de-
scribed in [15]. This begins with a single point u0 on the manifold, a k-dimensional
spherical ball BR0(0) in the tangent space at u0, and a k-dimensional convex polyhe-
dron P0 which contains the ball. At each step we have a set of points ui, balls BRi(0)
and polyhedra Pi. The union of the balls (or rather, the projection of the balls from
the tangent space at ui onto the manifold) is the set of points on the manifold that
are close to the ui.

At each step we choose a new point on the boundary of the union of balls (see
below). This ensures that the points are well distributed. For any i > j, ui must be
outside the ball about uj , so the radius of the balls determines the minimum allowed
distance between points. Also, a ball is either on the boundary, or each point on the
sphere about the point is interior to another ball (so the centers aren’t too far apart).

If the ball about a new point um overlaps the ball about uj , half spaces are
subtracted off Pm and Pj . Let Φ∗m be the projection from IRn onto the tangent
space of the invariant manifold at um. (If the basis for the tangent space at um

is orthonormal Φm is the matrix whose columns are the basis vectors.) If smj =
Φ∗m(uj − um), then the intersection of the spheres δBRm

(0) and δBRj
(smj) lies in a

plane orthogonal to the line from the origin to smj and contains the point αmjsmj

where αmj = (1+(R2
m−R2

j )/|smj |2)/2. The half space removed from Pm is the set of
points

{
s | s.smj > αmj |smj |2

}
. The same procedure is used to subtract a half space

from Pj with j and m interchanged in the above expressions. See Figure 4.1.
Points on the boundary of the union of balls can be found in terms of the vertices

of the polyhedra. If Pi has a vertex with radius greater than Ri, that ball lies on the
boundary (and the part of the sphere inside the polyhedra is that part that lies on
the boundary). If all the vertices are inside the ball, that ball is interior to the union.
Of course, this gives a point in the tangent plane at ui, not on the manifold. We refer
the reader to [15] for details about the balls and polytopes.

4.2. Generating points on the invariant manifold using fat trajectories.
We will cover the invariant manifold by computing ribbons. We use a trajectory as the
centerline of the ribbon and a second order approximation to the invariant manifold
at each point on the trajectory to define the edges. That is, we compute (ui, ui

,j , u
i
,j,k),

at each point on the trajectory with the understanding that

ui(s) ∼ ui + ui
,js

j +
1
2
ui

,j,ksjsk,

and define the ribbon to be
{
u ∈ Mc | u = ui(s), |u,j,ksjsk| ≤ 2ε

}
.

In Appendix A we derive evolution equations in scaled time τ , for such an ap-
proximation in a locally Euclidean coordinate system, and show how to find an initial
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1. Initial 2. Find Pnt on Bnd

3. Create new ball/TS 4. Subtract c from a

a
b

a
b

a
b

a
b

c c

5. Subtract a from c 6. Subtract c from b

7. Subtract b from c
8. Final

a
b

a
b

a
b

a
b

c
c

c
c

Project center onto TS,
Subtract half space

Project center onto TS,
Subtract half space

Project center onto TS,
Subtract half space

Fig. 4.1. The basic steps in the continuation. k inner products of n vectors are needed to project
into a tangent space, some way of projecting a point down onto the manifold must be provided.

approximation at points on c(σ). The evolution equations are

ui
,τ = (FwFw)−1/2F i

ui
,τ,j = (FwFw)−1/2

(
F i

,pu
p
,j − up

,rF
p
,qu

q
,ju

i
,r

)
ui

,τ,j,k = (FwFw)−1/2
(
F i

,pu
p
,j,k + F i

,p,qu
p
,ju

q
,k − up

,rF
p
,qu

q
,ju

i
,r,k − up

,rF
p
,qu

q
,kui

,j,r

)
−(FwFw)−1/2

(
up

,rF
p
,qu

q
,j,k + up

,rF
p
,q,vuq

,ju
v
,k + up

,j,kF p
q uq

,r

)
ui

,r

12



This means that points on the ribbon can be computed using an initial value solver
for a larger system of equations. We call this ribbon a “fat trajectory”.

Figure 4.2 shows a sequence of approximations along a trajectory, the union of
balls at these points on the ribbon, and the polyhedra used to find the boundary of
the union. If the distance between points ui and ui+1 on the trajectory is Ri, ui+1 is
on the boundary of the union of the previous balls on the ribbon. The width of the
ribbon defines R ∼

√
2ε/A, where A is the norm of the second derivative terms.

Fig. 4.2. A fat trajectory used as a ribbon. Left: points along the trajectory with local expansions
inside balls. (Note that the coordinate systems for the expansions are not aligned with the trajectory
and are orthonormal.) Middle: the union of the balls, which is the ribbon. Right: the polyhedron
used to represent the boundary of the union.

Note that the trajectory at the center of the ribbon may pass close to itself, or
it may pass close to another ribbon. In this case the point at the advancing end of
the ribbon may lie inside one of the other balls. This is easily tested, since to add a
new point we must find all nearby balls (a set of hierarchical bounding boxes may be
used, so this does not require checking all other balls), and the nearby balls can be
checked. If the new point is interior to any of the balls the point is not added, and
we continue following the ribbon until a new point is found that is exterior.

4.3. Interpolating to start new fat trajectories . We select a point on c(σ),
and integrate the fat trajectory containing it forward in time a distance T (or until the
trajectory leaves Ω). Then choose a new point on c(σ) that is outside the other balls
to start a new fat trajectory and repeat until c(σ) is covered. When we finish these
initial fat trajectories we have a set of points {ui ∈ Mc} which lie along trajectories,
and balls in the tangent space of Mc, BRi

(0) ∈ TMc. (See Figure 4.3.) These points
will not, in general, cover all of Mc.

To proceed we want to choose a point near the boundary of the projection of
these balls onto the manifold, at which the flow is outward from the boundary. This
ensures that the new fat trajectory covers part of Mc that is as yet uncovered. We
also need to find an approximation of the derivatives of the manifold to use as initial
conditions for the fat trajectory. We might expect that points closer to the initial
curve are better than points further away, and this does indeed lead to a good choice
of interpolation point, and ensures that Mc is completely covered.

13



We define something like a constrained optimization problem on the invariant
manifold, and choose the “minimizer” of this problem as an interpolation point. Points
on Mc are allowed to move backward under the flow toward c(σ), but not allowed to
cross into the union of the balls (Figure 4.3). In Appendix B we show that a point u∗
exists which is stationary under this procedure, and that u∗ lies on the intersection
of k spheres, where a line parallel to F through u∗ intersects the simplex formed by
the centers of the intersecting balls at an interior point ũ∗. If the variation of F over
a single ball is small, a trajectory starting at ũ∗ will leave the interior of the union
of balls near u∗ Values can be interpolated from the values at the centers of the balls
for starting a fat trajectory at ũ∗. (Figures 4.5 and 4.6.)

U

F(u)

-F(u)

Fig. 4.3. A continuation after integrating fat trajectories starting from a series of points on
the manifold of starting points (every other point in this case). An optimization problem is posed
in U – the complement of the interior of the balls on the invariant manifold M . Each point on M
integrates backward or forward in time to the manifold of starting points, and we move each point
in U in this direction until the surface of the balls is encountered. At that point the flow induced on
the surface by projecting into the tangent space is used.

The points where k spheres intersect are points where an edge of the polyhedron
associated with a ball cross the ball (this is true for any k). The edges and their
endpoints are stored for updating the polyhedra, and if the endpoints of a candidate
edge are v0 and v1 (in the coordinate system on the tangent space), the edge intersects
the ball of radius R centered at the origin iff

|v0 + tm(v1 − v0)| ≤ R

where

tm = −v0.(v1 − v0)/|v1 − v0|2

The points at which the edge cross the sphere are

|v1 − v0|2t2 + 2v0.(v1 − v0)t + v0.v0 −R2 = 0

If one of these roots lies in [0, 1] an intersection point has been found. The point v0 +
tm(v1−v0) can be used to interpolate values from the centers of the intersecting balls
(it lies on the simplex formed by the projected centers of the balls whose intersection

14



A

B

A'

B'
C

D

Fig. 4.4. The interpolation algorithm. The point B′, which lies on an edge of the polyhedron of
the ball centered at B is found using the optimization problem. B′ ay be interpolated from points B,
C, and D (there are k corners in k-d), or found using a simple homotopy on the two point boundary
value problem for a trajectory starting on c(σ) and ending on a line from B to B′.

defines the edge). Note that in order to interpolate Taylor series expansions on a
simplex they must be put into a common reference frame.

Another, more accurate approach is to interpolate the entire trajectory passing
through the point on the dual simplex from the trajectories passing through the cen-
ters of the intersecting balls, and use that as an initial guess to a two point boundary

15



Fig. 4.5. The behavior of the interpolation algorithm in the Lorenz system (the stable manifold
of the origin near the origin). The blue points are the computed points on the manifold. The blue
lines connect them along trajectories. The black polygons are the polyhedra associated with the points
(the points do not necessarily lie in the polygon). The green edges are the dual simplices used to
interpolate a new starting point, and the short green edges connect the minimizing points to the
dual edges parallel to the flow. The red circles make up the boundary of U , and the red lines on the
boundary are unit vectors parallel to the flow.

value solver for the problem:

u,τ = TF/(F pF p)−1/2

u(0) = c(σ)

ΦT
i (u(1)− ui) = v0 + tm(v1 − v0)

16



Fig. 4.6. The behavior of the interpolation algorithm in the Lorenz system (the stable manifold
of the origin far from the origin).

where i is the ball on which the intersecting edge has been found. This generates a
set of point covering the invariant manifold for which every point lies on a trajectory
starting on the initial curve.

4.4. Measuring distances on the invariant manifold. This method does not
give a global parameterization. This may cause difficulties when trying to determine
if two balls overlap, since if the balls lie on different sheets, they may be near in IRn,
but not in the (t, σ) parameterization (Figure 4.7).

For implicitly defined manifolds (i.e. solutions of F (u) = 0) we know that if the
Jacobian Fu is nonsingular at a point on the manifold, the manifold is locally unique.
So it is possible to put a small box around a piece of the computed manifold and
make a useful assertion about there being a unique piece of the manifold inside the
box. By contrast, invariant manifolds are globlal in nature, and it is not hard to find
examples where there is a countable infinity of sheets of the manifold in any such box,
without any degeneracy in the flow. (A simple example is a trajectory in a 2-d phase
plane which spirals onto a periodic motion. See Fig. 4.7.)

Points may be marked using the original parameterization (t, σ), and distance
measured in that space. These can be tracked quite simply using

(
t
σ

)′
=

(
1
0

)

along a trajectory, and interpolating them along with u.
17



A

B

C

D

Fig. 4.7. Determining whether two charts overlap. An invariant manifold is shown which
spirals exponentially onto a cylinder. Chart C is close to A in both the phase space and the (t, σ)
parameter space, but without knowing the (t, σ) parameters of D it is numerically impossible to tell
if D is the image of B, or of C after a turn around the cylinder.

5. The stable manifold of the origin in the Lorenz system. The Lorenz
system [11], [30], is

d
dt

u0 = σ(u1 − u0)

d
dt

u1 = ρu0 − u1 − u0u2

d
dt

u2 = u0u1 − βu2

We will use the “standard” parameter values σ = 10, ρ = 28 and β = 8/3. In
Appendix C we derive formulae for the coefficients in a third order expansion for an
invariant manifold of a hyperbolic fixed point. This gives, for the stable manifold at
the origin

u,0 = (−0.6148168, 0.7886700, 0), u,1 = (0, 0, 1)
v0 = (0.7886700, 0.6148168, 0)

u(s, t) ∼ su,0 + tu,1

+s(6.114934 · 10−5s2 − 1.012804 · 10−2t− 1.994442 · 10−4t2)v0

The z-axis is part of the stable manifold of the origin, and it is useful to examine
a fat trajectory on the z-axis. On x = y = 0 we have

F = (0, 0,−βu2) Fu =

 −σ σ 0
ρ− u2 −1 0

0 0 −β



F i
,j,k = 0, except F 1

,0,2 = −1, F 2
,0,1 = 1
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Fig. 5.1. The ui
,1 tangent of the stable manifold of the origin in the Lorenz system at the stan-

dard parameter values on the z-axis. The u,0 tangent is simply (0, 0, 1), and u,1 = (cos θ, sin θ, 0).
The tangents at z = 0 may be found from the stable eigenvectors, and we find that θ0 = −0.90863.

With the ansatz that ui
,0 = (0, 0,±1) and ui

,1 = (cos θ, sin θ, 0), the equations for
the evolution of the two tangent vectors are

β|z|ui
,τ = (0, 0, βz) ui = (0, 0,±τ)

ui
,0 = (0, 0, z/|z|) β|z|ui

,0,τ = (0, 0, 0)
ui

,1 = (cos θ, sin θ, 0)
β|z|θ,τ = σ sin2 θ − (ρ− z) cos2 θ − (σ − 1) cos θ sin θ

We have

ρ cos2 θ0 − σ sin2 θ0 + (σ − 1) cos θ0 sin θ0 = 0

so as z → 0 the equation for θ,z(0) approaches

βθ,z(0) = ∓ cos2 θ(0)

And, at the “standard” parameters, we have θ0 = −0.90863.
Figures 5.2 and 5.3 show two computations of the unstable manifold of the origin

for different time intervals. The cross sections (x = 0, y = 0 and z = 27) are suggestive
of a structure that might be extrapolated to longer time.

6. Conclusions. This algorithm finds a uniform distribution of points on an
invariant manifold by integrating local coordinate patches as points on fat trajectories.
The error along the trajectory depends on the error in the initial condition, and the
integration error. To begin, trajectories start at a point on the local expansion of the
invariant manifold of the fixed point. So there are three sources of error: error in
the initial evaluation of the expansion about the fixed point, error integrating a fat
trajectory, and error in interpolation of a starting point for a new trajectory.

The error in the initial point on c(λ) can be controlled by the order of approxi-
mation and radius of the initial sphere. The error in the fat trajectory is determined
by the integration scheme. The center of the fat trajectory may be integrated using
the “best” available integration for the system – the equations are the same as the
original system. The tangent and second derivatives evolve according to modified
linearizations of the flow, but the effect of error in these terms devolves onto the
interpolation.

We proposed two interpolation schemes. The first, used in the example, is Hermite
interpolation on a simplex. The second interpolates a trajectory back to c(σ) on the
same simplex, and uses a two point boundary value solver to refine this approximation.
The second method is superior, and produces a surface for which every point lies on
a trajectory back to the initial curve.
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Any point uf on the computed surface is near a piecewise trajectory which begins
on the initial curve. The computed surface consists of neighborhoods of trajectories,
and uf lies in such a neighborhood, on a fat trajectory which began at a point on
another fat trajectory. Thus the trajectories can be “walked” backward in time to a
point on the initial curve. The path generated is not continuous, unless the second
type of interpolation is used. However, this approximate trajectory may be used as
an initial guess to a two point boundary value problem for a trajectory starting on
the initial curve (n conditions, k − 1 unknowns σ), and ending after time T at a
point whose projection onto the tangent plane at uf is uf (k conditions, 1 additional
unknown T ). This is a set of n ODE’s with initial conditions, and k parameters (T, σ)
with k auxilliary algebraic constraints.

ui
,τ = TF i/(F pF p)−1/2

ui(0) = ci(σ)

up
,j(u

p(1)− up
f ) = 0

This approach attempts to minimize the amount of interpolation that is done,
and to allow higher order interpolation to be used. It avoids the recomputation that
is done by Doedel’s algorithm, using a local approximation in areas where trajectories
needed to cover the manifold to a specified density lie close together.

Our results for the Lorenz manifold are qualitatively the same as the computations
of [24], [23] and [12], and to the sketches in [1]. Note that contours of our scaled time
τ are not the same as Krauskopf and Osinga’s geodesic rings. We measure distance
along trajectories, and they use an approximate geodesic distance on the manifold.

The main advantage of this method appears to be the ability to compute the
entire manifold for quite long distances in time. Doedel has recently computed parts
of the manifold for equally long times, but misses a neighborhood of the z-axis.

Appendix A. The image of a surface under the flow.
Below we derive the evolution equations of a fat trajectory. A fat trajectory

is a trajectory with a locally orthonormal coordinate system at each point on the
trajectory, together with a second order approximation to the invariant manifold.

A.1. The global parameterization. The image under the flow of a (k − 1)
dimensional surface ci(σ) that is transverse to the flow,

F i(c) /∈ span({ci
,σj
})

is a k dimensional surface. It can be globally parameterized by σ and t –

ui(t, σ) ≡ ci(σ) +
∫ t

0

F i(u(τ, σ)) dτ(A.1)

From this expression we obtain the basis for the tangent space

ui
,t = F i ui

,σj
(t, σ) = ci

,σj
(σ) +

∫ t

0

F i
,pu

p
,σj

(τ, σ) dτ(A.2)

If c(σ) is well parameterized (i.e. the vectors c,σj
are linearly independant), and

if the flow is transverse to c(σ) then at t = 0 the vectors ui
,t and ui

,σj
span the k-

dimensional tangent space of the invariant manifold. An evolution equation can be
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written for ui
,σj

(t, σ):

ui
,t,σj

= F i
,pu

p
,σj

ui
,σj

(σ, 0) = ci
,σj

(σ)

Differentiating (Eqs. A.2) again, we have

ui
,t,t = F i

,pu
p
,t

ui
,t,σj

= F i
,pu

p
,σj

ui
,σj ,σk

= ci
,σj ,σk

+
∫ t

0

(
F i

,pu
p
,σj ,σk

+ F i
,p,qu

p
,σj

uq
,σk

)
dτ

(A.3)

With the corresponding evolution equation for ui
,σj ,σk

being

ui
,t,σj ,σk

= F i
,pu

p
,σj ,σk

+ F i
,p,qu

p
,σj

uq
,σk

ui
,σj ,σk

(σ, 0) = ci
,σj ,σk

(σ)

These (ui
,t, ui

,t,σj
, and ui

,t,σj ,σk
) are enough for us to solve an initial value problem for

a second order expansion of the invariant manifold near a trajectory. We will call this
a “fat trajectory”, since in some sense it is a narrow strip of the invariant manifold
near the trajectory.

As was discussed in the introduction, this parameterization has some undesirable
properties. So we propose to reparameterize the surface near a trajectory based
on arclength, by deriving expressions for the evolution of a Euclidean basis for the
invariant manifold and its derivatives along a trajectory.

A.2. A coordinate that corresponds to arclength along a trajectory.
We first reparameterize the trajectory, introducing an arclength parameter τ .

t = T (τ) −→ ui
,τ = T,τui

,t

Then we require that

T,τT,τui
,tu

i
,t = 1

so

T,τ = (F pF p)−1/2
, and ui

,τ = (F pF p)−1/2
F i.

While this is reasonable geometrically, it assumes that the flow on the invariant
manifold is not zero. Obviously the invariant manifolds associated with fixed points
violate this condition, and it sometimes happens that a second fixed point lies on
the manifold (as happens in the Lorenz example). It may also occur for invariant
manifolds associated with a periodic orbit. Johnson, Jolly and Kevrekidis [20] suggest
working in IRn × IR where the time t is used as a last coordinate. This gives instead

T,τ = (F pF p + 1)−1/2
, and ui

,τ = (F pF p + 1)−1/2
F i.

This eliminates the problem of “stagnation” points on the invariant manifold. I’m not
sure what the advantage is, but if this inner product is used, it should probably be used
throughout. Note that this is similar to “lifting” to convert non-autonomous systems
to autonomous systems by adding an additional variable τ and equation τ,t = 1.
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A.3. The evolution of a locally Euclidean coordinate system along a
trajectory. We now wish to find a coordinate transformation for which the new
coordinates are locally orthonormal. With ξ0 = τ , and ξi = σi, the transform is

ξi = Xi(s0, ..., sk−1)

The chain rule applied to the coordinate transformation gives us the relation between
the derivatives of the manifold in the two coordinate systems:

ui
,j = Xp

,ju
i
,ξp

ui
,j,k = Xp

,jX
q
,kui

,ξp,ξq + Xp
,j,kui

,ξp

ui
,j,k,l = Xp

,kXq
,lX

r
,ju

i
,ξp,ξq,ξr +

(
Xp

,j,kXq
,l + Xp

,jX
q
,k,l + Xp

,kXq
,j,l

)
ui

,ξp,ξq

+Xp
,j,k,lu

i
,ξp

We want to choose the transformation so that the new coordinates are orthonormal.
The derivation is easier if we first derive expressions relating the metric and connection
in the two systems, and then use those to determine the transformation.

Substituting into the definitions of the metric, connection and third forms, we
find that

gij = Xp
,iX

q
,jgξpξq

Γijk = Xp
,iX

q
,jX

r
,kΓξpξqξr + Xp

,iX
q
,j,kgξpξq

Γijkl = Xp
,kXq

,lX
r
,jX

w
,i Γξwξpξqξr +

(
Xp

,j,kXq
,l + Xp

,jX
q
,k,l + Xp

,kXq
,j,l

)
Xw

,i Γξwξpξq

+Xp
,j,k,lX

q
,igξpξq

Let Y i
j be the inverse of Xi

,j –

Y p
i Xj

,p = δj
i Y i

p Xp
,j = δi

j

we then have

Y p
j gip = Xp

,igξpξj

and

ui
,ξq = Y p

q ui
,p ui

,ξp,ξq = Y v
q Y r

p ui
,r,v − Y v

q Y r
p Xw

,r,vui
,ξw

To integrate along the trajectory we need the derivatives

ui
,ξ0,j = Xr

,ju
i
,ξ0,ξr + Y p

0 Xq
,p,ju

i
,ξq

ui
,ξ0,j,k = Xp

,jX
q
,kui

,ξ0,ξp,ξq + Xq
,j,kui

,ξ0,ξq + Y p
0

(
Xw

,p,jX
q
,k + Xw

,j Xq
,p,k

)
ui

,ξw,ξq

+Y p
0 Xw

,p,j,kui
,ξw
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Straight substitution for the unknown quantities ui
,ξp and ui

,ξp,ξq gives

ui
,ξ0,j = Xr

,ju
i
,ξ0,ξr + Y p

0 Xq
,p,jY

r
q ui

,r

ui
,ξ0,j,k = Xp

,jX
q
,kui

,ξ0,ξp,ξq + Xq
,j,kui

,ξ0,ξq

+Y p
0

(
Xw

,p,jX
q
,k + Xw

,j Xq
,p,k

)
Y v

q Y r
wui

,r,v

+Y p
0

(
Xw

,p,j,k −
(
Xz

,p,jX
q
,k + Xz

,jX
q
,p,k

)
Y v

q Y r
z Xw

,r,v

)
Y a

wui
,a

(A.4)

The metric and connection in the new coordinate system determine the higher deriva-
tives of the transform, so we should be able to replace those derivatives with expres-
sions involving the metric and connection. (The first order terms are not completely
determined by the metric, as there are many orthonormal coordinate systems). If we
operate on the equations for Γijk and Γijkl with Y j

0 giw (gij is the inverse of gij), and
rearrange we obtain the expressions

Y j
0 Xq

,j,kY w
q = Y j

0 giwΓijk − giwXp
,iX

r
,kΓξpξ0ξr

Y p
0

(
Xa

,p,j,k −
(
Xz

,p,jX
q
,k + Xz

,jX
q
,p,k

)
Y v

q Y r
z Xa

,r,v

)
Y w

a =

Y p
0 giwΓipjk − giwXp

,jX
q
,kXa

,iΓξaξ0ξpξq − giwXq
,j,kXa

,iΓξaξ0ξq

−giwY p
0

(
Xa

,p,jX
q
,k + Xa

,jX
q
,p,k

)
Y b

q Y r
a Γirb

These are the same as the terms in Eq. (A.4). Substituting, we have that

ui
,ξ0,j = Xr

,ju
i
,ξ0,ξr + Y p

0 graΓapju
i
,r − graXp

,aXq
,jΓξpξ0ξqui

,r

ui
,ξ0,j,k = Xp

,jX
q
,kui

,ξ0,ξp,ξq + Xq
,j,kui

,ξ0,ξq

+Y p
0

(
gbrΓbpjδ

v
k + gbvΓbpkδr

j

) (
ui

,r,v − gbaΓbrvui
,a

)
−

(
Xp

,aXq
,jg

arδv
k + Xp

,aXq
,kgavδr

j

) (
ui

,r,v − gawΓarvui
,w

)
Γξpξ0ξq

+
(
Y p

0 Γapjk −Xp
,jX

q
,kXw

,aΓξwξ0ξpξq −Xq
,j,kXw

,aΓξwξ0ξq

)
garui

,r

We have left some of the second order terms that with hindsight we know will be
needed. These equations hold for any such transformation, though in general they
are probably not of much interest.

A.4. The metric and connection for the invariant manifold.

A.4.1. In the coordinates (τ, σ,j). The original parametization of the invari-
ant manifold, given by the integral equation (A.1) has a particular metric gξiξj and
connection Γξiξjξk . The derivatives that we know explicitly (i.e. without integrals)
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are

ui
,ξ0 = T,τF i

ui
,ξ0,ξj = T,τF i

,pu
p
,ξj

ui
,ξ0,ξj ,ξk = T,τ

(
F i

,pu
p
,ξj ,ξk + F i

,p,qu
p
,ξj u

q
,ξk

)
so

gξ0ξ0 = T 2
,τF pF p = 1

Γξiξ0ξj = T,τuq
,ξiF

q
,pu

p
,ξj

Γξiξ0ξjξk = T,τ

(
uq

,ξiF
q
,pu

p
,ξj ,ξk + ur

,ξiF r
,p,qu

p
,ξj u

q
,ξk

)
.

Recall that T,τ = (F pF p)−1/2.

A.4.2. In the new coordinates sj. There are several possibilities for choosing
the metric, connection and third forms in the new coordinate system. The connection
and third forms are constrained by

(gij),k = Γijk + Γjik

(Γijk),l = Γijkl + uw
,i,lu

w
,j,k

but beyond that we are free to choose whatever connection and third forms are con-
venient.

A.4.3. Riemannian normal coordinates. One coordinate system, which is
popular in the theory of Gravitation is Riemannian normal coordinates (RNC). These
are defined by gij = δij and Γijk = 0, which certainly satsify Γijk +Γjik = (gij),k = 0.
The constraint on the third form is

Γijkl = −uw
,i,lu

w
,j,k

RNC are a coordinate system that changes as little as possible from frame to frame.
In RNC Eqs. (A.4) become

ui
,ξ0,j = Xr

,ju
i
,ξ0,ξr − δraXp

,aXq
,jΓξpξ0ξqui

,r

ui
,ξ0,j,k = Xp

,jX
q
,kui

,ξ0,ξp,ξq + Xq
,j,kui

,ξ0,ξq −Xp
,a

(
Xq

,ju
i
,r,kδar + Xq

,kui
,j,vδav

)
Γξpξ0ξq

+
(
Y p

0 Γapjk −Xp
,jX

q
,kXw

,aΓξwξ0ξpξq −Xq
,j,kXw

,aΓξwξ0ξq

)
δarui

,r

which is still independant of the surface, merely a choice of the new coordinate system.
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A.4.4. Riemannian normal coordinates on the invariant manifold. Now
we substitute the connection and third form in the old coordinates.

T−1
,τ ui

,ξ0,j = F i
p

(
Xr

,ju
p
,ξr

)
−

(
Xp

,ru
v
,ξp

)
F v

,w

(
Xq

,ju
w
,ξq

)
ui

,r

T−1
,τ ui

,ξ0,j,k = F i
,r

(
Xp

,jX
q
,kur

,ξp,ξq + Xp
,j,kur

,ξp

)
+ F i

,r,w

(
Xp

,ju
r
,ξp

) (
Xq

,kuw
,ξq

)
−

(
Xp

,ru
v
,ξp

)
F v

,w

(
Xa

,ju
w
,ξa

)
ui
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(
Xb

,vuv
,ξb

)
F v

,w

(
Xa

,kuw
,ξa

)
ui

,j,v

−
(
Xw

,aub
,ξw
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F b

,z

(
Xp

,jX
q
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,ξp,ξq + Xq
,j,kuz

,ξq

)
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(
Xw
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,ξw
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F r
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Xp

,ju
z
,ξp

) (
Xq
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,ξq

)
ui

,a − Y p
0 uw

,a,pu
w
,j,kui

,a

And finally, we use the chain rule to replace derivatives wrt. the old coordinates with
derivatives wrt. the new coordinates (this is why we left those second derivatives of
the transform)

T−1
,τ ui

,ξ0,j = F i
pu

p
,j − up

,rF
p
,qu

q
,ju

i
,r

T−1
,τ ui

,ξ0,j,k = F i
,pu

p
,j,k + F i

,p,qu
p
,ju

q
,k − up

,rF
p
,qu

q
,ju

i
,r,k − up

,rF
p
,qu

q
,kui

,j,r

−
(
up

,wF p
,qu

q
,j,k + up

,wF p
,q,ru

q
,ju

r
,k + Y p

0 uq
,w,pu

q
,j,k

)
ui

,w

The only troublesome term is Y p
0 uq

,w,kuq
,p,ju

i
,w. Again using the chain rule, we have

Y p
0 uq

,p,w = uq
,ξ0,w = F q

p up
,w − up

,rF
p
,vuv

,wuq
,r

so

Y p
0 uq

,p,wuq
,j,k = uq

,j,kF q
p up

,w − up
,rF

p
,vuv

,wuq
,ru

q
,j,k

and, since uq
,ru

q
,j,k = Γrjk = 0,

T−1
,τ ui

,ξ0,j,k = F i
,pu

p
,j,k + F i

,p,qu
p
,ju

q
,k − up

,rF
p
,qu

q
,ju

i
,r,k − up

,rF
p
,qu

q
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,j,r

−
(
up

,wF p
,qu

q
,j,k + up

,wF p
,q,ru

q
,ju

r
,k + up

,j,kF p
q uq

,w

)
ui

,w

So we have dervived a set of evolution equations for the second order expansion of
the invariant manifold in RNC.

A.5. Summary. In Riemannian normal coordinates the evolution equations of
a second order approximation to the invariant manifold are

ui
,τ = (FwFw)−1/2F i

ui
,τ,j = (FwFw)−1/2

(
F i

,pu
p
,j − up

,rF
p
,qu

q
,ju

i
,r

)
ui

,τ,j,k = (FwFw)−1/2
(
F i

,pu
p
,j,k + F i

,p,qu
p
,ju

q
,k − up

,rF
p
,qu

q
,ju

i
,r,k − up

,rF
p
,qu

q
,kui

,j,r

)
−(FwFw)−1/2

(
up

,rF
p
,qu

q
,j,k + up

,rF
p
,q,vuq

,ju
v
,k + up

,j,kF p
q uq

,r

)
ui

,r
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These allow us to integrate in the τ direction (scaled time), to find ui, ui
,j , and ui

,j,k at
points along the trajectory. Remember that repeated indices (p, q, r, w and v) stand
for summations over those indices and that a comma in front of an index stands for
the partial derivative wrt that index. The second order approximation at τ is

ui(s) ∼ ui + ui
js

j +
1
2
ui

,j,ksjsk

A.6. Initial conditions. Given a point ui and first and second derivatives of
the surface ci

,σj
and ci

,σj ,σk
, we find an initial basis ui

,j and second derivatives ui
,j,k.

This is done by finding initial transformation derivatives Xi
,j and Xi

,j,k. With

gξ0,ξ0 = F pF p

gξ0,ξi = F pcp
,σi

gξi,ξj = cp
,σi

cp
,σj

Γξ0ξ0,ξ0 = F pF p
,qF

q

Γξ0ξ0,ξi = F pF p
,qc

q
,σi

Γξ0ξi,ξj = F pcp
,σj ,σk

Γξiξ0,ξ0 = cp
,σi

F p
,qF

q

Γξiξ0,ξj = cp
,σi

F p
,qc

q
,σj

Γξiξj ,ξk = cp
,σi

cp
,σj ,σk

We first find an orthonormal basis ui
,j from {F i, ci

,σj
} by the Gram–Schmidt orthog-

onalization procedure, then solve the linear systems (one for each j, with a different
right hand side for each k)

gξi,ξj Xi
,k = up

,kup
,ξj

for Xi
,j . If the flow is transverse to the initial curve c, the metric gξiξj is non-singular.

The second derivatives are then explicitly given by

Xi
,j,k = Xi

,zΓzjk −Xi
,zX

p
,zX

q
,jX

r
,kΓξpξq,ξr

And then finally, the initial second derivatives in the new basis are given by

ui
,j,k = Xp

,jX
q
,kui

,ξp,ξq + Xp
,j,kui

,ξp

Appendix B. Moving back toward c(σ) exterior to a union of balls on
an invariant manifold.

In this appendix we derive the result used in Section 4.3 stating that if the balls
are small relative to the curvature of Mc, and the flow F (F is nearly constant over a
ball), an interpolation point of a certain form exists.

We formulate a problem similar to a constrained nonlinear optimization problem
on the part of the manifold not yet covered, whose solution is a point as far back
under the flow toward c(σ) as possible. We show that such a point exists, and use
the KKT conditions [4] to characterize it.

Nonlinear optimization deals with gradient flows (the gradient of the objective),
and F is in general not such a flow (in flat space with k ≤ 3 gradient flows must satisfy
∇ × F = 0), so some care is needed. For example, the KKT conditions say that a
mimimizer is an unstable stationary point (source) of the flow. This (obviously) holds
for non-gradient flows as well, but other results, such as the existance of a minimizer,
may not carry over.

We begin with a finite piece of the manifold of starting points c(Ωσ), and the
invariant manifold associated with it:

M = u([−T, T ],Ωσ),
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where, again

u(t, σ) = c(σ) +
∫ t

0

F(u(τ, σ))dτ.

In addition, we have a set of N points ui = u(ti, σi) ∈ M, each with a tangent
space spanned by the columns of an orthonormal matrix Φi, and a radius Ri. We are
going to assume that c(Ωσ) is covered by the balls (if not, fat trajectories can be chosen
to do so), and that Ωσ has a boundary whose image under the flow u([−T, T ], δΩσ)
(the image of the boundary) is covered. If Ωσ has no boundary, as is the case with
the stable and unstable manifolds of a fixed point, an artificial boundary must be
introduced. We have not said much about computing manifolds of pieces of c(σ), and
only point out that the boundary of the boundary, c(δΩ), has no boundary, and so we
might first cover it using k dimensional fat trajectories, but interpolate as if it were a
k− 1 dimensional manifold. Applying this recursively reduces to the two dimensional
case. For a two dimensional manifold this means integrating one fat trajectory before
interpolating – hardly a strong assumption.

Each ball defines a neighborhood of Mc(Ωσ) about it’s center –

Ni =
{
u ∈ Mc(Ωσ) | |ΦT

i (u− ui)| ≤ Ri

}
(in addition, we require that points u ∈ Ni lie near ui in the (t, σ) parameterization,
as points far away in IRn can project close to ui).

The feasible region U for the “optimization” problem is the complement of the
union of the neighborhoods. If V is the interior of the union of the neighborhoods:

V =
N⋃
1

Ni

then

U = (M− V )
⋃

δV

In U we define the flow

F̃ = −F for u ∈ u((0, T ],Ωσ)
⋂

U

F̃ = F for u ∈ u([−T, 0),Ωσ)
⋂

U

If the flow is out of U anywhere along δV
⋂
M, we use the flow induced on δV to

prevent trajectories from leaving U .
If u ∈ δV

⋂
u((0, T ],Ωσ), and F(u).n(u) < 0, F̃ = F + (F.n)n.

If u ∈ δV
⋂

u([−T, 0],Ωσ), and −F(u).n(u) < 0, F̃ = −F− (F.n)n.
Since c(Ωσ)

⋂
U = ∅, and u([−T, T ], δΩσ)

⋂
U = ∅, the boundary of U is

δU =
(
u(−T,Ωσ)

⋂
U

) ⋃ (
u(T,Ωσ)

⋂
U

) ⋃ (
δV

⋂
M

)
.

Each trajectory of F̃ which starts on u(−T,Ωσ)
⋂

U or u(T,Ωσ)
⋂

U enters U , and
each trajectory of F which passes through a point in U also contains a point on
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c(Ωσ) ⊂ V . Therefore the image of U under F̃ must approach one or more stable sta-
tionary points on δV

⋂
M, and at least one such stationary point must exist. In fact

there must be at least one stable stationary point in each of δV
⋂
M

⋂
u([−T, 0),Ωσ)

and δV
⋂
M

⋂
u((0, T ],Ωσ).

Points on δV lie on the boundary of one or more balls, and can be classified by
that set of balls. Consider a point u∗ ∈ δV

⋂
M which lies on the intersection of the

images of the m ≥ 1 balls at the points
{
uij

}
–

bij (u∗) = (u∗ − uij )
T Φij Φ

T
ij

(u∗ − uij )−R2
ij

= 0, 0 ≤ j < m

bi(u∗) = (u∗ − uij
)T ΦiΦT

i (u∗ − uij
)−R2

ij
> 0, i 6= ij , 0 ≤ j < m

u∗ ∈M

The first order optimality (KKT) conditions [4] require that u∗ be a stationary point
of F̃ –

F̃(u∗) =
j<m∑

0

λj∇bij
(u∗) = 2

j<m∑
0

λjΦij
ΦT

ij
(u∗ − uij

) +
n−k∑

0

µjnj

λj ≥ 0

Here the vectors nj are a basis for the normal space of M at u∗. Since M is an invari-
ant manifold under F̃, F̃ is in the tangent space of M. We project this stationarity
condition into that tangent space

F̃(u∗) = 2
j<m∑

0

λjΦ∗ΦT
∗ Φij

ΦT
ij

(u∗ − uij
).

This is equivalent to

ΦT
i0

(
(
∑ λj

λT
Φ∗ΦT

∗ Φij
ΦT

ij
)u∗ − ui0

)
− 1

2λT
ΦT

i0
F(u∗) =∑j<m

0
λj

λT
ΦT

i0

(
Φ∗ΦT

∗ Φij
ΦT

ij
uij

− ui0

)
where

λT =
∑

λj

(We could project into the tangent space of any of the balls defining u∗.)
Finding the intersection of the projection of m spheres is difficult, and we use the

same approximation used in [15]. If the distance between the tangent spaces and the
manifold is small within each ball, the tangent spaces are almost the same, and u∗ is
approximatly the intersection of the balls centered at the projections of the uij with
the same radii (Rij ). There is an error committed here (which can be quantified using
a Taylor series approximation to the manifold and tangent spaces) which is the same
order of magnitude as the largest distance from the tangent space to the manifold.

This replaces the problem on M with a problem over the part of the polyhedron
in each tangent space that lies inside the ball:

s∗ − αΦT
i0F(u∗) =

j<m∑
0

θjΦT
i0

(
uij

− ui0

)
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where

α =
1

2λT
, θj = λj/λT ≥ 0,

m∑
1

θj = 1

and s∗ is a point on the intersection of a k−m dimensional face of the polyhedron with
the ball |s∗| = Ri0 (see Figure B.2.) Geometrically this says that u∗ is a stationary
point if one forward Euler step backward in time from s∗ can reach the simplex which
is dual to the intersection set (the convex combination of the centers uij ) of the balls
which intersect. This is the same as Guckenheimer and Vladimirsky’s [12] upwinding
condition.

Not all stationary points are minimizers, and we must next determine the stability
of the sytationary point (the second order optimality conditions). The stationary
point lies on the set of points determined by the active constraints (the m spheres
on which it lies). If m ≤ k this set is a sphere of dimension k −m in a hyperplane
orthogonal to the dual simplex of the intersection, whose center is a point interior
to the dual simplex. The second order necessary conditions for a minimum [4] are
that for any vector s in the tangent space of the intersection of the m constraints, the
product

sT ΦT
i0FuΦi0s− 2

j<m∑
0

θsT s > 0.

or

α
sT ΦT

i0
FuΦi0s

R2
i0

> 1.

Now α is the distance, relative to the length of the flow vector, from the extrema
to the dual simplex. So α|F| is a fraction of the radius of the ball. The radius of
each ball is chosen so that F varies on the order of ε on the scale of the balls, so the
stationary point is a saddle unless m = k (when there are no s vectors and the sphere
is a pair of points). In other words, a stationary point lies on a sphere whose center is
further back in time, so points on the sphere are “better” than the stationary point,
unless the sphere is a single point (i.e. m = k).

Appendix C. An expansion for the stable and unstable Manifolds of a
hyperbolic Fixed Point .

In this section we derive expansions for the invariant manifolds associated with a
hyperbolic fixed point of the flow from this local representation. This has been done
before by Beyn and Kleß[3], Simó [29], and Eirola and Pfaler [8]. We summarize it
here because our notation is significantly different.

In the previous section we used an explicit initial global parameterization for the
invariant manifold, but an equivalent local condition can be given by observing that at
each point on the manifold the vector F must lie in the tangent plane of the manifold.
If the invariant manifold is described by u(s), with the fixed point at s = 0, and is
dimension k, u′ = F becomes

F i(u(s)) = ui
,j(s)a

j(s)(C.1)

with aj = ∂sj/∂t. This form has been used to compute invariant Tori (see Moore
[27], and Dieci and Lorenz [6]).

We will assume that:
29



1. ui is a fixed point, so that at ui, F i = 0.
2. ui

,j is a basis for an invariant subspace of the Jacobian F i
,j at the fixed point.

That is, there are cofficients ai
,j such that

F i
,pu

p
,j = ap

,ju
i
,p −→ ai

,j = giwup
,wF p

,qu
q
,j

(recall that gij is the inverse of the metric up
,iu

p
,j .)

3. vi
j is a basis for the orthogonal complement of the invariant subspace, so that

vp
i F p

,qu
q
,j = 0

Then Eq. (C.1) and its derivatives are

F i = ui
,pa

p

F i
,pu

p
,j = ui

,p,ja
p + ui

,pa
p
,j

F i
,p,qu

p
,ju

q
,k + F i

,pu
p
,j,k = ui

,p,j,kap + ui
,p,ja

p
,k + ui

,p,kap
,j + ui

,pa
p
,j,k

F i
,p,q,ru

p
,ju

q
,kur

,l + F i
,p,q(u

p
,j,lu

q
,k + up

,j,kuq
,l + up

,ju
q
,k,l) + F i

,pu
p
,j,k,l =

ui
,p,j,k,la

p + ui
,p,j,kap

,l + ui
,p,k,la

p
,j + ui

,p,j,la
p
,k

+ui
,p,ja

p
,k,l + ui

,p,la
p
,j,k + ui

,p,kap
,j,l + ui

,pa
p
,j,k,l

At the fixed point we choose ap = 0, and along with the assumptions, this satisfies
the first two equations. The basis for the invariant subspace and the basis for the
orthogonal complement together are a basis for the entire space, so the remaining
equations are zero if and only if the projection of each onto the basis vectors is zero.

We choose a parameterization which is Euclidean in the tangent space, that is
gij = δij and Γijk = 0. We then have that

Γijkl = (Γijk),l − ΓpilΓ
p
jk − ηpilη

p
jk = −ηpilη

p
jk

and to third order

ui(s) ∼ ui +
(

sj − 1
6
ηp

jwηpqrs
qsrsw

)
ui

,j +
(

1
2
ηj

pqs
psq +

1
6
ηj

pqrs
psqsr

)
vi

j

Here (recall that double indices indicate a summation) –
ηijk is the solution of the (n−m)m2 dimensional linear system–

ur
,wF r

,qu
q
,kηiwj + ur

,wF r
,qu

q
,jηiwk − vr

i F r
,pv

p
qηq

jk = vr
i F r

,p,qu
p
,ju

q
,k.

Let

ai
,j,k = uw

,iF
w
,p,qu

p
,ju

q
,k + up

,iF
p
,qv

q
rηrjk

Then ηi
,j,k,l is the solution of the (n−m)m3 dimensional linear system–

uq
,pF

q
,ru

r
,lηipjk + uq

,pF
q
,ru

r
,jηipkl + uq

,pF
q
,ru

r
,kηipjl − vq

i F q
,rv

r
wηw

jkl =

vw
i Fw

,p,q,ru
p
,ju

q
,kur

,l + vw
i Fw

,p,qv
p
ruq

,kηrjl

+vw
i Fw

,p,qv
p
ruq

,lηrjk + vw
i Fw

,p,qu
p
,jv

q
rηrkl

−ηipja
p
,k,l − ηipla

p
,j,k − ηipkap

,j,l
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a) b)

c) d)

e)

Fig. 5.2. The stable manifold of the origin in the Lorenz system at the standard parameters
σ = 10, ρ = 28 and β = 8/3. The scaled time τ was limited at 150, the total number of balls
was 40,025 with 801 interpolation points. With 24 trajectories starting on c(σ) this means that the
surface is covered with 825 fat trajectories. Also shown are the polygons used to tile the surface,
and several lines on the surface. This run took about 13 minutes elapsed time on an IBM RS/6000
with a POWER3 processor and 256MB of memory.
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a) b)

c) d)

Fig. 5.3. The stable manifold of the origin in the Lorenz system with σ = 10, ρ = 28 and
β = 8/3. The time τ was limited at 240, the total number of balls was 124,120 with 2238 interpolation
points. With 24 trajectories starting on c(σ) this means that the surface is covered with 2,262 fat
trajectories. Also shown are the polygons used to tile the surface, and several lines on the surface.
This run took about 2.3 hours elapsed time.

Fig. 5.4. A comparison of the ui
,1 tangent along the z-axis computed directly along the z-axis

(see Figure 5.1) (blue), and measured from the results of the computation of the entire manifold (red).
The z-axis is not contained in the entire manifold, instead is sampled on interpolated trajectories.
The agreement is very good, though some deviation is noticable as z nears 100.
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z = 28 y = 0 x = 0
|τ | ≤ 150

|τ | ≤ 240

Fig. 5.5. Sections of the stable manifold of the origin in the Lorenz system. The orange
trajectory is near the attractor, and the blue and red lines are the stable manifold of the fixed points
at z = 28 and unstable manifolds of the origin respectively.

u(0)

u(1)

uf

Fixed
Point

c(s )

A

B

B'

Fig. 6.1. An sketch of how the accuracy of the algorithm might be measured. A point uf on the
approximate manifold is chosen, which lies on a chart whose center lies on a trajectory beginning
on c(σ) or interpolated from the centers of k charts. The red trajectory starts on c(σ) and ends at
a point whose projection onto chart A is uf . A nonsingular two point boundary value problem can
be written for the red trajectory.
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Fig. B.1. A 2d example of the feasible region of the optimization problem posed in Appendix

B. A section of the manifold of starting points (cyan) has been covered, as has the image of the
boundary of that section under the flow. On the image of the section up to some time T this defines
a region in which trajectories are contained. In the interior “descent” is backward along trajectories,
and on the boundary we use the backward flow to induce a flow on the boundary.
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Fig. B.2. The stationarity conditions require that a point be a stable fixed point under the
induced flow on the boundary. A point is a fixed point if the flow lies in the positive cone of normals
to the boundary (left). We approximate this by projecting into the tangent space of one of the
boundary balls (right) and replace projected balls by balls of the same radius at the projected centers.
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Fig. B.3. Finding stationary points on the surface of a union of spherical balls. a) The 2d
case. A shows two stationary points, neither of which is stable. The one on the circle of intersection
is not in the shaded cone, the one on the top is near where the trajectory leaves the balls, and lies
on a circle whose center is backward in time (so other points on the circle are closer to c). B
shows a stable fixed point. Values for starting a fat trajectory passing near B can be interpolated
from the dual simplex. b) The balls in a 3d example. c) The intersections of the balls and the dual
complex. d) The “cones” for stationarity. The flow must lie in a fan, which is the cross section of
the v-shaped groves and the plane containing the axis of the circle and the point on the circle.
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