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Abstract—The deployment of infrastructure-less ad hoc the deployment and wide acceptance of ad hoc networks.
networks is suffering from the lack of applications in- One way to alleviate this problem is to support legacy
spite of active research over a decade. This problem |nternet applications in the ad hoc domain along with the
can be alleviated by porting successful legacy Intemet a\yly developed applications. Moreover, as the notion of
applications and protocols to the ad hoc network domain. ubiquitous computing [37] is gaining momentum with
Session Initiation Protocol (SIP) is designed to provide . . . . .
the signaling support to multimedia applications such as the |n(.:reaS|neg pervasive nature of the mOb_'Ie deV'C?S
\oice over IP (VoIP), Instant Messaging etc. However, and wireless tef:hnology, the convergence of fixed mobile
SIP relies on an infrastructure for service discovery as Networks and infrastructure-less ad hoc networks [21]
well as message routing, which is unavailable in ad hoc Seems inevitable entailing the extension or adaptation of
networks. In this paper, we propose two approaches to key legacy protocols of fixed mobile networks to ad hoc
solve this problem and enable SIP-based session setup imetworks, as well.
ad hoc networks (i) a loosely coupled approach where  gjignaling protocols, developed for establishing multi-
the SIP service discovery is decoupled from the routing \,q4i5 sessions such as a VoIP with stringent resource
procedure and (if) a tightly coupled approach which inte- requirements in the Internet, is one such important

grates the service discovery with a fully distributed cluster . . .
based routing protocol that builds a virtual topology for legacy protocol. Slgnallng protoc.ols.negotlate resources
efficient routing. Simulation experiments show that the Detween the terminals and maintain them throughout
tightly coupled approach performs better for (relatively) the duration of a multimedia session. The two most
static multihop wireless networks than the loosely coupled prominent signaling protocols for IP based networks are
approach in terms of the latency. The loosely coupled H.323 [13] from International Telecommunication Union
approach, on the other hand, performs better in networks (ITU) and Session Initiation Protocol (SIP) [32] from
with random node mobility. The tightly.coupled approach, |ETE. It seems SIP is progressively gaining popularity
however, has lower control overhead in both the cases. over H.323, primarily because of its simplicity and flex-
Index Terms— Session Initiation Protocol, Ad Hoc Net- ibility. Moreover, some of the features of SIP, such as re-
works, Ad Hoc Network Routing, Service Discovery directing a call and proxying, can be potentially applied
to wireless networks with mobile nodes. Recently SIP
has found its application in the context of ubiquitous
_ computing [4]. Ad hoc networks, being a key technology
The rapid development of small, cheap and compy; ypiquitous computing, need to also support SIP to
tationally powerful devices and major advancement ghaple such applications. Apart from these, several useful
short range wireless communication technologies ha¥gs pased services such as Instant Messaging, Presence

increasingly made it possible to build scalable efficieRye the potential of being utilized effectively in ad hoc
ad hoc networks. The last few years have seen vigorqisworks.

research primarily in ad hoc network routing protocols Hoyever, SIP relies on an infrastructure heavily bor-
[11], [16], [23], [28], [29], [30], but the lack of applica- rowed from the Internet infrastructure for SIP service
tions in ad hoc domain has been a major impediment f@fcovery and thus cannot be used as is in ad hoc
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0326505. establish direct client-to-client sessions, provided the
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clients can reach each other. consists of user agents, registration servers, location
In this paper we investigate how SIP can be effectivebervers and SIP proxies deployed across a network. A
used in ad hoc networks. Two possible approaches hager agent is a SIP endpoint that identifies services such
been proposedviz. a loosely coupled approachnd a as controlling session setup and media transfer. User
tightly coupled approachin the former approach, SIPagents are identified by SIP URIs (Uniform Resource
service discovery is decoupled from the underlying ddentifier), which is a unique HTTP-like URI of the form
hoc routing protocol, whereas in the tightly coupledip:user@domain . All user agents REGISTER its IP
approach the service discovery is integrated with tlaeldress with a SIP registrar server (which can be co-
routing protocol. While we use a simple expandintpcated with a SIP proxy). Details of the SIP protocol
broadcast based scheme for the loosely coupled @pn be found in [32]. SIP defines a set of messages, such
proach, we have proposed a distributed cluster baselINVITE, REFER etc., to setup sessions between user
routing protocol for the purpose of integration wittagents. These messages are routed through SIP proxies
the service discovery in the tightly coupled approacthat are deployed in the network. DNS Service records
Simulation based experimental results indicate that thelp in finding SIP proxies responsible for the destination
tightly coupled approach performs better for (relativelyJomain.
static multihop wireless networks. However, in a network
with random node mobility loosely coupled approach e
fares better. —  Media
The rest of the paper is organized as follows. Section Il
presents a brief overview of SIP. The issues related to
supporting SIP in ad hoc networks are discussed in

Registrar

Section lll. Section IV discusses the earlier research

efforts to support SIP in ad hoc networks. The loosely

coupled approach is described in Section V and the i

tightly coupled approach is described in Section VI. EE — = —
Some of the important properties of the routing pro- X;;'Z[,t

tocol in the tightly coupled approach is described in
Section VII. The comparative performance evaluation gf

. . . ig. 1.
the two approaches is presented in Section VIII along
with related discussions in Section IX. Finally, Section X

SIP architecture

concludes the paper. A session is setup between two user agents following
a client-server interaction model, where the requesting
Il. OVERVIEW OF SIP user agent acts as the client and is known as the user

SIP is a control protocol that allows creation, modifiagent client (UAC), interacting with the target user
cation and termination of sessions with one or more pagent known as the user agent server (UAS) acting as
ticipants. SIP is used for voice and video calls either f@erver. All requests from an originating UAC, such as
point-to-point or multiparty sessions. It is independerin INVITE are routed by the proxy to an appropriate
of the media transport which for example, typically usdarget UAS, based on the target SIP URI included in the
Real-time Transport Protocol (RTP) over UDP [33]. SIRequest-URI field of the INVITE message. Proxies
is also used for Instant Messaging and presence detectizaly query location and redirect servers for SIP service
[25]. It allows multiple end-points to establish mediaiscovery or in order to determine the current bindings
sessions with each other: this includes terminating tbé the SIP URI. Signaling messages are exchanged be-
session, locating the end-points, establishing the sesdieen user agents, proxies and redirect/location servers
and then, after the media session has been completedocate the appropriate services or endpoints for media
In recent times, SIP has gained widespread acceptargehange. For reasons of scalability, multiple proxies are
and deployment among wireline service providers farsed to distribute the signaling load [14]. A session is
introducing new services such as VoIP; within the esetup between two user agents through SIP signaling
terprises for Instant Messaging and collaboration; amgessages comprising of an INVITE (messages 1,2,4,7,
amongst mobile carriers for push-to-talk service. Induand 8 in Figure 1), an OK response (messages 9-12
try acceptance of SIP as the protocol of choice fam Figure 1) and an ACK (message 13 in Figure 1) to
converged communications over IP networks is thulse response [32]. The call setup is followed by media
highly likely. As shown in Figure 1, a SIP infrastructure&xchange using RTP. The session is torn down through



an exchange of BYE and OK messages. INVITE message from a requesting UAC needs to be
SIP distinguishes between the process of session eesolved before the routing of SIP messages can happen.

tablishment and the actual session. A basic tenet of STRere are potentially two approaches to do this:&(i)

is the separation of signaling (control) from media. Sideosely coupled approaclfLCA), where the SIP end

naling messages are usually routed through the proxjsnt discovery is decoupled from the ad hoc routing

while the media path is end-to-end. The session sefutocol and (ii) a tightly coupled approachTCA),

messages like INVITE contain user parameters usimgnere the SIP end point discovery is integrated with the

Session Description Protocol (SDP) [12] in the messagd hoc routing protocol. Figure 3 shows the functional

body. SDP provides information about the session sudlagrams of these two approaches.

as parameters for media type, transport protocol, IP

addresses and port numbers of endpoints. The IP address sip SIP anc-pont

and port numbers exchanged through SDP is used for the

actual data transmission (media path) for the session.

Any of these parameters can be changed during an

ongoing session through a RE-INVITE message, which v Ad hog routing protocol

is identical to the INVITE message except that it can | Aahoorouingproocol | [and igraed S

occur within an existing session. t

‘ MAC and PHY Layers

| SIP

Transport Layer

‘ MAC and PHY Layers

a) Loosely Coupled b) Tightly Coupled
1. SIPIN AD HOC NETWORKS Ai)proachy(LCA‘; oaeh e}

Fig. 3. Loose and tight coupling of SIP end-point discovery with
ad hoc network protocols

A. Routing Protocol Consideration

There are pre-dominantly two types of ad hoc routing
protocols. They ar@roactive routing strategyndreac-
tive routing strategyln a proactive strategy, the results
are computed based periodic advertisements and stored
for future use. A reactive strategy, on the other hand,
computes the routes when required by flooding the net-

Ad hoc networks are in general considered to bewveork with probe packets. A proactive strategy is capable
collection of wireless mobile nodes that dynamicallgf producing routes faster than the reactive strategy at
forms an infrastructure-less network. Each node in suttie cost of maintaining pre-computed but sometimes
a network acts as a router and can forward or receikedundant and spurious routes. Examples of proactive
packets to nodes within the radio range. Figure 2 showgiting protocols are DSDV [29], OLSR [5] and that of
an example of an ad hoc network with 9 nodes whereactive routing protocols are DSR [16], AODV [30].
the links identify the pairs of nodes that are within eadBoth the proposed LCA and TCA can be potentially
others radio range. The nodes are identified either by ilRegrated with either type of routing protocol. Several
address or by internal address and the routing protocodsearch studies [19], [15] have established the edge of
take the responsibility of sending packets to these nodesctive protocols over the proactive ones, particularly
once their addresses are known. As described earlfer, highly dynamic networks. Proactive routing protocols
SIP makes use of an infrastructure of registrars, location such networks suffer from high overheads and low
database and proxies to locate or discover the SIP ammhvergence rates. However, reactive strategy can also
points and route the SIP messages for session setugfer from prohibitive flooding traffic attributed to the
Unfortunately, this infrastructure is unavailable in adedundancy factor associated with the “broadcast storm
hoc networks and an auxiliary mechanism is requirguoblem” [36] and unacceptable delay in route discovery
to discover the SIP end points before the routing of Siitocess. A trade-off is generally done in such cases
messages can be taken care of by the ad hoc routimigh cluster based routing [3], [6], [9], [18], [20]. In
protocols. In particular, the node address correspondidigster based routing, several clusters are formed with
to the SIP URI of theRequest-URI field in the the ad hoc nodes, each with a cluster head that is

(O Ad hoc Network Node

Fig. 2. An example of an ad hoc network



fully aware of all the other members of the respectivBystems like Napster [24], Skype [34] followed this
cluster and is responsible for communication to therapproach. These systems are often non-scalable and have
Flooding of control packets and routing of data packesssingle point of failure. Systems such as Gnutella [8]
take place through the cluster heads only, thus restrictinge a flooding based approach where the requests are
the flooding problem. Cluster based routing essentiafipoded through the neighboring peers in the networks
creates a virtual topology with the cluster heads formingtil the service or peer discovery is done. As we shall
the backbone network. The virtual topology can bsee later, this approach is often non-scalable in terms
effectively used to provision for specialized SIP baseaf the number of messages. The distributed hash table
services such as conferencing, which requires certain approach, such as the Chord [35] protocol, creates a
frastructure entities like the conferencing server, proxidsghly scalable structured overlay using hash tables to
etc. Since the advantages of the cluster based routing ozap the services and peers to the respective contact
be exploited only when the SIP end point discovery is imrformation. However, this approach is not particularly
tegrated with the routing protocol, we have proposed anitable for mobile ad hoc networks.

integrated fully distributed cluster based routing protocol

for TCA and have used the reactive protocol, AODV as V. LCA: LOOSELY COUPLED APPROACH

the underlying protocol for LCA. LCA employs a similar technique that ad hoc on
demand distance vector (AODV) routing protocol uses to
discover route to a given destination IP address. It defines
SIP was originally intended for multimedia sessiogyq types of messagegiz. SIPRREQ and SIPRREP
setup in the Internet, hence not much work has begfbssages, based on AODV RREQ and RREP messages
reported to support SIP in ad hoc networking domaifagpectively, to locate the node corresponding to a target

An early attempt was made [27] to extend SIP so thatdip yR|. The format of the SIPRREQ message is shown
can be used in ad hoc networks. A pro-active mappifg Figure 4.

of all the SIP clients in a network was maintained in

IV. RELATED WORKS

each node by using a HELLO method, defined as an SIPRREQ Message
addendum to the already existing SIP methods. But, this
proactive mapping may not be scalable and also incurs SIPRREQ ID
unnecessary control overhead.

SIP based mobility management in ad hoc networks Target SIP URI
was considered in [7]. But, the authors have assumed a Originator TP Address
hierarchy of nodes with gateways in the ad hoc network. or Node Address

Hence they did not exactly deal with the issues of SIP

end point discovery and the following session setdpg- 4- Format of the SIPRREQ message

in a purely infrastructure-less network. A truly ad hoc

network was considered in [22] to evaluate SIP basedSIPRREQ ID is a sequence number uniquely iden-
mobility management, but a directory based SIP efifling the particular SIPRREQ message when consid-
point discovery procedure was proposed much like théted in conjunction with the originator IP address. The
of the pro-active scheme [27] and hence suffers from thgrget SIP URI is the SIP URI of the remote target

same drawbacks of scalability and high control overheaglith which the requesting party wants to setup a session.
SIP end point discovery is essentially similar to the

service or peer discovery process in peer-to-peer (P2P) —— SieRRea
networks. A P2P network is generally constructed as

an overlay network over the Internet and the service
or peer discovery process involves the discovery of a
particular service or the contact information of a peer
without the use of any Internet routing infrastructure. s
There are three main approaches of such service or peer O\oe

discovery in P2P networks: (i) a centralized approach,

(ii) flooding based approach, and (iii) a distributed hadpd: > The loosely coupled approach (LCA)

table based approach. The first one is a typical “phone

book” approach where an indexing of all the services The requesting node disseminates a UDP based
and the peers is maintained in a centralized serv€iPRREQ message when it wants to discover a node




address corresponding to tAarget SIP URI . The SIPRREP Message

SIPRREQ ID field is incremented by one from the last STPRREQ ID
SIPRREQ ID used by the originating node. To prevent
unnecessary network-wide dissemination of SIPRREQ

and cause the “broadcast storm” problem, the originating Node Address o "
node uses an expanding ring search technique. The Originator IP Address
time to live (TTL) for the SIPRREQ is initially set or Node Rddrese

to TTL_.START and then after a timeout period, callediy 6 Format of the SIPRREP message
the RINGTRAVERSAL TIME, if there is no response

the TTL is incremented by TTUINCREMENT. This is

continued till TTL reaches TTITHRESHOLD, when _ _
it is set to NEIDIAMETER. The retransmission of based routing protocol. The cluster based routing pro-

SIPRREQ is done following an exponential back-ofPCOI_ creates a virtual topology Wi'[.h th_e cluster'heads

algorithm to reduce congestion. If the node is not di2Ming a backbone network, which is used in the

covered within NETTRAVERSAL TIME, the originator "outing of both SIP messages and data packets.

node tries again to discover the node by broadcasting ™ convenience some of the terms and data structures

another SIPRREQ. Typical values of the TTL relatettSed in the following protocol description are explained

parameters used in the discovery process can be obtaiREIPW-

from the AODV recommendations [30]. The target node + Node An ad hoc network node with the extra

address can be determined when the SIPRREQ message capability of functioning as a SIP user agent, a

reaches the target node or gets a “fresh enough” mappmg registrar with a location service and a Proxy server.

of the SIP URI and the corresponding node address at However, all the functionalities are not required by

an intermediate node. The discovered node address is the node at the same time.

then made available by unicasting a SIPRREP message Node ID A node ID is a string that uniquely

back to the requesting node. The discovery process is identifies a node in the network. The internal node

illustrated in Figure 5. address or the IP address is generally used for this
The format of the SIPRREP message is shown in Fig- PUrpose.

ure 6. TheTarget Node Address is the node ad- ¢ Degree The degree of a node is the number of

dress corresponding to the node with frerget SIP nodes adjacent to the given node.

URI. A node generates a SIPRREP message for either of Cluster A cluster is a group of nodes with a cluster

the following two cases: (i) the node is itself the target or head. The mechanism of forming a cluster and

Target SIP URI

(ii) the node has a mapping of tiiearget SIP URI selecting the cluster head is described later in this
for a SIPRREQ message with same of hig?PRREQ section. _

ID than that of the current request. When generating thes Cluster Head A cluster head is the node that elects

SIPRREP, the node copies tfiarget SIP URI , the itself as the leader for a cluster of nodes. A cluster
SIPRREQ ID, and theOriginator IP Address node has all the information on the other members

or Node Address from the SIPRREQ message. The of the cluster and how to reach the nearest cluster
SIPRREQ IDis used by any intermediate node to keep  heads of other clusters for forwarding packets.

a mapping for theTarget SIP URI . Once created, ° Cluster MemberAny node in a cluster which is not
the SIPRREP message is unicast using AODV to the next the cluster head is a cluster member.

hop towards the originator of the SIPRREQ message.» Adjacency TableAn adjacency table for a node
Thus when the SIPRREP reaches the originator, it knows contains a list of all the neighboring nodes along
the location of the target SIP URI and hands over the With their types, i.e., whether they are cluster heads
process of SIP message routing and subsequent media ©F only members.

packet routing to AODV. However, potentially any ad * Cluster Adjacency TabiéA cluster adjacency table
hoc routing protocol can be used with this broadcast of a node contains the list of all cluster heads which
base4d discovery scheme. are 2 hops away.

The protocol takes a fully distributed approach in
the construction of clusters with nodes having higher
degrees as the potential cluster heads and all other nodes

TCA is an integrated approach where the SIP ermde 1-hop away from their nearest cluster heads. The
point discovery is coupled with a distributed clustecluster heads connect with each other, either directly

VI. TCA:TIGHTLY COUPLED APPROACH



ADJACENCY TABLE

or through specially designated gateway nodes. As we

: Neighboring| pegree usterhea a
shall prove later, the union of the cluster heads and e ——==
the gateways form a fully connected backbone network NeaZP25T 9| pegree |clusterheadflag
topology. The union of the minimal number of cluster Node 5 7| Degree |Clusterheadflag
heads and gateways forming such a backbone is known | .

as the Minimal Dominating Set (MDS}. Having mini- Road"75"!") pegree |clusterneadtiag

mal number of cluster heads is desirable since these are
the most computa_tionally intensive entities in t_he entikgy g Format of the adjacency table
network, thus saving the total energy expenditure. The

protocol builds such an MDS using local information

only, which is gathered by means of periodic HE!‘L%ELLO message broadcast that each node gets to know
message that each node broadcasts to its 1-hop neighbols jeqree of its neighbors. Hence after three rounds
at an interval of HELLOPERIOD. of HELLO message exchange, each node can employ

Each node on receiving the HELLO message from iffq oheckclusterheadalgorithm, shown in Figure 9, to
1-hop neighbors computes its degree and uses it in {i&.ije whether it is a cluster head or not. The notations
cluster head selection algorithm described next. A no €ed in the algorithm are summarized in Table I.

selects itself as a cluster head if any of the following

conditions are satisfied. TABLE |
Condition 1: The node has the highest degree in its NOTATIONS
1-hop neighborhood. cluster(j) | Cluster head corresponding
Condition 2: The node has the highest degree in the , o nodej _
degree(7) Degree of nodg

1-hop neighborhood of any of its 1-hop neighbors. type()) Type of nodej denofing

whether it is a cluster head,
cluster member or a gateway
Set of nodes 1-hop away fron
On bootstrap, each node sends a HELLO message to nodej
its 1-hop neighbors. The format of the HELLO packet is

shown in Figure 7. Initially, théDegree field is set to

A. Cluster Head Selection NG

=}

0, the Clusterheadflag is turned off and both the [ 1. checkClusterhead:);
adjacency tables are kept empty. 2: for (j € NV1(3) U {i}) do
HELLO PACKET FORMAT 3 CZUSteT(j) - ‘7’
4. for (k € N1(j)) do
tode 1D Pegree |Clusterheadflag 5 if (degree(k) > degree(j)) then
Adjacency Table 6: cluster(j) = k;
******************************************* 7 end if
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 8: end for
Cluster adjacenc y Taple 9 if (cluster(j) ==1i) then
10: type(i) = clusterhead,
Fig. 7. Format of the HELLO message 11:  else
12: type(i) = clustermember;
) ) 13:  end if
Each node receives a HELLO packet from its 1i,. and for

hop neighbors, computes its degree and populates
adjacency table. The format of the adjacency table

shown in Figure 8. i . Lines 4-6 of thecheckClusterheadalgorithm imple-
After the time period specified by HELL®ERIOD, .mentsCondition 1 However, this condition alone cannot

each node sends again the HELLO message, this Ul¢ 1o even distribution of cluster heads and can result

with theDegree field populated ‘?‘”d the adjacgncy tablﬁ\ too many cluster heads around the same set of nodes,
completed. Note that thBegree fields of the adjacency \ nicy go not lead to an MDS. This is illustrated in the
table are still set to 0. It is with the next round OFollowing example shown in Figure 10

'Finding a Minimum Dominating Set is, however, an NP-complete If the protocol had considered on{yondition 1 then
problem that can be mapped to the well-known set covering problemodes 1, 2, 4, 6, 7, and 9 would have been selected as

~—t

ne
Flg 9. Cluster Head Selection Algorithm



CLUSTER ADJACENCY
7 8 11 TABLE

9 Cluster Head
12 Node ID Gateway Node ID
3 5
13 gégzt‘;ﬁ Head Gateway Node ID

2 6 10 O 14 Cluster Head

Node ID

Gateway Node ID

Fig. 10. A network topology showing the need Bondition 2 | crrreremeeeeeeseeeeeeeseesees

Cluster Head
Node ID

Gateway Node ID

. . . Fig. 11. Format of the cluster adjacency table
the cluster heads leaving out node 3 and 5 with higher

degrees. Clearly this does not lead to an MDS. Ideally

we would want nodes 3, 5 and 9 to be the cluster heads

in this case. This is ensured I§ondition 2 Each cluster member gets information about its 2-hop
Once the cluster heads get selected, they assumedtuster heads from the HELLO messages. It creates its

extra responsibility of acting as SIP proxies and regiswn cluster adjacency table for its 2-hop away cluster

trars. In other words, they act as the inbound and otiteads with the intermediate 1-hop neighboring node,

bound proxies for the SIP messages from the respectie¢éaying the HELLO message, as tlyateway node.

cluster members and keep a mapping of the SIP URIke cluster adjacency table is then appended to the

and the node address of all of their respective clustdELLO message as an extension and sent to all the 1-

members. After a node gets selected as the cluster hdaah neighbors. Any cluster head in its 1-hop neighbor

the Clusterheadflag filed of its HELLO message gets to know about the cluster heads which are 3 hops
is turned on to let the neighbors know of their clusteaway and identifies the cluster adjacency table relaying
head. node as the gateway node. In either case, there may be
more than one candidate for the gateway node. In those
B. Cluster Formation cases, the node with the lowest ID is selected as the

{gﬁgeway node.

Once the cluster heads select themselves, they m _ _
Let us explain the gateway selection procedure by an

tain connectivity to the neighboring cluster heads
through the gateway selection process described in mple. Let a member node A gets to know about a
following subsection. The remaining nodes or the clustéf op C“.JSter head C from the HELLO message of an
members get to know about them in the next round g}tgrmedlate memper node B. A then creates a cluster
HELLO message broadcast. We will prove later that ea jacency table with an entry hav!ng C as the cluster
cluster member has atleast one neighboring 1-hop clu aad and B as the gateway. Then it appends the clgster
head. The cluster member then sends a SIP REGIST%‘I}-Ii_acenCy table to the HELLO message and send it to

message to the 1-hop cluster head with highest degrtgelmmediate 1-hop neighbors. Let D be a cluster head

and registers with the registrar service in there. In cae'ts 1-hop neighborhood. D adds to its routing table,

of a tie, the cluster head with the lowest Node ID ge{ e 3-hop cluster head C and the corresponding gateway
selectea for registration as node A. Now D can reach C through the series of

two gateway nodes, A and B. Thus each cluster head

_ can reach to its 2-hop or 3-hop cluster heads through

C. Gateway Selection the designated gateways.
Cluster heads form a virtual topology, where the

routing of control and data packets take place through
the cluster heads. Hence thfe cluster heads should peg nction of SIP Registrar and Proxy Server
reachable from each other or, in other words, each cluster
head should be aware of all the neighboring clusterA cluster member on identifying its cluster head
heads. We shall shortly show that the cluster heaffeom cluster heads HELLO message) registers with the
selected following the above procedure are either 2 corresponding SIP registrar by sending a SIP REGIS-
3 hops away from their nearest neighbors. The HELLDER message. The location service associated with the
message can detect the cluster heads which are 2 haggstrar in the cluster head keeps map of all the SIP URI
away but not those which are 3 hops away. For detectiagd the node addresses of the cluster members. Because
the cluster heads 3 hops away, a cluster adjacency tadifiehe virtual topology induced by the cluster heads, the
is maintained at each node. Figure 11 shows the fornmagistration can be executed in exactly the same fashion
of a cluster adjacency table. as it takes place in an infrastructure based network [32].
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E . ROUtI ng P roced ure SIP Endpoint/Route Discovery

1) Cluster Connectivity:The cluster head selection [
algorithm and the gateway selection procedure work in e \[*‘3,, |
tandem to build a virtual topology where each cluster R S
head can reach to its 2-hop and 3-hop neighboring cluster ‘ h ‘14’:,«
heads through the gateway nodes. This and the fact that .
each of the member nodes is atmost 1-hop away from O S

a cluster head make it possible for any member node to
reach any other member node through the cluster heads.
In case a cluster head moves out of radio range, the O Gatonayade . cumrn
local information based fully distributed operation of the @ Cluster HeadiSIP Proxy,__
cluster head selection algorithm ensures the selection of )
another appropriate node as the cluster head withirFig. 12. Protocol Operation: Cluster Formation and Route discovery
few subsequent rounds of HELLO message broadcast.

If a cluster member moves, it can either itself become a

cluster head or can remain a cluster member to a different

cluster head. In the latter case, the cluster member again

registers with the new cluster head’s registrar service.

Thus, the virtual topology and routing framework ighe gperation of LCA. Initially all the nodes broadcast
maintained by the protocol in the face of node mobility,e HEL O message to their immediate neighbors. Thus
2) Route Discoveryln our protocol, the cluster headshode 1 gets intimation from nodes 2, 3, and 4. After the
act as SIP proxies and as the forwarding nodes. Singcond round of HELLO message broadcast with the
only the cluster heads are responsible for forwardirgijacency table, node 1 gets to know about the degrees of
the route discovery messages, the routing overheadhisdes 2, 3, and 4. In the next round of HELLO message,
considerably reduced. When the SIP UAC in a clust@bde 1 gets elected with subsequent formation of cluster
member node wants to establish a session with the $IR-ollowing the same steps as that of node 1, nodes 5
UAS of another cluster member node, it sends a SHAd 7 get selected as the cluster heads of cluster I, and
INVITE message with thRequest-URI  as the URI |II, respectively. The cluster members, on knowing their
of the target SIP UAS. The INVITE message is seméspective cluster heads in the next round of HELLO
to the corresponding proxy of the requesting node. Thacket broadcast, register their URI with the registrar in
proxy then sends this message to the neighboring clustes cluster heads, using the SIP REGISTER message.
heads or proxies in order to discover the route to thigso with the subsequent HELLO messages containing
target node. In fact, the SIP call forking feature [3%he cluster adjacency tables, node 4 get selected as the
can be used to achieve this. If any of the neighboringaiteway node for communication between the cluster
proxies has the target URI registered with itself, it sen¢f@ads. Now if the UAC of node 2 wants to establish
the INVITE message to the target node, otherwise dt session with the UAS of node 8, it will send a SIP
forwards the message to its neighboring cluster heads jafvITE message, with th&Request-URI  as the URI
ter recording the proxy address in tRecord-Route  for node 8, to its designated cluster head i.e., node 1.
field of the SIP message. The target node on receiving éde 1 then selectively broadcasts the INVITE message
INVITE message sends back a SIP OK message via taehe neighboring cluster heads through the correspond-
reverse route specified by the list of traversing proxies jifig gateway nodes. The cluster head of cluster IIl, i.e.,
Record-Route  header field. This is exactly the sameode 7 finds thé&equest-URI  among the URIs of the
as the typical proxy based routing of SIP messages [3@bdes that have registered with it. Thus it forwards the
The requesting node on receiving the SIP OK messaggyITE message to node 8. Throughout the transmission
gets to know about the route to the target, which & the INVITE message the path consisting of the series
used subsequently for both SIP session establishmgntraversing proxies is recorded in tRecord-Route
and media packet delivery. The route to the destinationfisid. A SIP OK message is then sent back to node 2
also stored in the intermediate cluster heads in a cachégfowing the list of proxies in th&®ecord-Route ~ field
reduce the overhead with subsequent route discoverigsthe reverse order. Once the route is defined in this way
Figure 12 shows an example of the routing procedubetween nodes 2 and 8, it is used for continuing with the
for the same network that we considered to illustrasession establishment and media packet delivery.

‘l
¥
1
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QO Cluster Member“x\ @)



F. Improving Routing Efficiency a well-known IP compatible technology has been used
The union of cluster heads and the gatenay nodfTEE ATy TREER O Rl o ermination o
define a fixed (or relatively static) connected multihop” N s fas S

: w .H1e MAC address of the downstream node.
wireless network, where each of the nodes act as “wire-

less IP router” forwarding both the SIP messages and'N€ System throughput of the IEEE 802.11 multihop
media packets. A forwarding node typically receivedetworks can be further improved by increasing con-
packets from the upstream nodes and then transnftdrent transmissions through better spatial reuse. The
them to the downstream nodes. Since the routing loadti2-11 MAC protocol and its variants are primarily
entirely focussed on the cluster heads and the gatevigpigned for a single-hop wireless environment, where
nodes, the packet forwarding efficiency of these nodBgdes typically form a clique and communication always
plays an important role in the overall efficiency of thékes place over a single wireless hop (often to a base
cluster based protocol. However, multihop IEEE 802, fSfation prowdlng_ connect|V|ty. to the wired infrastruc-
wireless LAN, the most dominant of the present-da@/'re)- In_ such asmgle—cell enwr_onment, the 802.11_MAC
multihop networking technology, pose several challengg@nténtion resolution mechanism focuses primarily on
in terms of the available system throughput due to mulNSuring that only a single sender-receiver node pair
hop routing inefficiency. The current 802.11 Distribute[FC€Ves collision-free access to the channel at any_smgle
Coordination Function (DCF) MAC algorithm has beeff'Stant. The 802.11 MAC does not seek to exploit the

designed implicitly for either receiving or transmitting £Patial diversity inherent in multihop networks, where

packet, but not for a forwarding operation (i.e., receiving{ferent sets of nodes are able to concurrently com-

a packet from an upstream node and then immediatéwnicate with different sets of neighbors. This can be

transmitting the packet to a downstream node as gfhieved potentially by three different methods: use of
atomic channel access operation). There are two ower control algorithms, use of directional antennas and
deficiencies: modification of the MAC itself to relax some unduly

. - . harsh restrictions of the IEEE 802.11 MAC. One such

» The forwarding n_ode 's involved in two separalgn, 11 jike protocol is called MACA-P [1] that provides
RTS/CTS contenthn-based channel access E_me Rchronized parallel transmissions by allowing neigh-
during the forwarding process: once to receive t ring nodes to synchronize their reception periods, so
packet (from the upstream node) and again to fotrﬁat 1-hop neighbors switch between transmitting and

ward it (to the downstream node), and must thLf%ceiving roles in unison at explicitly defined instants,

suffer the contention resolution overhead twice. and thus avoid the problem of packet collisions.
o The same packet makes an unnecessary round-trip

between the memory on the network interface card

(NIC) and the hosts memory (accessed by the host

software) to determine the next-nop MAC address. V!l PROPERTIES OF THECLUSTER-BASED

This round-trip not only loads the processor of the PROTOCOL

forwarding node, but also suffers from additional

delays in transfers between the NIC and the hostProperty 1: Every node is either a cluster head or a
operating system. 1-hop neighbor of a cluster head.

A wireless IP forwarding architecture that uses MPLS Proof: The proof follows from the fact that theneck-
[31] with modifications to IEEE 802.11 MAC has beer!usterhead algorithm runs at each node. A node is
proposed in [2] primarily to solve this problem and Sigselected_ as a cIuster_ head when it has thfs hlgh_est degree
nificantly improve the packet forwarding efficiency. Th&MONg its 1-hop neighbors or has a neighboring node
overheads of separate channel accesses is eliminated’B§} the highest degree among the 1-hop neighbors of
defining the Data-Driven Cut-Through Medium Acces§'® node. Thus each node is either a cluster head or a
(DCMA) protocol [2] as a simple extension of the 802.12-Nop neighbor of a cluster head.

DCF. DCMA combines the Data ACK (to the upstream Property 2: The maximum distance from any cluster
node) with the RTS (to the downstream node) in a singi¢ad to another closest cluster head is 3.

ACK/RTS packet that is sent to the MAC broadcast Proof: The proof follows from Property 1 Since
address. The problem of round-trip delay between tleach of the member node is adjacent to atleast one
memory on the NIC and the hosts memory is solved lmjuster head, there can be atmost two neighboring cluster
enabling the lookup for next hop within the NIC, withoutmembers between two closest cluster heads. Hence the
needing to perform the routing lookup in the host. MPLSesult follows.
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A. Proof of Correctness mobility model. The HELLOPERIOD interval for TCA

1) First we shall prove that the cluster heads are &ps been set to 5 secs. The TTL related parameter values
connected. When the cluster heads are 1-hop awggy, LCA have been taken to be the same as recommended
they are trivially connected with each other by 8 AODV specifications [30].
link. When the cluster heads are 2 or 3 hops away
they are connected through a gateway or a pair gf Latency
gateway nodes, which is ensured by the gateway
selection algorithm described in sectionVI-C.

2) Now we shall prove that any node in the network i S
can reach to any other node. Let the topology < [
of the network be represented by the undirected T S
graphG = (V, E), whereV is the set of nodes
and E C V x V is the set of links between
the nodes. Now let us verify whether any two
nodesvy € V andwv, € E are connected or
not. If v9 andwv,, are cluster heads then they are
connected according to the first part of the proof. )
Otherwise, lety andv,, are both cluster members. i
Then byCondition 1, for two cluster headsy and
vn—1, the following expression is trug(dvi € Fig. 13. Latency in SIP URI discovery in a static multihop network
V|(1)0,’l)1) S E) N (Eh)n_l S V’(Un_l,vn) S E)]

Again, by the first part of the proof;; and v, _ )

are connected, henag andw, are connected too. 1) Latency for static multihop networkS:he latency
Note that the case when either onevgfor v, is a involved in discovering a node with a particular SIP URI
cluster head is only a trivial subset of the previod_gefore establi_shin_g a session in a static multihop netwqu
case. Hence, any two nodes in the network af® presented in Figure 13_. Two phases of SIP end point
connected through the virtual topology created tﬂ)scovery have been carried out to evaluate the effect of

e

P S @
T T T

Delay (seconds)

~
T

20 25
Number of nodes

the cluster heads. protocol convergence in the two approaches. We have
observed that the latency in the initial phase of node
VIIl. PERFORMANCEEVALUATION discovery is much higher for the integrated approach than

In this section we evaluate the performance of S
based session setup for LCA and TCA. We compare t

¢ h ith t 1o the followind tWo | clusters. But once the cluster formation is over, the
Wo approaches with respect to the foflowing two IrT?pordiscovery process takes much less time. This is evident
tant performance metrics: (i) the delay in discovering

m the latency involved with the second phase of
SIP end point before establishing a SIP based session % end point c}/iscovery Also. in LCA the dri)scovery

static multihop wireless networkg_and dyn_;_amic wirele essage is incrementally broadcasted each time a SIP
networks W.'th random node mobility, and (ii) the _controé d point needs to be discovered, contributing to the
oyerhgad, .e., the number of control packets 'nVOIVGfgency. On the other hand, in the integrated approach
with either of the approaches. selective broadcast is done only to the proxies or cluster
heads, which essentially covers the entire network in
A. Simulation Experiments one round of broadcasting. Of course, caching at each
We have performed extensive simulation experimemede may reduce the latency in locating an already
with ns2 [26]. For a static multihop wireless networkdiscovered target for LCA, but we have presented results
half the nodes are placed in a grid fashion within tr different targets in each phase to illustrate the relative
1000m x 1000m square area to ensure connectivitgfficiencies of the two approaches.
while the rest of the nodes are randomly distributed 2) Latency when the destination movesigure 14
within the square area. In all the experiments, if nshows the latency figure in discovering a SIP URI when
otherwise mentioned, the connections have been estti® destination starts moving towards the source with a
lished between the farthest pair of nodes in the netwosdpeed of 15m/s. It is observed that with the increase in
For dynamic networks, 15 nodes move randomly in tae number of nodes in the network, the latency for LCA
650m x 650m square area, following a random waypoinincreases dramatically, whereas that for TCA is much

at of LCA. This is because the integrated approach
akes some time to elect the cluster heads and form
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resilience and fares better than LCA in terms of the
latency in SIP end-point discovery.

T
—— Loosely Coupled Approach
9| &= Tightly Coupled Approach
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Fig. 14. Latency in SIP URI discovery when the destination moves

10 12 14 16 1;ausé0_rim262 24 26 28 30
less and remains steady. This is because in TCA a virtfi#- 16. Latency in SIP URI discovery with random node mobility
infrastructure is setup with the clusters, which account

for the fast and scalable broadcast message transmlssmﬂ Latency with random node mobilityThe perfor-

resu_lting 'in the faster discovery. Th_is, how_ever, happeRsince scenario changes completely with random node
as in this case we have a static multihop network, ement. As mentioned above, with random node mo-
backbonfs available f(_)r setting up the mfrastructure_, bb'ﬁity all the nodes move following a random waypoint
as we will see later, it all changes as we have a highlyopility model with speed 10m/s. The latency results
dynamic wireless network with the randomly movingy, gifrerent pause time are averaged over 10 different
nodes. random mobility scenarios and are shown in Figure 16.
Due to high node mobility, TCA incurs significant delay
in setting up and maintaining the virtual infrastructure
resulting in high latency in discovering the SIP end point.
In LCA, no such infrastructure is setup and broadcasting
helps in finding the node directly through the shortest
path, no matter how the nodes are moving, thus resulting
in lower latency in finding the SIP end point.

Delay (seconds)

C. Control Overhead

oS o s o Another important performance metric is control over-
Number of nodes head, measured in terms of the number of control packets
Fig. 15. Latency in SIP URI discovery when the proxies moves exchanged in the network. This includes all the AODV
messages along with the SIPRREQ and SIPRREP mes-
sages for the LCA and all the routing related messages
3) Latency with proxy node movemenn TCA the for the TCA. Apart from contributing to the latency
cluster heads are configured as proxies and wherfaator, the control overhead determines the scalability
proxy moves, it may not remain a cluster head amd a particular approach. It also affects the resulting
may have to relinquish its role of a proxy. In thathroughput for data packets, as the control packets gets
case the nodes affected get reconfigured to form n@wority over the data packets in each node.
clusters with new cluster heads. We have measured thd) Control overhead for static multihop networks:
effect of the proxy movement on either approaches Aye control overhead associated with the two approaches
allowing the proxies in TCA corresponding to the sourder the static multihop wireless network is shown in
and destination node to move randomly with a spe&igure 17. LCA has lower control overhead than that
of 15m/s. For LCA, although there is no concept aff TCA, initially. But, as the network grows larger, the
proxies, the corresponding nodes are moved in the saoverhead in LCA starts increasing rapidly and overshoots
random fashion. The delay for LCA vs. TCA is showrffor networks with more than 23 nodes) the correspond-
in Figure 15. In this case also, TCA shows consideraliley overhead of TCA. This happens because the number
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x 10"

—oosel Coupied Anproach ‘ but once it is setup, the node discovery process becomes
o= SR ] much faster. TCA shows remarkable resilience in the
I ] face of isolated node movements, i.e., when the desti-
nation moves towards the source and when the proxies
related to the source and the destination nodes move,
albeit the latency in the later case is higher than that
in the former case. However, in both the cases the
latency for node discovery has been lower for TCA.
This is because, despite one or two hode movement, the
i - . J overall virtual topology is maintained and a node can be
Number of nodes quickly discovered using restricted broadcast through the
virtual topology. On the other hand, in LCA, each time a
node needs to be discovered, the expanding ring search
technique is employed, whereby a considerable delay

) ) ] is incurred. The scenario, however, changes completely
of message broadcasts increases drastically in LCA w, en all the nodes move randomly. LCA, in this case

the increase in the number of network nodes. In TC{R‘?e

i erforms better than TCA in terms of latency, since
however, due to the restricted broadcast through former approach does not entail the setting up and

cluster heads, the control overhead remains scalable Wiiintenance of a virtual topology in the face of random
the number of network nodes. node mobility and can discover a node through the
shortest path irrespective of the node movements.
- | The cluster based algorithm is designed with the
objective of reducing the control overhead by restricting
the broadcasting of the discovery messages. This is
instantiated by the lower control overhead associated
o ] with TCA for a network with sufficient number of nodes
(below which the overhead associated with the building
of the virtual topology offsets the gain in broadcast
il | overhead). In case of random node mobility also, LCA
1 performs poorly when compared to TCA, due to the
o b m o m o w s % redundancy factor of the “broadcast storm problem”.

So broadly speaking, the performance evaluation sug-
Fig. 18. Control overhead with random node mobility gests that LCA should be adopted when it is required to

setup sessions quickly in a network with high node mo-

) o bility. Otherwise, TCA performs well for networks with
2) Control overhead with random node mobilityig- |5, ode mobility or static multihop networks. Also, if

ure 18 presents the respective control overheads for thegy e gejay in initial session setup can be allowed, then
two approaches with random node mobility. Here alspop proves to be an attractive solution in the long run
the speed has been taken to be 10m/s and the resultas, s of its low control overhead and consequently
been shown with respect to different pause time averaggflher throughput in data packet transmission. Besides,
over 10 different random _mob|I|ty scenarios. Althoughca results in a virtual topology with SIP proxies and
we have seen that LCA discovers the nodes faster thagirars which can be most effectively used as anchor
the integrated approach, it suffers from the "broadcashin for several specialized SIP based services, such as

storm” problem in the face of random node mobility,terence setup, SIP-based mobility management, etc.
This results in approximately an order of magnitude

increase in the number of control messages for LCA X. CONCLUSION
over TCA.

Fig. 17. Control overhead for static multihop networks

Number of control packets

In this paper, we have proposed two approaches to

enable SIP session setup in ad hoc networks. One is

IX. DISCUSSIONS a loosely coupled approach, where the SIP end point
The performance results reveal that TCA perforndiscovery is completely decoupled from the underlying
better than LCA for static multihop networks. Of courseputing protocol, while the other is a tightly coupled

there is a setup time for the virtual topology in TCAapproach. We have proposed a cluster based routing
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algorithm integrated with the SIP end point discovery fans] p. krishna, N. Vaidya, M. Chatterjee, and D. Pradhan, “A cluster-based
the tightly coupled approach. Apart from having better

performance in static multihop wireless networks witlug)
low node mobility, the cluster based routing protocol

creates a virtual topology that can be effectively used ten]
provision specialized SIP based services. For networks
with highly mobile nodes, however, the loosely couplegh;
approach has more desirable performance figures. YX
would like to incorporate the resource heterogeneity
issue of the nodes in our cluster based algorithm. The
feature of SIP enabling separation of signaling angs)
media path can be potentially used in the context of
load balancing in the cluster based approach where the _197, 1996.

overburdened gateway nodes and the cluster heads EA
) Y . 25]
be relieved by distributing the load appropriately amon

themselves. We would like to investigate into such loaidél
balancing schemes in our future work. Finally, we intengy;
to analyze the performance gain that can be achieved

enhancement schemes described in section VI-F.
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