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ABSTRACT

In the research of public health� psychology� and social sciences� many research questions investigate

the relationship between a categorical outcome variable and continuous predictor variables	 The

focus of this paper is to develop a model to build this relationship when both the categorical outcome

and the predictor variables are latent �i	e	 not observable directly	 This model extends the latent

class regression model so that it can include regression on latent predictors	 Maximum likelihood

estimation is used and two numerical methods for performing it are described� the Monte Carlo

Expectation and Maximization algorithm �MCEM and Gaussian quadrature followed by quasi�

Newton algorithm	 A simulation study is carried out to examine the behavior of the model under

di�erent scenarios	 A data example involving adolescent health is used for demonstration where

the latent classes of eating disorders risk are predicted by the latent factor body satisfaction	
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�� Introduction

In the research of public health� psychology� and social sciences� it is very common to have

variables or constructs that cannot be measured directly by a single observable variable but instead

are hypothesized to be the driving force underlying a series of observed variables	 The underlying

or unobservable variables are called latent variables and a long literature exists and is evolving

of methods for measuring them and examining relationships among them �for a brief history see

Bartholomew and Knott� 
���	 Just as observed variables can be characterized as continuous

or categorical� so can latent variables	 Latent class analysis �Lazarsfeld and Henry� 
���� Clogg�


���� Hagenaars and McCutcheon� ���� considers models for measuring latent categorical vari�

ables hypothesized to take on a �nite number of values which partition the population into a �nite

number of discrete groups	 Applications of the latent class model are common in the health science

literature including� e	g	� Uebersax and Grove� 
���� measuring distinct diagnostic categories given

presence�absence of several symptoms� Flaherty� ����� measuring smoking initiation� Croudace et

al	� ����� studying typologies for nocturnal enuresis	 Factor analysis or general latent factor �trait

analysis �Lawley and Maxwell� 
��
� Moustaki and Knott� ���� considers models for measuring

continuous latent variables	 Numerous health science applications exist where hypothesized contin�

uous latent factors are used� e	g	� Bowling� 
���� measuring quality of life� Neumark�Sztainer� et	al�

����a and ����b� utilizing social cognitive theory of health behaviors� Lee� et	al� ����� measuring

attitudes toward drinking alcohol	

Many research questions propose to investigate the relationship between a categorical response

variable and continuous predictors	 Logistic regression is the obvious technique to use when both

the outcome and the predictors are observed directly	 But� when either the categorical outcome

or the continuous predictors cannot be observed directly� di�erent methods are needed �see Table


	 If the response variable is measured via a latent class model and the predictors are observable�

the approach called latent class regression can be applied to analyze the relationship �Dayton and

Macready� 
���� Bandeen�Roche� et al	� 
���	 Another case is where the predictors are latent



�

factors and the categorical response variable is observable	 This case may be considered as a kind

of errors�in�variables problem �Fuller� 
���� Carroll� et al	� 
���	 In particular since the outcome is

categorical� this would be a nonlinear errors�in�variables problem and has been extensively studied

with several methods proposed �Burr� 
���� Carroll� et al	� 
���	 Following the above reasoning�

the need remains to develop a model and method for including both categorical and continuous

latent variables� which will be the focus of this paper	

To motivate the need for such an analysis technique� we consider an example from a project

conducted to study adolescent nutrition and obesity called Project EAT �Neumark�Sztainer� et

al	� ����	 One research question of interest is whether an adolescent girl�s body satisfaction

could predict her eating disorders risk class	 Body satisfaction had been hypothesized by the

researchers to be a continuous latent factor measured by a battery of self report Likert items related

to satisfaction with di�erent parts of one�s body �e	g	 hips� shoulders� waist� etc		 The outcome

variable of interest� eating disorders risk class� was hypothesized to be a categorical latent variable	

The researchers hypothesized that there were di�erent types of eating disorders risk related to girls

engaging in purging vs	 those engaging in restriction behaviors	 A checklist of � unhealthy weight

control behaviors was asked on the questionnaire	 No absolute classi�cation rule based on the

checklist of � behaviors exits� but a latent class model can be used to measure the di�erent latent

classes of eating disorders risk	 In section �� this example will be examined further in particular

the modeling of the relationship between the latent body satisfaction and eating disorders risk	

The paper is organized as follows	 In section �� we review the latent factor model� the latent

class model� the latent class regression model and introduce notation	 In section �� based on the

models in section �� we propose a new model for the case when both the categorical response

and continuous predictors are latent variables	 In section �� the maximum likelihood method

is considered and two di�erent computational algorithms are proposed	 In particular� the Monte

Carlo Expectation and Maximization �MCEM algorithm is demonstrated with �exible assumptions

of the distribution of the latent factors and the Gaussian quadrature approximation followed by
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quasi�Newton maximization method is proposed for the case when the latent factors are normally

distributed �available in SAS PROC NLMIXED	 A simulation study examining the behavior of

the model is shown in section �	 In section �� we apply this model to the Project EAT data to

analyze the relationship between body satisfaction and the characteristics of the latent classes for

eating disorders risk formed in the data	 Discussion and future work is given in section �	

�� Motivating Models

��� Latent factor analysis model

Suppose we have a data set with n individuals	 Let Xi � �Xi�� � � � �XiP 
T be a P dimensional

vector of continuous observations for each individual i �i � 
� � � � � n	 The factor analysis model

�Lawley and Maxwell� 
��
 assumes there are Q �Q � P  latent factors fi � �fi�� � � � � fiQ
T � which

relate to Xi in the following way�

Xi � �� �fi � �i� �


Here the P dimensional vector � and P�Qmatrix � contain known and unknown scalars and �i is a

P dimensional vector of random error with E��i � �� V ar��i ��� and �i is assumed independent

of fi	 Furthermore� � is assumed to be diagonal� which implies along with the assumption that �i

and fi are independent� that any correlations found between the elements in the observed vector Xi

are due to their relationship with common fi and not due to some spurious correlation between �i	

As is� model �
 is not generally identi�able and so the following error�in�variables parametrization

will be considered�

Xi �

�
B� ��

�

�
CA�

�
B� �

I

�
CA fi � �i� ��

where I is a Q � Q identity matrix� � is a Q dimensional vector of zero� �� and � are known

or unknown scalars	 This form allows straightforward interpretation of fi and does not lose the

generality of model �
	 A measurement model of the form �� possibly after reordering the elements

of Xi and centering all qualities is widely used in practice �see e	g	 Fuller� 
���� J�oreskog and

Sorbom� 
���	
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Estimation and inference for model �� have been considered in many di�erent ways relying

on varying assumptions of the distributions of fi and �i �Bollen� 
���	 Under the assumption

that fi and �i are normally distributed� the maximum likelihood method is commonly used to

estimate ��� � and� because of its optimal properties	 Furthermore� it has been shown �Anderson

and Amemiya� 
���� Browne and Shapiro� 
��� that the estimators for model �� using the

maximum likelihoodmethod assuming normality are asymptotically consistent even if the normality

assumptions for fi and �i are violated	 All estimation methods are based on the number of factors Q

being �xed and known	 A common technique for choosing the number of factors in the exploratory

model �i	e	 where the elements of � are freely estimated is to examine a screen plot of the

eigenvalues of S� i	e	 the covariance matrix for X	 The number of factors can be chosen to be the

number of eigenvalues before the elbow in the plot	

More recently the latent factors model has been considered in the following more general form�

f�Xi �

Z
f�Xijfif�fidfi� ��

Assuming f�Xijfi � N

�
B�
�
B� ��

�

�
CA�

�
B� �

I

�
CA fi��

�
CA and f�fi � N��f �	� this is just the normal

factor analysis model ��	 In the form ��� more �exible distributions can be assumed for f�Xijfi�

e	g	 any exponential family �Moustaki and Knott� ����� Sammel� et al	� 
���� Dunson� ���� and

����	

��� Latent Class model

Let Yi � �Yi�� � � � � YiJ
T denote the vector of the observed variables for each individual i� the

basic �nite mixture model �McLachlan and Peel� ���� is�

f�Yi �
KX
k��

f�ci � kfk�Yijci � k� ��

Here K is the number of latent classes� ci is the latent class variable� fk�Yijci � k is the class�

speci�c distribution for Yi� and �k � f�ci � k denotes the marginal probability of belonging to
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latent class k such that
PK

k�� �k � 
	

The special case of model �� when all elements of Yi are binary variables is often called the

�latent class model� in the literature �Clogg� 
��
 and 
���	 Moreover� in the latent class model

it is generally assumed that the elements of Yi are mutually independent within classes	 The latent

class model is then�

f�Yi �
KX
k��

�k

JY
j��

�
Yij
jjk �
� �jjk

��Yij � ��

where �jjk � Pr�Yij � 
jci � k is the probability that Yij � 
 when the ith individual is in the la�

tent class k	 Although it is possible to constrain certain parameters �jjk to zero� it is most common

to allow them to be freely estimated by the data	 Given a �xed number of classes K� maximum

likelihood estimates can be obtained straightforward by the EM algorithm	 It is common to �t

models with di�erent numbers of classes and compare them by BIC values and choose the model

with the smallest BIC �Collins� et al	� 
���	

��� Latent Class Regression model

Latent class regression models �Dayton and Macready� 
���� Bandeen�Roche� et al	� 
���

build a relationship between a latent class variable and other observable continuous or categorical

predictor variables of interest	 Consider again the latent class model ��� it may be thought of as a

measurement model relating Yi to ci	 That is� a model for how ci is measured by Yi	 Now consider

additional observed covariates Xi where it is of interest to investigate if Xi can directly e�ect the

latent class membership� i	e	 if Xi can be a good predictor for the latent classes	 It will be assumed

that Yi is conditionally independent of Xi given ci	 That is� intuitively the model assumes the

only reason that Xi is related to Yi is because it is related to ci	 The following is the latent class

regression model�

f�YijXi �
KX
k��

f�ci � kjXi
JY
j��

�
Yij
jjk �
� �jjk

��Yij � ��
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Bandeen�Roche� et al	 
��� assumed a generalized logit model for f�ci � kjXi� i	e	

Pr�ci � kjXi � exp�Xo
i
T�k�

KX
k��

exp�Xo
i
T�k k � 
� � � � �K�

where Xo
i � �
�Xi�� � � � �XiP 

T and �k � ���k� ��k� � � � � �Pk
T are P � 
 dimensional vectors	 In

the above equation� the Kth class is taken as the reference class� i	e	 �K � ��� �� � � � � �T 	 Then�

similar to the latent class model� given the number of classes K �xed� estimates can be obtained

by the EM algorithm	


� Latent Class Regression on Latent Factors model

In the previous section� we have introduced three models that construct relationships between

latent variables and observed variables	 As an extension to these models� we will build on the

idea of latent class regression and introduce a new model that considers the structural relationship

between a latent class variable and latent factors	

Let ci be a latent class variable with K categories and Yi � �Yi�� � � � � YiJ
T be a J dimensional

observed vector with binary elements� which is used to measure ci via the latent class model ��	

Let Xi � �Xi�� � � � �XiP 
T be a P dimensional observed vector with continuous elements used to

measure a Q dimensional latent factor fi via the latent factor model �� or more generally ��	

Similar in spirit to latent class regression model ��� our new model considers regressing the

latent class ci on the latent factors fi	 One of the fundamental assumptions of this new model is

that Yi is conditionally independent of Xi given the latent variables ci and fi	 This means that the

model assumes Yi and Xi are only related because the variables they are measuring are related	

This is a natural assumption when modeling relationships between variables measured with error�

i	e	 we want to model the relationship between the underlying variables� not the ones with error	

Thus we consider the joint distribution of Yi and Xi to be

f�Yi�Xi �
KX
k��

Z
f�Yijci � kf�Xijfif�ci � kjfif�fid fi� ��
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where

f�Yijci � k �
QJ
j�� �

Yij
jjk �
� �jjk

��Yij �latent class model

f�Xijfi � Np

�
B�
�
B� ��

�

�
CA�

�
B� �

I

�
CA fi��

�
CA �latent factor model

f�ci � kjfi � �k�fi �
exp�fo

i
T�k�PK

k��
exp�fo

i
T�k�

�generalized logit model

f�fi � F �	 �speci�ed distribution for latent factors�

��

The parameters �jjk� ��� �� and � are all as de�ned before in section �	 While most commonly

the distribution F �	 for the underlying factors will be normal� it is not necessary so we present it

here to be any speci�ed distribution with unknown parameters 		 Note that like the latent class

regression model in section �	�� we use the generalized logit link� i	e	 log
�
�k�fi�
�K�fi�

�
� foi

T�k� where

foi � �
� fi
T � �k � ���k� ��k� � � � � �Qk

T and �K � ��� �� � � � � �T indicating class K as the reference

class	 The parameter �k is a Q�
 dimensional vector relating the latent factors to the probability

of being in a particular latent class	 The big di�erence between this model and that in section �	�

is that here fi is not observed directly	 In this model� the parameters of interest are the vector �k�s�

which describe the relationship between the latent factors and the latent classes	

�� Maximum Likelihood Estimation

Given the parametric model ���� and the i�i�d� data �Yi�Xi� for i � 
� � � � � n� estimation

of the model parameters can proceed via the maximum likelihood method	 Let Zi � �Yi�Xi�

di � �ci� fi� and � � �f�jjkg�������� f�kg�	 is the vector of parameters relating Zi and di	

Thus the likelihood function for the model ���� can be written as

Lo �
nY
i��

f�Zi�� �
nY
i��

Z
f�Zi�di��d di� ��

where the notation for the integral over di is taken very generally to include the continuous integral

for fi and the summation over ci	 This likelihood function is hard to maximize due to the integration

of the latent variables for which there is no closed form solution	 Hence two numerical methods for

performing the full maximum likelihood are described in this section� Monte Carlo Expectation and

Maximization algorithm �MCEM and Gaussian quadrature followed by quasi�Newton algorithm	
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��� MCEM Algorithm

It is natural to consider the latent variables� di� as missing data and implement the EM algo�

rithm for maximizing ��	 Since it is hard to maximize the observed data likelihood Lo directly� we

construct the complete data likelihood and apply the EM algorithm to maximize it	 The complete

data likelihood is

Lc �
nY
i��

f�Zi�di���

The E�step obtains the expectation of the log complete data likelihood given the observed data

and the current parameter estimates� i	e	 �l	

E�logLcjZ�� � � � �Zn��l �
nX
i��

Z
log f�Zi�di��f�dijZi��lddi

� g�l���Z�

For the latent class regression on latent factor model ����� unfortunately we do not have a closed

form for f�dijZi��l and consequently we do not have a closed form solution for the integral in

g�l���Z	 Hence� we propose to use the Monte Carlo method to obtained an approximation to

g�l���Z	 First note that

g�l���Z �
nX
i��

Z
log f�Zi�di��f�dijZi��lddi

�
nX
i��

Z
log f�Zi�di��

f�Zijdi��lR
f�Zijdi��lf�di��lddi

f�di��lddi

�
nX
i��

E

�
log f�Zi�di��l

f�Zijdi��lR
f�Zijdi��lf�di��lddi

�
�

where the expectation is taken with respect to the random variable di	 Given the current �l� a

Monto Carlo sample �d�i � � � � �d
M
i  is generated from f�di��l� then the expectation can be approx�

imated by an average

g�l���Z �
nX
i��




M

MX
m��

�log f�Zi�d
m
i �� Wm

i � � gMC

�l
���Z�




�

where Wm
i � f�Zijdi��l�

�

M

PM

m��
f�Zijdmi ��l�

	

Note that the same Monte Carlo sample is used for evaluate the integral in the denominator of

the weights in the expectation	 Now we note that log f�Zi�d
m
i �� can be factorized into four parts

corresponding to the four parts of the model ����� i	e	

log f�Zi�d
m
i �� � log f�Yijc

m
i � f�jjkg � log f�Xijf

m
i �������

� log f�cmi jf
m
i � f�kg � log f�fmi �	�

�
�

The M�step is to maximize g�l���Z with respect to � and then update �l	 Based on �
�� we

see that g�l���Z has four parts with distinct parameters associated with each	 Hence� we can

maximize each component separately as a straightforward weighted regression �weighted by Wm
i 

in order to obtain �l��	

The MCEM algorithm will iterate between the E�step and M�step until the parameter estimates

converge according to some criteria	 In order to decrease the Monte Carlo error at the E�step� a

large M should be used	 But it has been pointed out that it is ine�cient to choose a large M

when �l is far from the ML estimate �Wei and Tanner� 
���� Booth and Hobert� 
���	 Following

recommendation� it is preferable to start with a small M and increase it for each iteration to

Ml � M� � T l� where Ml is the sample size for the Monte Carlo step at the lth iteration and M�

and T are positive constants	 We monitor the convergence of the EM algorithm by plotting �l

versus the iteration l	

Standard Error Estimates of the parameter estimates from MCEM can be obtained by inverting

the information matrix of the log likelihood function based on the observed data	 We apply Louis�

formula �Louis� 
���

IZ�� � Ed

�
�
��Lc�Z�d��

����T

�
� V ard

�
�Lc�Z�d��

��

�
�

evaluated at the maximum likelihood estimate ��	 The expectation and variance are taken with

respect to the conditional distribution of the latent variable d � �d�� � � � �dn
T given the observed

data Z � �Z�� � � � �Zn
T and parameter �	 These conditional expectations are di�cult to evaluate







because as before in the EM algorithm the conditional distribution of d given Z is unavailable	

Hence we cannot sample from the conditional distribution or get the closed forms for the expecta�

tions	 By a similar method described for the parameter estimation� we can switch the conditional

expectation to a weighted unconditional expectation with respect to d and then use the Monte

Carlo method to approximate the expectation	 Here a large M is used as it is unnecessary to

iterate	

��� Gaussian quadrature with quasi�Newton algorithm

We note that the MCEM algorithm introduced above is �exible with regard to the assumptions

of the distribution of the latent factors	 That is� it was not necessary to assume fi as normally

distributed	 Consider again the likelihood function Lo associated with model ����	 Because the

latent classes are discrete� it can be written as

Lo �
nY
i��

KX
k��

Z
f�Yijci � kf�Xijfif�ci � kjfif�fid fi�

We note that the observed data likelihood is a function of the integral of the latent factors fi	

In the special case� when the fi is normally distributed� this can be approximated by adaptive

Gaussian quadrature method �Golub and Welsch 
���� or Table ��	
� of Abramowitz and Stegun


���	 Then given a closed form approximation to the integral involving the normal factors fi� the

observed likelihood can then be approximate in a closed form	 With the closed form approximation

for the likelihood� the maximization of it can be carried out through a quasi�Newton algorithm	

In fact� this method of Gaussian quadrature approximation followed by quasi�Newton maxi�

mization can be implemented using the �general� likelihood function in PROC NLMIXED in SAS	

Appendix A gives code demonstrating how this can be done	

Although detailed investigation of the computational speed and accuracy of this method as

compared to MCEM is beyond the scope of the current paper� the estimation for the example

considered herein takes � times longer using MCEM	 It should also be noted that for increasing




�

numbers of factors� the integration in both methods may be computationally prohibitive	

�� Simulation Study

��� Simulation

In order to investigate the behavior of the new model under di�erent scenarios� we will do a

small simulation study	 We are particularly interested in examing the e�ect that sample size and

reliability of the measurement of both fi and ci have on the inference for the f�kg parameters

in model ����	 By reliability we are refereing to the amount of measurement error in the latent

class model and latent factor model in ��	 Consider the model with P � � dimensional observed

Xi variable measuring Q � 
 latent factor� J � � dimensional observed Yi variable measuring

K � � latent classes	 Furthermore� assume that the underlying factor fi is normally distributed	

Speci�cally� we consider�

fi
i�i�d
� N��� 


�i
i�i�d
� N���� ���I����

BBBBBBB�

Xi�

Xi�

Xi	

Xi�

�
CCCCCCCA

�

�
BBBBBBB�

�

�

�

�

�
CCCCCCCA

�

�
BBBBBBB�

���

���

��	

���

�
CCCCCCCA
fi � �i

cijfi � Bernoulli�logit������ � 
 � fi

Yij jci � Bernoulli��jjk k � 
� �� j � 
� � � � � ��

�



Consider two di�erent sets of factor loadings for the latent factor	 First we generate the data with

����� ���� ��	� ���
T � ����� ���� ���� ���T � which implies that fi has low reliability �� ��� and then

we choose ����� ���� ��	� ���
T � �
��� 
��� 
��� 
��T so that fi has high reliability �	 ���	 Further�

more� we consider two di�erent sets of values for �jj� and �jj� where j � 
� � � � � �� which describe

the way that the observed data Yij are related to the latent classes	 One case considers where

�jj� � ��
 and �jj� � ��� for all j	 This implies that when a person is in class 
 he has a low

probability� i	e	 �	
� of responding �yes� to each of the �ve questions� and when being in class � he




�

has a high probability� i	e	 �	�� of responding �yes� to each of the �ve questions	 We refer to this as

the parallel probabilities case since the probabilities for each response Yij in two latent classes are

the same and with big di�erences	 The other case we consider is where three of the �ve observed

variables have �jj� � ��
 and �jj� � ��� �j � 
� �� � but the other two variables �i	e	 j � �� �

have �jj� � ��� and �jj� � ���	 Note that the probabilities of being 
 for the three corresponding

elements of Yi are quite di�erent ��	
 vs	 �	� and the other two are similar ��	� vs	 �	�	 We

refer to this as the non�parallel case and would expect it to be a less precise measurement model

for ci	 Finally� we consider � sample sizes� n � ��� and ����	 So in total we have � � � � � � �

di�erent scenarios	 For each scenario� we generate 
��� data sets� to each of the simulated data

sets in each of the eight di�erent scenarios� we perform maximum likelihood as described in section

�	 Speci�cally� because the factor is normally distributed the adaptive Gauss quadrature method

for approximating the observed data likelihood and quasi�Newton optimization as the optimization

technique is implemented via PROC NLMIXED in SAS	

��� Results

The simulation results are shown in Table �	 From this table� we �nd that as expected when

the sample size increases from ��� to ����� the bias and the standard errors are decreasing	 We

see that in all scenarios for both �� �the intercept and �� �the slope the high reliability of f case

shows smaller standard errors than the respective low reliability case	 Likewise since the parallel

case can be consider more precise than the nonparallel case� we �nd smaller standard errors for

both �� and �� for the parallel case as compared to the nonparallel case	 What is more interesting

is the relative impact each of these on the estimates of �� and ��	 The impact that the reliability

of f has on the e�ciency of �� is greater than the impact it has on ��	 On the other hand� the

impact that the parallel vs	 nonparallel has on the e�ciency of �� is much more substantial than

that on ��	 This suggests that the slope of the relationship between c and f is more sensitive to the

model for f � whereas the intercept is more sensitive to the model for c	 The coverage probability in




�

Table � is calculated in the following way	 For each data set we obtain the ��� con�dence intervals

of the parameters based on the estimated standard errors output from PROC NLMIXED	 The

coverage probability is the number of the con�dence intervals covering the true value over 
���	 In

all scenarios� the coverage probabilities are close to ���	

� Example

Project EAT �Neumark�Sztainer� et al	� ���� is a comprehensive study of adolescent nutrition

and obesity	 Self�report survey data were collected from students in �th and 
�th grade at �
 Twin

Cities schools in the 
������ school year	 A portion of the survey data collected for the �

� girls

in Project EAT is used in this current example	 The particular relationship of interest in this study

is that between body satisfaction �a latent factor and eating disorders risk �a latent class	

In the Project EAT data set� for each individual i �i � 
� � � � � �

� let Yi � �Yi�� � � � � Yi

T be

the � dichotomous questionnaire items indicating the self�reported use of unhealthy weight control

behaviors within the past year �i	e	 �Have you done any of the following things in order to lose

weight or keep from gaining weight during the past year� fasting� eating very little food� taking

diet pills� making myself vomit� using laxatives� using diuretics� using food substitute� skipping

meals� smoking more cigarettes �	 Furthermore� let Xi � �Xi�� � � � �Xi�
T indicate the �ve items

measuring body satisfaction �i	e	 �How satis�ed are you with your� body shape� waist� hips�

thigh� stomach �	 Each element was measured on a � point Likert scale where the anchors were


��very dissatis�ed� and ���very satis�ed�	 Despite the discrete nature of these Likert responses�

we will treat Xi as a continuous variable in this data analysis and center each element to mean zero	

��� Exploratory data analysis

Assume that underlying the observed responses Yi is a latent class variable ci with categories

representing di�erent typologies of eating disorders risk	 In practice� we will not know the �correct�

number of latent classes in the model	 The number of latent classes K needs to be investigated




�

before �tting the relationship between latent variables	 Here we present the exploratory latent class

analysis of the � observed indicators asking which unhealthy weight control behaviors had been used

within the past year	 Table � shows the estimated latent class model parameters and associated

BIC values	 The ��class model shows the best BIC �t value	 Examining the f�jjkg for the ��class

model leads to a class of girls who are basically not doing any of the behaviors ���	��� a class

who are doing just the restricting behaviors �i	e	 eating very little and skipping meals ���	���

and a high risk class who have high probability of doing everything ��	��	 The ��class model

reveals a classi�cation worth discussing	 In the ��class model� the high risk group has been split

into girls who are more likely to be using external substances �i	e	 diet pills� laxatives� diuretics�

food substances to lose weight separate from girls who are restricting food intake and vomiting as

well as smoking cigarettes to lose weight	 This ��class model did not match the researchers� theory

as well as the ��class model and since the ��class model empirically �tted the best� it will be used

for the latent class regressed on a latent factor model	

Now we explore the observed body satisfaction variables Xi as measurements of a latent factor

fi	 The researchers hypothesize that these questions are measuring one dimension of body satisfac�

tion	 The correlations between the variables in Xi range between �	�� and �	��	 The eigenvalues

of the covariance matrix are ��	���� �	���� �	���� �	��
� �	
��� which indicates that 
�dimension is

well described by these variables providing empirical support for the 
�factor model	 Thus� we will

consider the body satisfaction� a 
�dimensional continuous latent factor fi underlying the observed

Xi	

��� Model Fitting

Consider the parametric model ����� where P � �� Q � 
� J � � and K � �� � for the example

data set	 Note� although the � latent class outcome model was chosen based on exploratory data

analysis� the � latent class outcome is shown as comparison	 Table � shows the parameter estimates

for di�erent models� the standard errors of estimates and the p�values for each parameter where




�

the �low� eating disorders risk class is treated as the reference class �	 The AIC and BIC values

indicate the model with ��class outcome �ts the data better	 The estimates of the log ORs for class


 ���� and class � ���� are negative and statistically signi�cant� which are interpreted as the e�ect

of a 
�unit increase in body satisfaction on the log odds of being in class k�k � 
� � rather than

class �	 It makes sense that these are negative since as a girl�s satisfaction with body increases� she

would be less likely to be in one of the high eating disorders risk classes	 The intercepts represent

the log odds of being in class k rather than class � for a girl with body satisfaction at the center

of the scale� i	e	 �� since the elements of Xi have been centered	 These are related to the overall

prevalence in each class where we see that the prevalence in class �� the high risk class� is small	

�� Discussion

This paper proposes a new model for �tting the relationship between a latent class outcome

and latent factor predictors	 It is demonstrated that maximum likelihood estimation is possible

by the MCEM algorithm� or in the special case where the factors are normally distributed and

Q is small by Gaussian quadrature and quasi�Newton	 The model presented in this paper is

a natural extension of the latent class regression model and more generally is an extension of

structural equation modeling	 Structural equation modeling focuses on the relationships among

latent variables� but almost exclusively continuous latent variables	 Here we present a method for

examining the relationship among latent variables that are of mixed types	

Similar to a common practice in structural equation modeling� we recommend that the latent

class regressed on latent factor model be built in steps	 In particular the measurement models

�i	e	 the latent class and the latent factor models can be examined �rst to assess the �t of

di�erent numbers of classes or factors	 Then once these measurement models are settled upon� the

�structural model� i	e	 the relationship among the latent variables can be modeled simultaneously

with the measurement models	 This is how we presented the method for the Project EAT example

and feel this allows for appropriately focused model checking	




�

In the simulation study and the example� we only considered models where the underlying latent

factor was assumed to be normally distributed	 Although other distribution could be considered� it

is not clear that this modeling choice can be checked as the latent factors are not directly observable	

Rather� methods that only require weak assumptions on the distribution of the underlying factors

should be developed in the future	

Finally� identi�ability of model parameters is always an important issue in latent variable mod�

els	 In our proposed model� the parameters are well identi�ed theoretically when the latent class

model and the latent factor model satisfy appropriate conditions	 But identi�ability is not a prop�

erty of just the model but also of the data combined with the model	 A model may have weak data

identi�ability if perhaps due to small sample size� some parameters are di�cult or even impossible

to estimate	 While generally it is hard to assess this data identi�ability problem� some work has

been done to quantify it for the latent class model within a fully Bayesian framework by comparing

the prior and posterior of parameters �Garrett and Zeger� ����	 Similar methods might be possible

to consider for the model presented here	
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Appendix A

���� Data �dat� is generated as in simulation study from model �����

���� Example of data frame�

id x� x� x� x� y� y� y� y� y� dummy

� 	
�������� 	
��
����� 	
��������� 	
�����
���� 
 � � � � �

� 	������
��� 	
�
�������� 
�����
���� 	
��������� 
 
 � � 
 �

� 	
��������
� 
���������� 
���
�

���� 
����
�� 
 
 � 
 � �

� 
������
��� ���
�
���
 	
��������� 
���������� � � � 
 
 �

� 	
��������� 	
�������� 	��
������� 	�����
����� � 
 � � � �

��� ���

��� ���

���� Note the X variables are centered �not standardized��

proc standard data � dat mean � 
 out � dat��

var x�	x��

run�

���� PROC NLMIXED for the fitting model ��	���

proc nlmixed data � dat� tech � quanew lis � � method � gauss

maxiter � �


 gconv � �









� fconv � �









��

���� starting values �starting values are given for the logit�pi�i�j��

parms

beta
 � 
�� beta� � �

lam�� � � lam�� � � lam�� � �

psi� � 
�� psi� � 
�� psi� � 
�� psi� � 
��

lpi�� � � lpi�� � � lpi�� � 
 lpi�� � 
 bpi�� � 	��

bpi�� � 
�� bpi�� � 
�� bpi�� � 	
�� bpi�� � 	
�� bpi�� � 	��

bounds 	 �� bpi��	bpi�� bpi��	bpi�� �� �

���� latent class part�

pi�� � �����exp�	bpi����� pi�� � �����exp�	bpi�����

pi�� � �����exp�	bpi����� pi�� � �����exp�	bpi�����

pi�� � �����exp�	bpi����� pi�� � �����exp�	bpi�����

pi�� � �����exp�	bpi����� pi�� � �����exp�	bpi�����

pi�� � �����exp�	bpi����� pi�� � �����exp�	bpi�����



��

prod�� � �pi����y�����	pi�������	y��� prod�� � �pi����y�����	pi�������	y���

prod�� � �pi����y�����	pi�������	y��� prod�� � �pi����y�����	pi�������	y���

prod�� � �pi����y�����	pi�������	y��� prod�� � �pi����y�����	pi�������	y���

prod�� � �pi����y�����	pi�������	y��� prod�� � �pi����y�����	pi�������	y���

prod�� � �pi����y�����	pi�������	y��� prod�� � �pi����y�����	pi�������	y���

���� relation between latent class and latent factor �structural model��

eta��exp�beta
�beta��fi�����exp�beta
�beta��fi���

eta�������exp�beta
�beta��fi���

���� the part of the likelihood coming from latent class part�

l�latclass�eta��prod���prod���prod���prod���prod��

�eta��prod���prod���prod���prod���prod���

ll�latclass � log�l�latclass��

���� factor analysis part�

mu� � lam���fi� mu� � lam���fi�

mu� � lam���fi� mu� � ��fi�

���� the part of the likelihood coming from latent factor part�

ll�factpart � 	���log�psi�� 	 ������psi��� � �x� 	 mu�����

	���log�psi�� 	 ������psi��� � �x� 	 mu�����

	���log�psi�� 	 ������psi��� � �x� 	 mu�����

	���log�psi�� 	 ������psi��� � �x� 	 mu������

���� dummy is just a place holder so that SAS has something on�

���� the left side of equation�

model dummy � general�ll�latclass � ll�factpart��

random fi � normal�
�phi� subject � id�

run�



��

Table 
� Modeling Continuous Predictors and Categorical Outcome

Predictors Observed Predictors Latent

Outcome Observed Logistic Regression Error�in�Variable Technique

Outcome Latent Latent Class Regression Current Study



��

Table �� Simulation Results

Reliability of f

Low �� ���� High �� ����

f�jj�g Sample True Mean SE Coverage Mean SE Coverage

f�jj�g Size Value Probability Probability

Parallel ��� ��� ���	�
 ��	��� ������ ������ ��	��� ������

�� ���� ��� ������ ������ ���
�� ������ �����	 ���
��

Non� ��� ��� ���	�� ������ ���
	� ���	�� ����� ������

parallel ���� ��� ������ ����� ����� ����� ������ �����

Parallel ��� 	 	��
�� ������ ����� 	��	�� ���	�	 ����	�

�� ���� 	 	����� �����
 ������ 	���	� ������ ���
�

Non� ��� 	 	���� ��
	� ����� 	����� ����	 ����
�

parallel ���� 	 	���

 ������ ������ 	���	� ������ ����
�



��

Table �� Estimated �jjk �probability of saying yes to the variable j given that the individual is in

latent class k under latent class models with di�erent K

marginal ��class 
�class �class

To control weight 	 � 	 � 	 � � 	 � 


fasted 	��� ��� 
��� ��� 
��� ���� ��� ���� �	� ���

ate little �	 ��� ���� ��� ���� ��� ��� ���� 	���� ��	

diet pills ��
 	�	 	
�� 	�� ��� �� ��� ��	 
	�� ��

vomit ��
 ��	 	��� ��	 ��	 ��� ��	 ��� 
�� 

��

laxatives 	�� ��� 
�� ��� ��	 	��	 ��� ��� 		�� ����

diuretics 	� ��	 
�
 ��	 ��	 	��	 ��	 ��� ��� ���

food substitutes ��
 ��	 	��� ��	 	
�	 	�� 	�� 	��� 
�� ��

skipped meals � 		�	 ���� ��� ���� ���� ��� ��� 	���� 
��

smoked more cigs ��
 ��� 	��� ��� 	
�	 
��	 �� 		�� ��� ���

percent in each class 	��� ����� ���� ���� 
���� ��� ���� 
��� ���� ����

BIC 			
	�
 		�� 		�����



��

Table �� Estimation results for Project EAT data

Model Parameter Estimate SE P�value AIC BIC

��class ��� ���
��� ����� � ����	 ��	�� ��
��

��� �	��	�	 ����
� � ����	


�class ��� ������
 ����� � ����	 ����� ����

��� �	����� ��	��	 � ����	

��� ������� ����� � ����	

��� �	�	�� ������ � ����	


