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Abstract
In this paper, we propose to use a discriminative training(DT)
method to improve naive Bayes classifiers in context of natu-
ral language call routing. As opposed to the traditional maxi-
mum likelihood estimation, all conditional probabilties in Naive
Bayes classifers (NBC) are estimated discriminatively based on
the minimum classification error (MCE) criterion. A smoothed
classification error rate in training set is formulated as an objec-
tive function and the GPD (generalized probabilistic descent)
method is used to minimize the objective function with respect
to all conditional probabilities in NBCs. Two versions of NBC
are used in this work. In the first version all NBCs correspond-
ing to various destinations use the same word feature set while
destination-dependent feature set is chosen for each destination
in the second version. Experimental results on a banking call
routing task show that the discriminative training method can
achieve up to about 30% error reduction over our best ML-
trained system. The proposed method is also compared with
the vector-based method used previously by others in call rout-
ing task. The comparative results clearly show that NBCs after
DT can outperform the vector-based technique.

1. Introduction
Natural language call router is the next generation system de-
signed to replace the currently prevalent touch-tone menus in
call centers. It offers a better interaction between callers and
the system by prompting ”How may I direct your call”, replac-
ing the cumbersome ”Please listen to the following 9 options...”.
Call routing based on spoken utterances aims at an accurate
analysis of what the callers say and transfers the call to the
correct department automatically [1]. In previous work [1, 2],
a vector-based information retrieval technique was introduced
to perform call routing. A vector-based technique was used to
measure the similarity between a new user request and the un-
derlying routing matrix. The Naive Bayes classifiers (NBC) are
widely used in many pattern classification problems due to its
simplicity and effectiveness. In this paper, we investigate the
use of Naive Bayes Classifiers trained with discriminative train-
ing techniques to achieve a better classification performance in
call routing tasks.

The Naive Bayes Classifier technique is based on the Bayes
theorem and particularly suits to the classification tasks where
the dimensionality of the inputs is high. For example, ifCj is
a class and~xj = (x1j , . . . , xnj) is the feature vector forCj ,
the NBC assumes the features are independent given the class
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id Cj , i.e., Pr(~x|C) =
∏

i Pr(xi|C). Despite its simplicity,
NBC can often outperform other more sophisticated classifica-
tion methods in practice[3]. In this paper, we propose the use of
minimum classification error criterion in discriminative training
of NBCs. Minimization of a smoothed classification error rate
in the training set can be achieved by adjusting the model dy-
namically to increase the separation of the correct class from its
competitors. Experimental results show that the accuracy and
robustness is improved considerably: up to 31% error rate re-
duction is observed over the ML-trained models. This is the
first study of building a natural language call router by com-
bining the NBC with the MCE-based discriminative training
for call routing task. Due to the popularity and proven effec-
tiveness of NBC, the proposed formulation can be extended to
other algorithms addressing a wide range of tasks, such as topic
identification, information retrieval, speech understanding and
medical diagnosis, etc.

The remainder of the paper is organized as follows: In sec-
tion 2, we first show how to apply naive Bayes classifiers to call
routing tasks, especially how to calculate normalization term
when various features are used for different destinations. In sec-
tion 3, the MCE/GPD based discriminative training algorithm is
derived to estimate NBC conditional probabilities. Experimen-
tal results on the USAA banking data set are reported in section
4. Finally, we conclude the paper with our discussions and find-
ings in section 5.

2. Naive Bayes Classifiers for call routing
In NBC-based natural language call routing, each NBC for one
destination is trained by a collection of labeled documents (tran-
scriptions of calls routed to that destination). The test document
(a new caller request) is classified by measuring the relevance
to each destination. A single NBC is required for each destina-
tion. Then we estimate all conditional probabilities in all NBCs
which correspond to all known destinations. In this paper, we
study two kinds of NBC based on two different assumptions. In
one version we assume that every class has the same features,
i.e., all NBCs have the same child nodes but different condi-
tional probabilities. In the second version, we choose different
features for each NBC, which are the most informative to that
destination. In this case, different NBCs have various number
of child nodes and a proper normalization term becomes critical
when we compare across various destinations.

Regarding data preparation, each document (customer ut-
terances) is cleaned by performing the morphological process
to remove a list of ignore words. Then themutual information
between each pair of word and destination is calculated. The



topN words with the highest mutual information are chosen to
be the features for that destination. In the NBC corresponding
to j-th destinationCj , we need to estimate a conditional prob-
ability pji = Pr(xi|Cj) for each featurexi. In our baseline
system, all conditional probabilities are estimated from training
data based on the ML method.

In testing stage, given any new user request, assume~y is
its feature vector, the request will be classified according to the
Maximum A Posterior(MAP) decision rule as:

C∗ = arg max
j

Pr(Cj = 1|~y)

= arg max
j

Pr(~y|Cj = 1) · Pr(Cj = 1)

Pr(~y)

≡ arg max
j

Pr(~y|Cj = 1) · Pr(Cj = 1)

(1)

However, if we use various feature set for different desti-
nation, we need to properly calculate the above normalization
termPr(~y) to compare across various destinations. The MAP
decision rule in this case becomes:

C∗ = arg max
j

Pr(~y|Cj = 1) · Pr(Cj = 1)

Pr(~y)

= arg max
j

Pr(~y|Cj = 1) · Pr(Cj = 1)

Pr(Cj = 1)Pr(~y|Cj = 1) + Pr(Cj = 0)Pr(~y|Cj = 0)

(2)

3. Discriminative training of NBC’s
Discriminative training has recently been proposed for natu-
ral language call routing[4]. The generalized probabilistic de-
scent(GPD) algorithm[5] is used here for optimization purpose.
In [4], the routing matrixR is viewed as the model parameters
to be estimated. The algorithm adjusts the model parameters
based on each training sample to minimize the total error rate in
the entire training set.

Four steps are involved in the MCE/GPD algorithm, namely
constructions of:

1. discriminant functionfor each class.

2. misclassification functionfor the target destinationk.

3. loss function, which represents the smoothed total errors
in training data set.

4. adjustment rulewhich guides the DT algorithm to update
the parameter set.

First of all, let’s denote all parameters in all NBCs asα =
Pr(Cj = 1), β = Pr(Cj = 0), pji = Pr(xi = 1|Cj = 1)
andqji = Pr(xi = 1|Cj = 0).

3.1. NBC with same features for each class

In this section, we first derive the MCE/GPD algorithm for
NBCs with the same feature set, where we use the MAP de-
cision rule in eq.(1) for decision.

Let pj be the decision score between the observation vector
~y and thej-th destinationCj as

pj = Pr(Cj |~y) = α ·
N∏

i=1

(pji)
Mji(1− pji)

δ(Mji) (3)

whereN is the number of features for each destinationCj .
Mji(= 0, 1, 2...N) is frequency ofi-th feature occurring in the
observation~y, andδ(Mji) is defined as follows,

δ(Mji) =

{
0 whenMji > 0,
1 whenMji = 0.

Note the value ofpj in eq.(3) is a real number between 0
and 1. We define thediscriminant functionfor j-th class and
observation vector~x as negative logarithm ofpj :

gj(~y, p) = − ln(pj)

= −
{

ln α +

N∑
i=1

[Mji · ln pji + δ(Mji) · ln(1− pji)]
}

(4)

Assuming the correct target destination for~y is k, themis-
classification measureis defined as

dk(~y, p) = gk(~y, p)−

∑

j 6=k

gj(~y, p)η




1
η

= − ln(pk)−

∑

j 6=k

[− ln(pj)]
η




1
η

(5)

whereη is anegativenumber. Note that asη → −∞, the
second term in eq.(5) converges the the score from the most
competing class. Intuitively,dk() > 0 indicates a misclassifi-
cation anddk() < 0 implies a correct classification.

Then the above misclassification measure is plugged into a
sigmoid function to obtain the followingloss function:

l(p) =
∑

~y

1

1 + e−γdk(~y,p)+θ
(6)

where the summation is done over the entire training set,
andγ andθ are positive constants to control the slope and shift
of the sigmoid function. The functionl(p) is a smoothed mea-
sure of total errors in the entire training set.

Finally we define theadjustment ruleto update NBC pa-
rameters to minimize the above loss function as follows:

pv(t + 1) = pv(t)− εt∇lk(~y, pv(t)) (7)

wherepv(t) is the feature vector forv-th destination at iter-
ationt andεt is the step size in the GPD algorithm. The gradient
can be calculated as:

∇lk(~x, pv) =
∂lk(~y, pv)

∂pv
=

∂lk
∂dk

· ∂dk(~y, pv)

∂pvw
(8)

We know

∂lk
∂dk

= γlk(dk)(1− lk(dk)) (9)

Finally, we derive the updating formula for all NBC param-
eters{pji} as follows:



pvw(t+1) =





pvw(t) + εt · ∂lk
∂dk

·[
Mkw · 1

pkw
+ δ(Mkw) · −1

1−pkw

]
if v = k,

pvw(t)− εt · ∂lk
∂dk

· Z 1
η
−1 · (− ln pv)η−1

·
[
Mvw · 1

pvw
+ δ(Mvw) · −1

1−pvw

]
if v 6= k.

(10)
whereZ =

∑
v 6=k(gv)η =

∑
v 6=k(− ln pv)η. In each it-

eration, we explicitly check every conditional probability value
to make sure it never goes out of the valid range[0, 1].

It can be seen from (10) that the feature vector for the cor-
rect destination and competing destination is updated differ-
ently. It confirms the idea that the minimization of classification
error is achieved by increasing the score for the correct class
while punishing the competing classes.

3.2. NBC with different features for each class

In this section, we study the MCE/GPD formulation for NBC’s
with different feathers for each class, where we use the MAP
decision rule in eq.(2) to make classification decision. Due to
the normalization term, we need to update not only conditional
probabilities{pji} but also{qji}. For brevity, here we omit the
details and give only the main results.

TheDiscriminant functionfor jth NBC is calculated as:

gj(~y, p) = −
{

ln α +

Nj∑
i=1

[Mji · ln pji + δ(Mji) ln(1− pji)]

− ln
[
α ·

Nj∏
i=1

(pji)
Mji · (1− pji)

δ(Mji)

+ β ·
Nj∏
i=1

(qji)
Mji · (1− qji)

δ(Mji)
]}

(11)

whereNj denotes the number of features forj-th destination.
TheMisclassification measurefor the target class

dk(~y, p) = gk(~y, p)−

∑

j 6=k

gj(~y, p)η




1
η

(12)

whereη < 0.
TheLoss functionis formulated similarly as in eq.(6). And

the NBC parameters, both{pji} and{qji}, are updated based
on the GPD algorithm as shown in eq.(7). At last, we derive the
formula to update{pji} and{qji} as follows:

pvw(t+1) =





pvw(t) + εt · ∂lk
∂dk

·
[Mkw

1
pkw

+ δ(Mkw)( −1
1−pkw

)−
[α

∏Nk
i6=w

(pki)
Mki (1−pki)

δ(Mki)](Mkw−δ(Mkw))

D
]

if v = k,

pvw(t)− εt · ∂lk
∂dk

· Z 1
η
−1 · (− ln pv)η−1·[

Mvw
1

pvw
+ δ(Mvw)( −1

1−pvw
)−

[α
∏Nv

i6=w
(pvi)

Mvi (1−pvi)
δ(Mvi)](Mvw−δ(Mvw))

D

]

if v 6= k.
(13)

qvw(t+1) =





qvw(t)− εt · ∂lk
∂dk

·
[β

∏Nk
i6=w

(qki)
Mki (1−qki)

δ(Mki)](Mkw−δ(Mkw))

D
if v = k,

qvw(t) + εt · ∂lk
∂dk

· Z 1
η
−1 · (− ln pv)η−1·

[β
∏Nv

i6=w
(qvi)

Mvi (1−qvi)
δ(Mvi)](Mvw−δ(Mvw))

D
if v 6= k.

(14)
where the denominatorD stands for

D = α ·
Nv∏
i=1

(pvi)
Mvi(1− pvi)

δ(Mvi) +

β ·
Nv∏
i=1

(qvi)
Mvi(1− qvi)

δ(Mvi)

4. Experiments
Experiments were conducted on a banking call routing task
called USAA to evaluate the effectiveness of the methods. The
training data consists of 23 different departments and 3749
calls. It is used to estimate conditional probabilities in all NBCs.
In the baseline system, conditional probabilities are estimated
based on maximum likelihood criterion. After morphological
processing, for NBC with the same feature set as described in
section 3.1, we choose top 391 words with highest overallmu-
tual informationaveraged across all destination as the common
feature set for all 23 destinations, denoted as NCB-v1 for short
hereafter. For NBCs with various feature sets for different des-
tinations as described in section 3.2, we choose at most 120
features for each destination based on themutual information
of all feature words versus that particular destination. All fea-
tures chosen for both versions must have frequency greater than
2 in training set. Experimental results are reported on both hu-
man transcription (Bank-HT) and ASR recognition output re-
sults (Bank-ASR). In the MCE/GPD training, we always use
the ML-trained NBCs as initial models in the GPD algorithm.

4.1. Selection of parameters in MCE/GPD

First of all, we study how to determine the appropriate parame-
ters for the MCE/GPD algorithm, such asη, γ, θ, εt, etc. They
must be chosen based on experimental results. For each param-
eter, we initially predict a reasonable range and then fine-tune it
through a series of experiments. For step sizeεt, we use a fixed
value for simplicity. A lot of experiments were conducted to
get a good parameter set. For NBC-v1, we choose the follow-
ing parameter set:η = −20, γ = 5.0, θ = 1.0, εt = 0.00001.
Another set of parameters,η = −20, γ = 5.0, θ = 4.0, εt =
0.000001, is used for NBC-v2.

Secondly, we study the behavior of the MCE/GPD algo-
rithm as training iterations proceed. Here we take NBC-v2 as
an example. In Figure 1, we draw the value of the objective
function as shown in eq.(6), i.e., the smoothed error counts in
training set, as a function of training iterations in MCE/GPD
training. In Figure 2, we draw the actual 0-1 count of errors
in training set as a function of GPD iterations. From these two
figures, we clearly see that the MCE/GPD algorithm can signifi-
cantly reduce the training error rate. After 150 iterations, the ac-
tual classification error rate in training set is reduced from 9.2%
(with ML-trained NBCs) down to 8.1%. Meanwhile, we also
see that the value of the objective function in eq.(6) is dragged
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Figure 1: The value of the objective function in eq.(6) is shown
as a function of DT iterations. (for NBC-v2 in Bank-HT train-
ing data)
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Figure 2: The classification error rate is shown as a function of
DT iterations. (for NBC-v2 in Bank-HT training data)

down from 125.0 (with ML-trained NBCs) to 89.0. In Figure 3,
we draw the classification error rate in the HT test data set as a
function of the GPD iterations. From the figure, we can see that
the best performance of the MCE/GPD is achieved after about
50 iterations. The classification error rate drops from 7.17%
(with ML-trained NBCs) to 5.54%, which is a relative error re-
duction of about 22.7%. After 50 iterations, the error rate in
test data begins to increase which indicates over-fitting in dis-
criminative training after 50 iterations. Thus, the NBCs after 50
iterations are chosen as the best DT models for the following
experiments.

4.2. Comparison with the vector-based methods

In order to prove the effectiveness of NBC with DT, the ap-
proaches proposed in this paper are compared with the vector-
based call routers as reported in [4]. In Table 1, we first list the
performance of the vector-based method (before and after DT)
as reported in [4]. Then we give the best performance achieved
by NBC-v1 and NBC-v2 (before and after DT). From the re-
sults, it is clear that DT is also very effective to improve the
performance of NBCs. For example, when evaluated in HT test
data, NBC-v2 after DT achieves 5.54% classification error rate,
which is a significant improvement from 7.17% before DT.
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Figure 3: The classification error rate in test data is shown as a
function of DT iterations. (for NBC-v2 in Bank-HT test data)

Table 1: Comparison of error rate between vector-based and
NBC call routers

Bank-HT Bank-ASR

vector-based 7.82% 10.42%
vector-based + DT 6.84% 8.47%

NBC-v1 8.47% 10.71%
NBC-v1 + DT 5.86% 9.09%
NBC-v2 7.17% 10.71%
NBC-v2 + DT 5.54% 9.74%

5. Discussion and conclusion
In this paper, We have demonstrated that the MCE/GPD based
discriminative training can be used to minimize the classifica-
tion error for NBC in natural language call routing tasks. We
propose two versions of NBC armed with DT retraining pro-
cess. Both of them can outperform the vector-based call routers.
The effectiveness of the simple NBC is proven.

To our knowledge, this is the first study of its kind to apply
discriminative training to Naive Bayes classifiers (NBC). Due
to the popularity and effectiveness of NBC, we believe it will
play an increasingly important role in the areas, such as speech
understanding, topic identification and information retrieval.
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