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Abstract
The high cost of IT operations has led to an intense fo-
cus on the automation of processes for IT service de-
livery. We take the heretical position that automation
does not necessarily reduce the cost of operations since:
(1) additional effort is required to deploy and maintain
the automation infrastructure; (2) using the automation
infrastructure requires the development of structured in-
puts that have up-front costs for design, implementation,
and testing that are not required for a manual process;
and (3) detecting and recovering from errors in an au-
tomated process is considerably more complicated than
for a manual process. Our studies of several data cen-
ters suggest that the up-front costs mentioned in (2)
are of particular concern since many processes have a
limited lifetime (e.g., 25% of the packages constructed
for software distribution were installed on fewer than
15 servers). We describe a process-based cost-benefit
analysis that aids in determining if automation will in-
deed reduce costs. Our analysis indicates that automat-
ing a process is beneficial if the process has a sufficiently
long lifetime, if it is relatively easy to automate (i.e., can
readily be generalized from a manual process), and if
there is a large cost reduction (or leverage) provided by
each automated execution of the process compared to a
manual invocation.

1 Introduction
The cost of information technology (IT) operations
dwarfs the cost of hardware and software, often account-
ing for 50% to 80% of IT budgets [7, 3, 14]. IBM,
HP, and others have announced initiatives to address this
problem. Heeding the call in the 7th HotOS for “futz-
free” systems, academics have tackled the problem as
well, focusing in particular on error recovery and prob-
lem determination. All of these initiatives have a com-
mon message: salvation through automation.

After working with corporate customers, service de-
livery personnel, and product development groups, we
have come to question the widely held belief that au-
tomation always reduces costs. In fact, our claim is that
automation can increase cost if it is applied without a
holistic view of the processes used to deliver IT services.
This surprising conclusion derives from the hidden costs

of automation, costs that become apparent when au-
tomation is viewed holistically. While automation may
reduce the cost of certain operational processes, it can
add additional cost in other processes due to the need
to support the automation infrastructure, adapt inputs to
structured formats required by automation, and handle
automation failures.

In this paper, we use the example of automating soft-
ware distribution to illustrate the hidden costs of automa-
tion. We draw on data collected from several real data
centers to help illuminate these costs, and to give an ex-
ample of how a cost-benefit analysis can be used to de-
termine when automation should and should not be ap-
plied. Finally, we broaden our analysis into a general
discussion of the trade-offs between manual and auto-
mated processes and offer guidance on the best ways to
apply automation.

2 Hidden costs of Automation
Throughout this paper, we use software distribution to
server machines as a running example since the proper
management of server software is a critical part of op-
erating a data center. Our discussion applies to software
package management on centrally-administered collec-
tions of desktop machines as well. Software distribution
involves the selection of software components and their
installation on target machines. We use the term “pack-
age” to refer to the collection of software resources to in-
stall and the step-by-step procedure (process) by which
this is done.

Figure 1(a) abstracts the process of software distri-
bution carried out by System Administrators (SAs) at
IBM. A request is made to distribute software to a set
of servers. The SA starts by obtaining the software re-
sources. Then, for each target, the following steps are
done repeatedly. First, the software’s prerequisites are
checked (e.g., operating system release level, memory
requirements, dependencies on other packages). Next
comes configuration in which the SA determines the val-
ues of various parameters (e.g., server’s IP address, fea-
tures to be installed). Then, the SA performs the install,
verifies the result, and handles error conditions that arise.
While Figure 1(a) abstracts heavily to illustrate simi-
larities between software installs, we underscore that a
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 (b) Automated Software Distribution
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Figure 1: Manual and automated processes for software distribution. Boxes with heavy lines indicate process steps that
contribute to variable (per-target) costs, as described in Section 3.

particular software install process has many steps and
checks that typically make it quite different from other
seemingly similar software installs (e.g., which files are
copies to what directories, pre-requisites, and the setting
of configuration parameters).

Now suppose that we automate the process in Fig-
ure 1(a). The System Administrator selects a separately
developed package that specifies the details of the in-
stall process, and the software distribution infrastructure
handles the other parts of the process flow in Figure 1(a)
based on the information in the package. Have we sim-
plified IT operations?

No. In fact, we have most likely made IT operations
more complicated. First, the automation infrastructure
is another software system that must itself be installed
and maintained. (For simplicity, we assume throughout
that the automation infrastructure has already been in-
stalled, but we do consider the need for periodic updates
and maintenance.) Next, using the automated infrastruc-
ture requires that information be provided in a structured
form (e.g., as software packages), which requires design,
implementation, and testing. Last, when errors occur,
they happen on a much larger scale than for a manual

approach, and hence additional processes and tools are
required to recover from them.

This extra complexity manifests as additional opera-
tional processes that must be carried out to support the
automation. Figure 1(b) illustrates the process changes
that occur when the software distribution process in Fig-
ure 1(a) is automated (excluding the processes needed
to initially build the automation infrastructure). The
diagram is organized as a “swim-lane” chart, dividing
process activities into two phases (operations and main-
tenance, the two columns) and allocating them amongst
four roles (the swim-lanes, or rows). Roles are typi-
cally performed by people (and can be shared or consol-
idated); we include automation as its own role to reflect
activities that have been handed over to an automated
system. We see that the automation (the bottom row)
has a flow almost identical to that in Figure 1(a). How-
ever, additional roles are added for care and feeding of
the automation. The responsibility of the System Ad-
ministrator becomes the selection of the software pack-
age, the invocation of the automation, and responding to
errors that arise. Since packages must be constructed ac-
cording to the requirements of the automation, there is a
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Figure 2: Cumulative distribution of the number of targets
(servers) on which a software package is installed in several
data centers. A larger number of packages are installed on
only a small number of targets.

new role of Software Packager. The responsibility of the
packager is to generalize what the System Administrator
does in the manual process so that it can be automated.
There is also a role for an Infrastructure Maintainer who
handles operational issues related the software distrib-
ution system (e.g., ensuring that distribution agents are
running on endpoints) and the maintenance of the au-
tomation infrastructure.

From inspection, it is apparent that the collection of
processes in Figure 1(b) is much more complicated than
the single process in Figure 1(a). Clearly, such addi-
tional complexity is unjustified if we are installing a sin-
gle package on a single server. This raises the following
question—at what point does automation stop adding
cost and instead start reducing cost?

3 To Automate or Not To Automate
To answer this question, we first characterize activities
within a process by whether they are used for setup (the
outer part of a loop) or per-instance (the inner part of the
loop). Boxes with heavy outlines in Figure 1 indicate the
per-instance activities. Note that in Figure 1(b), most of
the per-instance activities are done by the automation.
We refer to the setup or up-front costs as fixed costs,
and the per-instance cost as variable costs.

A rule-of-thumb for answering the question above is
that automation is desirable if the variable cost of the
automated process is smaller than the variable cost of
the manual process. But this is wrong.

One reason why this is wrong is that we cannot ig-
nore fixed costs for automating processes with a limited
lifetime. IT operations has many examples of such lim-
ited lifetime processes. Indeed, experience with trying to
capture processes in “correlation rules” used to respond
to events (e.g., [9, 4]) has shown that rules (and hence
processes) change frequently because of changes in data

center policies or endpoint characteristics.
Our running example of software distribution is an-

other illustration of limited lifetime processes. As indi-
cated before, a software package describes a process for
a specific install. The fixed cost of building a package
must be amortized across the number of targets to which
it is distributed. Figure 2 plots the cumulative fraction
of the number of targets of a software package based on
data collected from a several data centers. We see that a
large fraction of the packages are distributed to a small
number of targets, with 25% of the packages going to
fewer than 15 targets.

There is a second reason why the focus on variable
costs is not sufficient. It is because the focus is on the
variable costs of successful results. From Figure 1(b),
we see that more sophistication and people are required
to address error recovery for automated software distri-
bution than for the manual process. Using the same data
from which Figure 2 is extracted, we determined that
19% of the requested target installs fail. Furthermore,
at least 7% of the installs fail due to issues related to
configuration of the automation infrastructure, a consid-
eration that does not exist if a manual process is used.

The foregoing motivates our development of a sim-
ple quantitative cost-benefit model to determine when to
automate a process. Let Cm

f be the fixed cost for the
manual process and Cm

v be its variable cost. We use N
to denote lifetime of the process (e.g., a package is dis-
tributed to N targets). Then, the total cost of the manual
process is

Cm = Cm
f + NCm

v

Similarly, there are fixed and variable costs for the auto-
mated process. However, we observe from Figure 1(a)
and Figure 1(b) that the fixed costs of the manual process
are included in the fixed cost of the automated process.
We use Ca

f to denote the additional fixed costs required
by the automated process, and we use Ca

v to denote the
variable cost of the automated process. Then, the total
cost of the automated process is

Ca = Cm
f + Ca

f + NCa
v

We can make some qualitative statements about these
costs. In general, we expect that Cm

v > Ca
v ; otherwise

there is little point in considering automation. Also, we
expect that Cm

v ≤ Ca
f since careful design and testing

are required to build automation, which requires per-
forming the manual process one or more times. Sub-
stituting into the above equations and solving for N, we
can find the crossover point where automation becomes
economical. That is, where Ca < Cm.

N >
Ca

f

Cm
v − Ca

v

.
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Figure 3: Preference regions for automated and manual
processes. Automated processes are preferred if there is a
larger leverage for automation and/or if there is a smaller
(amortized) difficulty of generalizing the manual procedure to
an automated procedure (G/N ).

This inequality provides insights into the importance
of considering when to automate a process. IBM inter-
nal studies of software distribution have found that Ca

f

can exceed 100 hours for complex packages. Our intu-
ition based on a review of these data is that for complex
installs, Cm

v is in the range of 10 to 20 hours, and Ca
v

is in the range of 1 to 5 hours (mostly because of er-
ror recovery). Assuming that salaries are the same for
all the staff involved, these numbers indicate that there
should be approximately 5 to 20 targets for a automated
software distribution to be cost effective. In terms of the
data in Figure 2, these numbers mean that from 15% to
30% of the installs should not have been automated.

The foregoing cost models can be generalized fur-
ther to obtain a broader understanding of the trade-off
between manual and automated processes. In essence,
this is a trade-off between the leverage provided by au-
tomation versus the difficulty of generalizing a manual
process to an automated process.

Leverage L describes the factor by which the variable
costs are reduced by using automation. That is, L =
Cm

v

Ca
v
≥ 1.

The generalization difficulty G relates to the chal-
lenges involved with designing, implementing, and test-
ing automated versions of manual processes. Quanti-
tatively, G is computed as the ratio between the fixed
cost of automation and the variable cost of the manual
process: G =

Ca
f

Cm
v

≥ 1. The intuition behind G is that,
to construct an automated process, it is necessary to per-
form the manual process at least once. Any work beyond
that test invocation of the manual process will result in a
larger G. Substituting and solving, we find that

G

N
= 1 −

1

L

We refer to G/N as the amortized difficulty of gen-
eralization since the generalization difficulty is spread

across N invocations of the automated process.
Figure 3 plots G/N versus L. We see that the ver-

tical axis (G/N ) ranges from 1/N to 1 since G ≥ 1
and G ≤ N . The latter constraint arises because there
is little point in constructing automation that is G times
more costly than a manual process if the process will
only be invoked N < G times. The figure identifies re-
gions in the (L, G/N ) space in which manual and auto-
mated processes are preferred. We see that if automation
leverage is large, then an automated process is cost effec-
tive even if amortized generalization difficulty is close
to 1. Conversely, if amortized generalization difficulty
is small (close to 1/N ), then an automated process is
cost effective even if automation leverage is only slightly
more than 1. Last, having a longer process lifetime N
means that G/N is smaller and hence makes an auto-
mated process more desirable.

This analysis suggests three approaches to reducing
the cost of IT operations through automation: reduce
the generalization difficulty G, increase the automation
leverage L, and increase the process lifetime N . In
the case of software distribution, the most effective op-
tions are to increase N and to reduce G. We can in-
crease N by making the IT environment more uniform
in terms of the types of hardware and software so that
the same package can be distributed to more targets.
However, the dangers here are twofold. First, increasing
N has the risk of increasing the impact of automation
failures, causing a commensurate decrease in L. Sec-
ond, attempts to increase homogeneity may encounter
resistance—ignoring a lesson learned from the transi-
tion from mainframes to client-server systems in the late
1980s, which was in large part driven by the desire of
departments to have more control over their computing
environments and hence a need for more diversity.

To reduce cost by reducing G, one approach is to
adopt the concept of mass customization developed in
the manufacturing industry (e.g., [8]). This means de-
signing components and processes so as to facilitate cus-
tomization. In terms of software distribution, this might
mean developing re-usable components for software
packages. Mass customization can also be achieved by
having target systems that automatically discover their
configuration parameters (e.g., from a registry at a well
known address). This would mean that many differences
between packages would be eliminated, reducing G and
potentially leading to consolidation of package versions,
also increasing N .

4 Related Work
The automation of IT operations has been a focus of at-
tention for the last two decades [9], with on-going de-
velopment of new technologies [4, 17, 1] and dozens of
automation related products on the market [16]. More
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recently, there has been interest in process automation
through workflow based solutions [5, 15, 12]. How-
ever, none of these efforts address the question of when
automation reduces cost. There has been considerable
interest in manufacturing in business cases for automa-
tion [11, 2, 6], and even an occasional study that ad-
dresses automation of IT operations [10, 13]. However,
these efforts only consider the automation infrastructure,
not whether a particular process with a limited lifetime
should be automated.

5 Conclusions
Recapping our position, we argue against the widely-
held belief that automation always reduces the high costs
of IT operations. Our argument rests on three pillars:

1. Introducing automation creates extra processes to
deploy and maintain that automation, as we saw in
comparing manual and automated software distrib-
ution processes.

2. Automation requires structured inputs (e.g., pack-
ages for a software distribution system) that in-
troducing extra up-front (fixed) costs for design,
implementation, and testing compared to manual
processes. These fixed costs are a significant con-
sideration in IT operations since many processes
have a limited lifetime (e.g., a software package is
installed on only a limited number of targets). In-
deed, our studies of automated software distribu-
tion in several data centers found that 25% of the
software packages were installed on fewer than 15
servers.

3. Detecting and removing errors from an automated
process is considerably more complicated than for
a manual process. Our software distribution data
suggest that errors in automation can be frequent—
19% of the requested installs failed in the data cen-
ters we studied.

Given these concerns, it becomes much less clear
when automation should be applied. Indeed, in our
model-driven analysis of software distribution in several
large data centers, we found that 15–30% of automated
software installs may have been less costly if performed
Manually. Given that IT operations costs dominate IT
spending today, it is essential that the kind of analysis
we have demonstrated here become an integral part of
the decision process for investing in and deploying IT
automation. We encourage the research community to
focus effort on developing tools and more sophisticated
techniques for performing such analyses.
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