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A Stochastic Newton Method for Control of Stream Processing and
Multimedia Systems through Network-level Actuation

Dimitrios Pendarakis, Jeremy Silber, and Laura Wynter

Abstract— We introduce a novel scheme for control of
high performance distributed systems, seeking to achieve
processing (CPU) goals through network controls. This
is particularly valuable when the network becomes a
constrained resource as happens in stream and multimedia
processing systems. Our technique involves the develop-
ment of a highly efficient and non-intrusive stochastic
Newton-type algorithm for simultaneous approximation
and optimization of the processing objective.

|. INTRODUCTION

Large-scale distributed systems, such as stream pro-
cessing and multimedia systems, are extremely data in-
tensive. Successful operation of these systems critically
depends on the ability to meet service level agreements
on application performance. New, effective means for
managing such large and heavily-loaded processing sys-
tems has become an urgent need.

While substantial prior work exists on controlling pro-
cessing and networking resources separately, our work
is novel in that it recognizes the dependencies between
these resources. Rather than develop goals for network
management, and goals for processing management and
treat each through its own control mechanism, we pro-
pose a new, hybrid paradigm for achieving processing
goals through network controls. This is particularly valu-
able when the network becomes a constrained resource.

In addition to the high load imposed on distributed
systems, demands on the networking and processing
resources vary widely across the applications at any
point in time; some are compute-intensive but require
little communication resources, while others are the
opposite. Moreover, the dependency between applica-
tion processing utilization and allocated bandwidth is
not only complex, but subject to random perturbation.
However, knowledge of this dependency is necessary to
efficiently allocate networking resources. Hence, while
interaction between multiple applications cannot be de-
scribed analytically as a function of bandwidth, given
a set of applications and their relative processor priori-
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ties, we propose to learn the implicit relation between
processor utilization and allocated bandwidth.

The contributions of this work are as follows: (i) we
introduce a very low-cost dynamic learning procedure
to determine the relation between performance and
the communication resources; (ii) we develop a novel
stochastic Newton-type optimization algorithm that ro-
bustly and rapidly drives the system towards a desirable
operating point through bandwidth control. Our algo-
rithm scheme is designed to provide both stability and
adaptability in the presence of incomplete information
or noise.

With respect to relevant literature, the authors in [3],
[4] consider the interaction of traffic with the network
and propose using a simple feedback mechanism based
on local buffer occupancy levels to control the progress
of different processes. Multimedia applications have of-
ten been developed with build-in adaptation mechanisms
to handle network or system congestion. [6] describes
application-level quality adaptation techniques and [7]
presents adaptive mechanisms for real-time applications.
Abeni and Buttazzo in [8] propose a framework for
dynamically allocating CPU resources to tasks whose
execution times are not know apriori. The motivation
for learning the tasks’ CPU requirements is similar to
our work; however the authors consider only the CPU
bandwidth and not that of the network and do not
address the dependency between the two resources.

This paper is organized as follows: in Section Il we
present the problem formulation and model. Section
Il summarizes the stochastic Newton-type algorithm
that simultaneously learns the complex relation between
processing power, bandwidth allocation and optimizes a
target-level criterion and presents a convergence proof,
and Section 1V presents our experimental results.

Il. PROBLEM FORMULATION

Consider n applications running on a node, each
corresponding to a process which uses (local) link
bandwidth to send and receive data to and from one or
more remote nodes. We make the following assumption.



Assumption 1: [Pseudo-Stationarity] The set of ap-
plications, © = 1...n remains constant throughout a
time epoch of given length, where the length exceeds
the convergence period of the algorithm.

In other words, the behavior of the stochastic system has
some minimal degree of stationarity, enough to allow our
algorithm to learn the application resource requirements
and drive the sytem to the target operating point.

While our method can be applied to any system
management goal, we will focus on the goal of achieving
a set of desired processing capacity (CPU) allocations
among different applications. This goal is akin to what
workload managers or load balancers try to achieve
in distributed systems. Specificically, we assume a set
of desired processing capacity (CPU) allocations, for
n Processes, ci,co, ..., Cn, IS provided; ¢; denotes the
percentage of processing resources allocated to process
i. For an allocation to be feasible, > ., ¢ < 1;
however, it is not necessary to impose this condition ex-
plicitly, as the actual CPU utilization levels are observed
variables, rather than explicitly controlled; hence, the
condition is always satisfied. We assume for the target
CPU levels the following:

Assumption 2: The input target CPU levels, ¢;, i =
1...n,satisfy Y., t; <1

Each of the n applications (processes) has an as-
sociated bandwidth allocation percentage, denoted by
b1, ba, ..., by, where b; denotes the percentage of (local)
network bandwidth allocated to process 4. Naturally,
Y ic1. nbi < 1. In general, CPU utilization of any
process, ¢ is a complex function of the bandwidths,
b € R", allocated to all processes, ¢; : R7 — R, which
depends on overall system load, number of concurrent
processes and their interactions, memory allocation,
choice of network transport protocol, etc.

If the relation of an application’s CPU usage to its
allocated bandwidth were known, our optimization task
would be relatively straightforward: we could then seek
to allocate the bandwidth vector, b, that minimizes some
norm of the CPU percentages and the target. In practice,
however, the relation of CPU utilization to bandwidth is
not a known and deterministic mapping.

The main goal and contribution of our work is the
joint learning and optimization of a function of this
mapping. We define the problem as one in which the
CPU-bandwidth relation is initially some (simple) a pri-
ori approximation. Through our adaptive algorithm, the
CPU-bandwidth relation is updated iteratively, thereby
learning the shape of this surface as a function of the
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Fig. 1. Observed relation between bandwidth allocated to two
different applications running concurrently and the CPU usage of one
of the applications.

control variable, the bandwidth allocation vector, b.
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where, as before, the target CPU levels for each appli-
cation 7 are t;, i =1,...n.

Note that each step in the algorithm’s operation will
involve assigning a new bandwidth each application.
This procedure causes perturbation and, as such, the
number of iterations should be minimized. In addition,
the CPU-bandwidth relation is not deterministic; rather it
includes many sources of randomness including transient
queueing effects associated and variations of an applica-
tion’s CPU utilization due to application state changes
as well as random changes in (wide-area) network state.

Figure 1 illustrates the CPU utilization surface of
one application as the bandwidth allocations for two
applications running jointly on a node are increased. The
piecewise-linear form of the curve is due to the sampling
granularity in bandwidth space of the data. However,
notice that the mapping C; is increasing individually in
each variables, b; and bs.

We shall optimize a distance criterion such as (1).
We refer now to the stochastic, learned function of CPU
usage, C'(b). The mathematical definition of the learnt
CPU usage function will evolve at each iteration, j, of
our algorithm. That is, for each i = 1...n,

C (b)) = ci(by) + € )

where we assume that the ¢/ are i.i.d. random variables,
and where the sequence of functions {C/ (b;)} converges
toc;(b;) foralli =1,...nasj — oo. Further, let C;(b;)



be an empirical expectation of the CPU utilization for
application ¢; that is,

At each iteration, j, we shall seek to minimize
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The function (3) must be optimized subject to constraints
on the control variable, b. That is, we impose the
following set of polyhedral constraints:

beB:={b] Y bi<1,b;>0/i=1...n}. (4)

i=1...n

The model defined by (3)—(4) is a stochastic, nonlinear
program with polyhedral constraints. As we shall see in
the next section, it is globally non-differentiable, due to
the construction of the adaptive mapping, C, but using
our approach, the non-differentiability does not hinder
the optimization procedure.

I11. ADAPTIVE OPTIMIZATION AND APPROXIMATION
ALGORITHM

The objective of the algorithm is as follows: given
a target CPU allocation vector, starting from an initial
bandwidth allocation vector b1, b,,...b,, dynamically
adjust the bandwidth allocations in such a way that the
n applications consume the target amount of processing
capacity. The solution we propose is thus to adaptively
construct a learnt model of the {C'(b)} mapping. Over
this evolving set of surfaces, our algorithm searches for
the optimal operating point, given by the minimization
of the Euclidean distance to the target operating point

).

A. Adaptive model of the CPU utilization mapping, C

As shown in Figure 1, the CPU utilization surface
exhibits some regularity, in spite of its complexity. In
particular, we observe that C;(b) increases in b,. The
learning procedure is based on improving piecewise-
linear approximations of each mapping, C/, at each
iteration, where j is the iteration number. Specifically,
at iteration j, C7 is given by:

CI(b;) =

a‘l(j—l)ﬂ'lbi _|_/VQ(47‘—1)+17 0<b; < b;_](jfl)Jrl
Q—=1+2p, +7q(j—1)+27 btil(jfl)Jrl <b < blq(jfl)+2

at@p; + 410 b1 <p, < 1,

where ¢(j) is an iteration-dependent index, defined as
follows: ;
q(j) =Y i. (5)
=1

Hence, in iteration j = 1, the function C}(b;) has only
one slope, «}. In iteration j = 2, there are two pieces,
each potentially different from o, so that the pieces
are numbered 1 + ¢(1) to ¢(2) which, from (5), gives
2 to 3. Similarly, using (5), the pieces at iteration 3 are
numbered 4 to 6, and so on.

For the system under consideration, the optimization
problem (3) exhibits the following properties.

Proposition 1. The processing power function,
C!(b;) is piecewise linear, continuous, and
nondifferentiable in b;.
Proof: The mapping C”(b) is constructed iteratively. At
the first iteration, C7 (b;) is a line passing through (0, 0)
and, possibly, the point (1,1), for each ¢ = 1,...n.
In each iteration, when a new bandwidth point is deter-
mined, the resulting CPU utilization is measured and the
slopes on either side of each C; updated to insert the
new point, i.e., the mapping, C; will have j linear pieces
at iteration j. Consequently, each C? is continuous and
piecewise-linear in b;, its argument. Nondifferentiability
follows from the piecewise-linearity.

We have described the CPU utilization function, C?,
in terms of a scalar argument, b;, only. Although there
are clearly cross effects, i.e., C; indirectly depends
on b;, j # 4, as mentioned previously, the algorithm
treats the problem as if the functions were separable
across applications, 7 and cross effects are dealt with as
stochastic variations.

We shall make the following assumption for the sake
of convergence of the algorithm, an assumption that has
been empirically justified, e.g. in Figure 1.

Assumption 3: [Monotonicity of each Cf (bi)] As-
sume that the mapping C; : R — Ry is increasing
in its argument, b;. forall b, € B,i=1...n.

Typically, a CPU utilization C; increases in b;, but
decreases in by, for k = 1,...n, k # . Cross derivatives
are not used in our algorithm, though as CPU utilizations
cannot exceed 1, they are implicitly present.



Remark 1: [Singularity of the Hessian of f] Due to
the presence of the simplex constraint on the bandwidth
vector, ., , b; = 1, the Hessian of the objective
function is of rank n — 1, since the nth term of the
gradient, expressed as f(1—>_,_;, ), is 0. To avoid
singularity of the Hessian, it is sufficient to redefine the
problem in a reduced space, of n — 1 applications, the
nth application bandwidth thus being derivable from the
remaining n — 1.

B. Seps of the stochastic Newton-type simultaneous
approximation and optimization algorithm

Our approach is to replace the unknown CPU uti-
lization function with a linear, separable approximation
of it. Let C;(b;) be a smoothed estimate of the CPU
utilization for application ; that is,

Cilby) = % 3 Cibi,e), ®)
=1

for some number m of observations. We make use
of multiple observations of the CPU utilization at a
single bandwidth level to obtain an estimate of the
expectation of the subgradient of C, ¢, with minimal
system perturbation.

1) Initialization. Let the number of applications be n
and the target CPU values be referred to by the
n—Vector, t. Set iteration counter, j = 1. Set initial
bandwidth vector to a given starting point b? or set
to b9 = 1/n forevery i = 1,..n if no intial point is
provided. Define the initial values C?(LB(i)) = 0
and CY(UB(i)) =1, for all i = 1, ..n.

2) Main loop. While the stopping criterion has not
been reached, repeat:

a) Sample the CPU usage of each process ¢
with the current bandwidth vector b. For each
process i = 1, ..n, set C;(b;) to the smoothed
CPU usage of process i.

b) For each i = 1,..n, if C/(b])) > ¢; then set
UB(i)=j. Conversely, if C? (7)) < t; then set
LB(i)=j.

c) Direction finding. Determine the search di-
rection, ¢7(b) such that ¢/ (b) = (¢/(v/) —
t)* ¢ = (V) — t) * m? where m is
the vector of slopes of the piecewise-linear
function ¢(b), evaluated in the direction to-
wards the target value, ¢; i.e., if, for appli-
cation 4, the current iteration counter j is
the upper bound, then m] is the gradient

of the segment between point C? (/) and

CEBU (WLB()) That is m? = af for some

active piece ¢. Conversely, if j= LB(i), then

m; is the gradient of the segment between
point ¥ (»7) and CV 5@ (pUB()),

d) Newton step. The Newton step is given by
the (sub)-gradient scaled by the norm of the
Hessian. Since we assume our objective to be
seaparable, the norm of the Hessian is given,
for each application 4, by the second deriva-
tive of the objective function f7(b) evaluated
at the active piece. hence, the Newton direc-
tion is given by N;(¥/) = (1/m7)?g! (b)) =
(c/(b7) — 1) /m

e) Step size. Use a divergent-series step, s/ =
v/(j + 1), for some scalar constant, +.

f) Update. Set /1 = b7 — ¢7(b) * s7, and set
j=j+1L

A list of some or all (b7, C;(b7)) pairs may be kept in
a sorted list for each 7 = 1, ..n. This makes it possible to
quickly look up a bandwidth allocation b; and estimated
local slope m; when a target ¢; changes.

Figure 2 illustrates the steps of the algorithm. In the
first step, the initial bandwidth value b, is set, and the
CPU is measured as Cy. The upper bound (UB) is
updated to be the current point, and a new bandwidth
by is chosen as the intersection of the target CPU level
and the estimated function. In the second step, the CPU
usage with bandwidth b, allocated is measured (C;) and
again is above the target, so the upper bound is set to
the new point, and a new bandwidth b, is chosen. In the
third step, we find that bandwidth allocation b, leads to a
measured CPU usage C'; below the target. The new point
thus becomes the new lower bound (LB), and the next
bandwidth allocation b3 is chosen as the intersection of
the target CPU line and the line between LB and UB. In
the actual algorithm, this movement is moderated by a
divergent-series step, which dampens the perturbations.
The use of a Newton-type step as a search direction
speeds up considerably convergence of the algorithm.

Proposition 2: Let

¢ () = B[], )

where gg’ is the ith component of a stochastic quasi-
gradient of the CPU utilization mapping at iteration j.
Then, ¢/(b;) = C'(b) is a smoothed estimate of the
stochastic quasi-gradient of C7(b) at iteration j.
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Fig. 2. Illustration of the steps of the algorithm.

Proof: Let the current iterate, b{ for application 4 and
iteration j be such that C'(b}) > t;. Then, an estimate
of the expectation of a subgradient of C is, for some
number m samples,

L
Cz - E;gi(bue)a (8)
1| & CW - LBI
“~ 47 —bi(LB)
By
- G-Ly (10)
b! — bi(LB)
= (C)Y(]) (11)

where the second line comes from the definition of the
subgradient of the piecewise-linear function C; on the
active segment, LB indicating the lower bound of the
active segment. The last line follows from the fact that
the samples are taken at the same bandwidth, hence
bl =l foralll=1,...k

Under Assumption 3, we have the following property
of the algorithm.

Proposition 3: If for any iteration, j, the stochastic
quasi-gradient vector, g/ = 0, then the current iterate,
b7 is a solution to optimization problem (3).

By construction, we have that, for each i = 1...n,
at every iteration, 7,

CH(LBY) <t; <CI({UBY)). (12)

In addition, due to the definition of the constraint set 3,
we have that

LB; <b; <UB;, (13)

for every i = 1...n. Under Assumption 3, the slopes of
the piecewise CPU utilization mapping, (C/)'(b)" >0
and (C7)'(b7)~ > 0. Hence, if, at some iteration j, for
every:=1...n,

g‘7 = O7
(ti— CIm! = 0,

(14)
(15)

then either ¢; — C/(b/), i = 1...n, in which case
the target has been reached, or m! = 0, i = 1...n.
In the latter, there are two cases, (i.) C7 (b)) < t; <
CJ(UB]) or (ii.) C{(LB!) < t; < C/(b%). In case (i.)
if m? =0, then C/(UB?) = C7 (b7). Under Assumption
3, C/(UBY) = t; = CY(v"), and analogously in case 2,
which completes the proof.

The following assumptions are needed to prove con-
vergence of the algorithm.

Assumption 4: The set of stochastic quasi-gradients,
at any iteration 7, {g(b’,€)} is bounded. That is, for all
7, & |lg(b7,€)|| <&, for some constant £ > 0.

Assumption 4 holds when the feasible region, B is
compact. See proposition B.24 in [1]. Hence, in our
problem setting, Assumption 4 is always satisfied.

Assumption 5: [Functional convergence of approx-
imation] The sequence of learnt functions, f7(b) —
f(b) uniformly over B.
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Fig. 3. CPU usage (top) and bandwidth usage (bottom) of four

applications. Convergence in the control variable (Bandwidth) is very
rapid. The CPU measure exhibits natural random variation as the
application is running.

Under Assumptions 4 and 5, we are able to prove
the convergence of the algorithm to the set of optimal
solutions of the original problem. In the convergence
proof, we do not make use of the Newton-type search
direction but rather a first-order subgradient direction,
i.e., without scaling by the norm of the Hessian.

Theorem 1: [Convergence of the algorithm to opti-
mal solution] Suppose that Assumptions 4 and 5 hold.
By proposition 1, C are continuous forall i =1,...n
Suppose further that f(b) and the learnt functions, £ (b),
for all iterations 7, are convex. Then, f7(v/) — f(b*) =
min{ f(b) : b € B}.

Proof: The feasible set, B, is convex and compact by
contruction. The successive bandwidth vectors, b7 are
given by the iteration v/*1 = TIg[t/ — s7g7(¢7,b7)],
where ¢7(¢7,b7) is the expected subgradient of the
objective function f7(b7), and the steps s’ satisfy
>t = 00, Y i (s7)? < oo. Hence,
accordlng to [2], the iterations of the simultaneous
stochastic optimization and approximation procedure
converge to the optimal solution value of the original
problem.

IV. EXPERIMENTAL RESULTS

In order to produce a realistic testing environment,
we experimented with a set of common stream process-
ing applications that exhibit different CPU-bandwidth
utilization functions, such as cryptographic, multimedia
and text searching applications.

Normed Mean Squared Error

025 “ BE T s 4 'Applications ——
o | : 10 Applications
I g i 12 AEBHCaIIOnS
5 02 i ,
i i
° I :
o . ; i ;
S 015H; | | i j
(?)- i ] ]
& ‘\ o ¥
2 o1 hogo
kel : K ¥ ; B}
]
2 LEORK K o W P 0 DDDD o
5 L B T B ]
S 005 1“ oWy Oy Eog =
3 K] X
* X ok kD o *X
0 A e A A 7 +y+_‘_+¥ﬁ4\¢\‘,+ 4,}*
0 5 10 15 20 25 30 35 40
Iteration
Fig. 4.  Ilteration vs Error (normalized sum of squared distances

from target value ) for controllers managing 4, 8, 10, 12, and 16
simultaneous processes.

From Figure 1V it is clear that, in the four-application
instance, the control variable converges very rapidly.
After some vaccilation around the target values, the CPU
usage of each process settles in close to the target. CPU
utilization for all four applications converges to within
5% of the targets in only three iterations, and stays
within that range for the remainder of the experiment.
Each iteration takes on the order of 2-5 seconds; hence
overall convergence of the algorithm takes, in the case
of 4 applications on the node, less than 15 seconds.

Figure IV shows the effect of increasing the number
of processes under management on the convergence of
the processes to their targets. Increasing the number of
applications being controlled increases both the time
required to reach convergence and the error measured
when that convegence is achieved, although both criteria
remain well within the range of acceptable for such
a system. Indeed, convergence even for a relatively
heavily-loaded node takes less than 1 minute. Typical
nodes would run somewhere between these numbers of
applications simultaneously, and convergence between
15 and 60 seconds allows for real-time use of this
method in most instances.

In summary, the paradigm of using network filters
as control variables in stream processing and multi-
media systems was proven to be remarkably effective
and accurate, in that we obtain convergence of CPU
levels to within 5% of their targets, despite minimal
fluctuations around those values and natural randomness
in both measurements and CPU requirements of real ap-
plications. At the same time, the control/approximation
algorithm which we have developed converged rapidly



enough to operate this level of control in a real-time
stream processing or multimedia system.
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