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ABSTRACT

In natural language call routing, callers are routed to desired
departments based on natural spoken responses to an open-ended
“How may I direct your call?” prompt. Natural language call clas-
sification can be performed using support vector machines (SVMs)
or the popular vector-based model used in information retrieval.
We recently demonstrate how discriminative training is powerful
to improve any parameterized vector-based classifier to achieve
minimum classification error. Discriminative training minimizes
the classification error by increasing the score separation of the
correct from competing documents. It makes the classifier robust
to feature selection, enabling fully automated training without the
injection of human expert knowledge. Support vector machines
received also a lot of attention in the machine learning community.
They have often achieved better performance than customized neu-
ronal network and state-of-the-art baseline classifiers. We investi-
gate in this paper the classification power of SVMs and discrimi-
native training approaches on natural language call routing. Exper-
iments are reported for a banking call routing and for Switchboard
topic identification task. Results show that the application of dis-
criminative training on vector-based model outperforms SVMs by���

on spoken data.

1. INTRODUCTION

Call centers currently direct calls using human operators or touch-
tone based interactive voice response systems. In the latter case,
callers are often frustrated because the option list may be long and
what they need may not appear to be related to the given choices.
We investigate in this paper the application of natural language
call routing for call centers, where the caller may say what he/she
wants and is automatically routed to the right department or di-
rected to a human operator when the system is unable to determine
the caller’s intent with certainty. Our goal is to achieve a spoken
dialogue system that is an alternative to the tiresome navigation via
touch-tone menus while enabling significant automation and cost
savings.

Natural language call routing approaches are part of the auto-
matic text categorization domain, where the goal is to assign the
topic label to a request. This request may be either a text stream or
a spoken message. In the latter case, we can apply a text-based
classifier by passing the spoken message through an automatic
speech to text system (STT). Recently, we presented new tech-
niques to improve routing accuracy and robustness [1, 2]. Instead

of classifiers trained by simple counting using conventional maxi-
mum likelihood training, we studied algorithms that improves the
performance of individual classifiers as well as combining multi-
ple classifiers to achieve better performance than any individual
classifiers. As an example, we proposed the use of discriminative
training on the vector-based model to improve classification ac-
curacy and robustness of single classifiers [3, 1]. In this paper, we
investigate the effectiveness of (1) support vector machines and (2)
discriminative training (DT) on the vector-based model. We inves-
tigate here the effectiveness of both classifiers on real application
with multi-class task and read data. Our goal is to find the robust
classifier to be included in our call center. Experiments are con-
ducted on a banking call routing task with USAA database. De-
spite the fact that our interest is for natural language call routing,
we also conduct experiments on switchboard topic identification
task, which belong to the automatic text categorization domain as
well. Our goal is to better understand the behavior of both tech-
niques on different databases. Experimental results are presented
to demonstrate the power of discriminative training compared to
SVM, and baseline vector-based classifier.

2. SUPPORT VECTOR MACHINES
Support vector machines (SVMs) have received a lot of attention
in the machine learning community. SVMs have already been used
for text categorization, where they showed to achieve substantial
improvement over state-of-the-art methods [4]. In this paper, we
will compare the performance of SVMs and discriminative train-
ing on vector-based model.

SVMs are based on the Structural Risk Minimization princi-
ple [5]. As such, it is firmly grounded in the framework of statisti-
cal learning theory, or Vapnik-Chervonenkis (VC) theory [6]. The
idea of structural risk minimization (on which SVMs are based)
is to find a hypothesis � for which we can guarantee the lowest
true error � . The true error of � is the probability that � will make
an error on a randomly selected unseen test document. An upper
bound can be used to connect the true error of a hypothesis � with
the error of � on the training set and the complexity of � [6]:�
	 ���� ������	 ������� � �������! #"$ �&%('*) ���!" +, (1)

where
,

denotes the number of training example. The term
�

is the VC-dimension [5], which is a property of the hypothesis
space and indicates its expressiveness. The term

�
	 ��� denotes
the true error (risk) of � and the term

� ��� 	 ��� denotes the training
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error of the learning machine using � . SVMs find the hypothesis� which minimizes this bound on the true error by effectively and
efficiently controlling the VC dimension of hypothesis space.

An interesting property of SVMs is that their ability to learn
can be independent of the dimensionality of the feature space.
SVMs measure the complexity of hypotheses based on the mar-
gin with which they separate the data, not the number of features.
This means that we can generalize even in the presence of huge
number of features, if our data is separable with a wide margin
using functions from the hypothesis space.

3. BASELINE VECTOR-BASED CLASSIFIERS

In the following we describe the two baseline vector-based classi-
fiers we are using. They have previously shown to give very com-
petitive results [7, 8]. In this paper, we investigate the effectiveness
of discriminative training on these two baseline vector-based clas-
sifiers.

3.1. Classifier using the cosine similarity metric

The classifier using the cosine similarity metric that we denote co-
sine classifier is a popular vector-based classifier used in informa-
tion retrieval. This model has also been adopted for natural lan-
guage call routing [7]. The training process involves constructing
a routing matrix - ( .0/ � ). A list of ignore words are eliminated
and a list of stop words are replaced with placeholders. The rows
of - represent the . terms (e.g., words) and the columns the

�
destinations. The routing matrix - is the transpose of the term-
document matrix, where 13254 is the frequency with which term 6
occurs in calls to destination 7 . Each term is weighted accord-
ing to term frequency inverse document frequency (TFIDF) and is
also normalized to unit length. New user requests are represented
as feature vectors and are routed based on the cosine similarity
score.

Let 89 be the . -dimensional observation vector representing
the weighted terms which have been extracted from the user’s ut-
terance. One possible routing decision is to route to the destination
with the highest cosine similarity score::<;5=?>A@CBED3>A@GFHBJIKML DONAPRQSDOTUWV F�=�X U L D3NAPRQSD3TU 81 U*Y 89Z 81 U Z�Z 89 Z�[ (2)

3.2. Beta classifier

The beta classifier is a probabilistic method, which has previously
been shown to give the best results in a study on e-mail routing [8].
Each topic is represented by a word vocabulary, which includes all
words that occur at least a given number of times and excludes
those which belong to a list of ignore or stop words. For each
word in the vocabulary we compute its probability in the topic and
its weight [8]. This weight is assigned according to a function in-
versely proportional to the number of topic-vocabularies in which
this word is present.

A document \ L 6
]_^#6  ^ [5[([ ^#6*` of a words 6!b is routed
to the destination

K
with the highest similarity measure:�dc3e5f?gh�jikf?ghl�� IK�L i 13m QSD3TUon5prq#sU / `tb(u ]�v 	 6*b<w K � 	yxj	 6*b��#� q?z_{ ^ (3)

where v 	 6*b|w K � is the probability of 6!b in topic
K
, and

xj	 6*bH� the
weight assigned to 6*b . Parameters } ] and }  are estimated on a

development corpus to boost the accuracy. In our experiments, we
obtain a value of ~ [ � for }H] , a value of � for }  and we take into
account words that occur at least three times in the corpus. We also
use the same list of stop and ignore words as the cosine classifier.
The term p U is the weight assigned to topic � U :p U L � "��� u ] xj	 6 � ����b(u ] � "��� u ] x�	 6 � � ^ (4)

where
, b represents the number of words in the � th topic-vocabulary.

4. DISCRIMINATIVE TRAINING TECHNIQUE
According to the way the routing matrix is constructed, there is
no guarantee that the classification error rate will be minimized.
The routing matrix can be improved by adjusting the entries to
achieve minimum classification error (at least locally, and in the
probabilistic sense). To solve this nonlinear optimization problem,
we adopted the generalized probabilistic descent (GPD) algorithm
for natural language call routing [3]. Intuitively, this algorithm
looks at each training example and adjusts the model parameters
of the correct and competing classes in order to improve the scores
of the correct class relative to the other classes.

Specifically, let 89 be the observation vector and 81 U be the model
document vector for destination

K
. We define the discriminant

function for class
K

and observation vector 89 to be the dot prod-
uct of the model vector and the observation vector:m U 	 89 ^A-
� L 81 U Y 89 L��t � u ] 1 U

� 9 � [ (5)

Note that this function is identical to the cosine score if the two
vectors have been normalized to unit length.

Given that the correct target destination for 89 is � , we define
the misclassification function as� b 	 89 ^A-�� L )�m�b 	 89 ^#-��j����b 	 89 ^A-���^ (6)

where � b 	 89 ^�-�� L��� %� )�% tU��u�b3� ]#� U ��� m U 	 89 ^A-��?�_�� s
�

(7)

is the anti-discriminant function of the input 89 in class � and
� )�%

is the number of competing classes. Notice also that
� b 	 89 ^�-��R��~

implies misclassification, i.e. the discriminant function for the cor-
rect class is less than the anti-discriminant function. Equation 6
essentially converts a multi-dimensional decision function into a
one-dimensional metric. The GPD algorithm then iteratively op-
timizes a non-decreasing function of this misclassification metric.
For details, please refer to earlier papers [3].

5. EXPERIMENTS
Experiments were performed on two topic identification tasks, a
banking call routing task with USAA and a DARPA Switchboard
text categorization task. Switchboard is a publicly available database
of transcribed telephone conversations of two people talking about
assigned topics. We used the database which was initially released,
consisting of a total of �����3� transcribed conversations and   � top-
ics [9]. We divided the database into a training set consisting of
about �H~ � of the database, and the remaining �3~ � was used as the
test set. The vocabulary used for the switchboard task contains the¡ ~�~H~ most frequent words. For the banking call routing task, we
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used the same training and test sets as reported in [7], consisting of
a total of about ��~H~�~ calls, routed to � � destinations. The vocabu-
lary used for the bank call routing task contains 1232 words; each
one of them appears more than three times in the training data and
do not belong to the list of stop and ignore words. Only simple
features were used, consisting of the most common words.

Experimental results on the banking call routing task are re-
ported on both human transcriptions (Banking-HT) and STT rec-
ognized strings (Banking-STT). We used real-time speech recogni-
tion system, which have a word error rate of about �3~ � [1]. Some
results are not the same as previously reported in [3] because a
different set of unigram features is used in this paper. Note that
the results on switchboard task are not directly comparable with
published results for many reasons, one of which is that previ-
ous experiments used only 10 topics [10]. SVM experiments were
conducted using software from Royal Holloway and Bedford New
College, University of London [11]. We used the 1-vs-1 approach
to multi-class classification [12]. We also limit ourselves to the use
of dot product in ¢ � as a kernel [5].

5.1. Effects of Discriminative Training on Parameterized Clas-
sifier

In the original study on the banking task [7], very good results
were already obtained. Although the algorithm was intended to be
entirely automatic, some amount of manual tuning to achieve the
best performance was inevitable, including choosing the stop word
list, the threshold for unigrams, and the heuristic re-weighting schemes
such. We showed in [3, 1, 13] that discriminative training is effec-
tive even in cases where manual optimization has already been per-
formed. In this section, we want to investigate how much improve-
ment can be achieved using discriminative training on classifiers
that contain only simple features, consisting of the most common
words. We also investigate here the effectiveness of discriminative
training on switchboard database.

Table 1 shows the classification error rate (CER) of the beta
classifier as well as the classifier using the cosine similarity metric
with and without the use of discriminative training (DT). Results
indicate that DT improves classifier accuracy of the baseline clas-
sifier using the cosine similarity metric by � ¡H� on the human tran-
scribed banking task. For the errorful strings obtained from speech
recognition on the banking task, the relative error rate reduction
is about 30%. Similar improvement rate is obtained when dis-
criminative training is employed on beta classifier for the banking
task. An important improvement is also obtained using discrim-
inative training on switchboard task: 69% relative improvement
on baseline classifier using the cosine similarity metric ( %(£ [ % � vs.¡ [ £ � ) and 67% improvement on beta classifier ( %_� [ ~ � vs.

¡ [ £ � ).
These results confirm how discriminative training is effective even
in cases where tasks or data to process (i.e., errorful strings from
STT system) are different.

5.2. Discriminative Training and Support Vector Machines

Discriminative training showed to be able to give better classifica-
tion results than other techniques such us, boosting and automatic
relevance feedback [1]. Since the classification accuracy is greatly
improved by using DT, we will show in this section a comparison
between DT and SVM techniques. As a reminder, DT adjusts the
models to increase the separation of the correct class from com-
petitors. SVMs are based on the structural risk minimization prin-
ciple [6] from computational learning theory. The idea of SVMs is

Baseline after DT % Change
Classifier Using the Cosine Similarity Metric
Switchboard 19.1% 5.9% 69%
Banking-HT 9.4% 6.1% 35%
Banking-STT 12.0% 8.4% 30%
Beta Classifier
Switchboard 18.0% 5.9% 67%
Banking-HT 12.0% 5.5% 54%
Banking-STT 14.9% 7.8% 47%

Table 1. Effects of discriminative training technique on classifica-
tion error.

to find a hypothesis � for which we can guarantee the lowest prob-
ability that � will make an error on a randomly selected unseen
event.

SVMs Cosine+DT Beta+DT
Switchboard 6.3% 5.9% 5.9%
Banking-HT 6.5% 6.1% 5.5%
Banking-STT 8.4% 8.4% 7.8%

Table 2. Classification error rate of SVMs, classifier using the
cosine similarity metric with DT, and beta classifier with DT.

Table 2 shows the classification error rate (CER) of SVMs,
beta classifier with DT, and the classifier using the cosine simi-
larity metric with DT. On the banking call routing task and also
on switchboard task, experimental results show that DT applied
on vector-based model outperforms SVMs. Compared to SVMs,  � improvement in CER is obtained when we use baseline clas-
sifiers discriminatively trained on switchboard database (   [ � � vs.¡ [ £ � ), % ¡�� improvement in CER is obtained when we use the
beta classifier discriminatively trained on the banking human tran-
scribed database (   [ ¡�� vs.

¡ [ ¡H� ), and
�H�

improvement in CER
is obtained when we use the beta classifier discriminatively trained
on the banking errorful strings from STT system. Because of the
small improvement and also because of the relatively little train-
ing data, we cannot confirm the hypotheses that DT works better
than SVMs. However, we believe that these results again testify
to the effectiveness of discriminative training to achieve good per-
formance compared to the state-of-the-art classifiers. We showed
in [3, 1] that the use of DT allow the parameterized classifier to
achieve minimum classification error and consequently better per-
formance compared to other approaches, including boosting and
relevance feedback [1]. In this paper, we again confirm that DT
is able to outperform other state-of-the-art classifiers, including
SVMs.

5.3. Multiple Classifier Combination

We investigate two different methods to combine the classifiers
we have. First, linear interpolation (LI) of the different classifiers
is investigated. Then, the constrained minimization technique as
introduced in [2] is employed: we consider ¤¥] and ¤  two clas-
sifiers where their errors are uncorrelated. When both classifiers
agree, the topic result is the one agreed upon. When they disagree,
a third classifier ¤�¦ is invoked as an arbiter. This classifier ¤�¦ dis-
ambiguates among only a subset of topics chosen according to a
confusion measure [2].
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Let classifiers ¤ ] and ¤  represent SVMs and classifier using
cosine metric discriminatively trained on the entire training corpus,
respectively. Then, let ¤�¦ represent the beta classifier with and
without DT. One motivation of the choice of cosine classifier dis-
criminatively trained and SVMs for ¤!] and ¤  respectively is the
fact that their errors are not correlated. We denote ¤�a¨§ the com-
bined classifier using only beta classifier as ¤ ¦ , and ¤�a §©«ª the
combined classifier using beta classifier discriminatively trained
as ¤¬¦ . We present in Table 3 the classification error rate of this
combination as well as a linear interpolation between these three
classifiers ( ¤!]_^�¤  ^�¤¬¦ ). ¤�a¨§ ¤�a§©®ª LI

Switchboard
Combined Classifier 5.4% 5.0% 5.9%
(SVM + Cosine w’ DT)+Beta
Banking Human Transcription
Combined Classifier 5.5% 5.2% 5.8%
(SVM + Cosine w’ DT)+Beta
Banking STT Recognized Strings
Combined Classifier 7.4% 7.1% 7.8%
(SVM + Cosine w’ DT)+Beta

Table 3. CER of three classifiers using linear interpolation (LI)
and constraint minimization ( ¤�a § and ¤�a §©«ª ).

Results show that the combination of these classifiers allows
further improvement in term of classification error rate. The con-
strained minimization technique ( ¤�a § and ¤�a §©®ª ) showed to
be able to outperform the accuracy of individual classifiers. On
the switchboard database, ¤�a¨§©®ª (

¡ [ ~ � ), improves the baseline
version discriminatively trained (

¡ [ £ � ) by % ¡H� . For the error-
ful strings obtained from speech recognition on the banking task,¤�a §©«ª (

� [ % � ) outperforms the beta classifier discriminatively
trained (

� [ � � ) by £ � . A comparative improvement is obtained
using the human transcribed banking data. Results also show how¤�a§©«ª is effective compared to the linear interpolation of the dif-
ferent individual classifiers: ¤�a¨§©®ª outperforms the linear inter-
polation approach by % ¡H� (

¡ [ ~ � vs.
¡ [ £ � ) and %_~ � (

¡ [ � � vs.¡ [ � � ) on switchboard and human transcription banking databases,
respectively. Other experiments are also done using constrained
minimization technique, were we changed the position of the three
classifiers ¤�% , ¤�� and ¤¬¦ ; results are quite similar. We notice
that no improvement is reported when the linear interpolation is
used on individual classifiers. It is important to note that DT is
again able to boost the classification accuracy: ¤�a §©®ª outper-
forms ¤�a § by an average of � � .

6. CONCLUSION

We investigate in this paper the performance of support vector ma-
chines and discriminative training for natural language call routing
systems. We have demonstrated the advantages of using discrim-
inative training. We have shown that discriminative training can
improves any parameterized classifier to achieve minimum clas-
sification error. SVMs have the ability to generalize well in high
dimensional feature space. They eliminate the need for feature
selection, making the application of natural language call routing
easier. Experimental results show that SVMs achieve good perfor-
mance, outperforming existing methods, such us the vector-based

classifier using the cosine similarity measure. However, SVMs
was not able to outperform the performance achieved by discrim-
inative training when applied to vector-based classifiers. Results
on the USAA banking and DARPA switchboard databases show
that discriminative training when applied to vector-based classi-
fiers outperforms SVMs by up to % ¡�� in term of classification
error rate. Further improvement is achieved when individual clas-
sifiers, including SVMs and discriminative training, are combined
using the constrained minimization technique.
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