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ABSTRACT
This paper is a security and privacy threat analysis of new Federal
Information Processing Standard for Personal Identity Verification
(FIPS PUB 201). It identifies some problems with the standard, and
it proposes solutions to those problems, using standardized crypto-
graphic techniques that are based on the Internet Key Exchange
(IKE) protocol [16]. When the standard is viewed in the abstract,
it seems to effectively provide security and privacy, because it uses
strong cryptographic algorithms. However, when you examine the
standard in the context of potential user scenarios regarding its use;
security, privacy, and usability problems can be identified. User
scenarios are employed to provide the context for the identifica-
tion of these problems, and the technical solutions are described to
address the issues raised.

Categories and Subject Descriptors
C.3 [Computer Systems Organization]: Special-Purpose and
Application-Based Systems—smart cards; K.6.5 [Computing Mi-
lieux]: Management of Computing and Information Systems—Se-
curity and Protection, authentication

General Terms
security

Keywords
personal identification, privacy, smart cards

1. INTRODUCTION
In August 2004, President Bush issued Homeland Security Pres-

idential Directive 12 (HSPD 12) [5] calling for a government-wide
standard for “secure and reliable forms of identification” for both
federal employees and contractors. By “secure and reliable”, the
directive means identification that “(a) is issued based on sound cri-
teria for verifying an individual employee’s identity; (b) is strongly
resistant to identity fraud, tampering, counterfeiting, and terrorist
exploitation; (c) can be rapidly authenticated electronically; and (d)
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is issued only by providers whose reliability has been established
by an official accreditation process.”

In response to this HSPD, the National Institute of Standards
and Technology (NIST) developed Federal Information Process-
ing Standard Publication (FIPS PUB) 201 [33] on Personal Identity
Verification (PIV), as well as a series of accompanying publications
including [12, 3] to assist in the implementation. HSPD 12 imposed
very short schedules for the development of FIPS PUB 201 and for
the initial deployment of identification cards that met the standard.

This paper is a security and privacy threat analysis of FIPS PUB
201. It identifies some problems with the standard, and it proposes
solutions to those problems, using standardized cryptographic tech-
niques that are based on the Internet Key Exchange (IKE) proto-
col [16].

The organization of the paper is as follows: First, the paper
presents an overview of FIPS PUB 201. Then it discusses the in-
creased vulnerability of contactless smart cards, when compared to
contact smart cards. Next, several potential vulnerabilities in FIPS
PUB 201 of varying severities are shown. FIPS PUB 201 cards are
then contrasted with electronic passports. The paper then presents
a new cryptographic protocol that can solve the privacy and secu-
rity problems of both FIPS PUB 201 and electronic passports. The
paper concludes with a discussion of why these kinds of vulnera-
bilities can easily occur and makes recommendations on how NIST
could proceed.

2. OVERVIEW OF FIPS PUB 201
FIPS PUB 201 actually defines two kinds of Personal Identity

Verification (PIV) cards: PIV-I and PIV-II. PIV-I cards meet the
control and security requirements of HSPD 12, while PIV-II cards
meet the additional requirements for interoperability between fed-
eral agencies. The purpose of the distinction between PIV-I and
PIV-II cards is to permit quicker agency compliance with HSPD
12. This paper will focus only on the PIV-II cards which are to
be implemented using smart card chips. For the remainder of this
paper, we assume that the term “PIV card” refers to a PIV-II card.

Printed on each PIV card will be the name and a photograph
of the card holder, the cardholder’s organization, a serial number,
an expiration date, and a variety of other agency-specific informa-
tion. The card will contain both contact smart card and contact-
less smart card interfaces, implemented either with a single dual-
interface smart card chip or with two smart card chips. Both contact
and contactless interfaces are provided, because each provides ad-
vantages that can be exploited by federal agencies in their deploy-
ment of PIV cards. Contact interfaces provide higher levels of se-
curity, because they avoid the use of radio communications. How-
ever, contact interfaces are less convenient to use, and the electrical
contacts on the card can wear out with frequent use. Contactless



interfaces are much easier and quicker to use, as the card holder
needs only to wave the card near the reader to have the informa-
tion read. However, contactless interfaces have additional security
risks, discussed below in section 3.

At a minimum, each smart card chip shall store a personal iden-
tification number (PIN) known by the card holder, a Card Holder
Unique Identifier (CHUID), PIV authentication data consisting of
an asymmetric key pair and corresponding certificate, and two bio-
metric fingerprints. Each agency can store additional optional in-
formation in the smart card chip, including cryptographic keys for
digital signatures, key management, additional physical access con-
trol applications, card management, etc.

3. CONTACTLESS IMPLICATIONS
This section will examine a few user scenarios to highlight the

security and privacy differences between contactless and contact
smart cards.

FIPS PUB 201 [33] specifies that the PIV card shall have both
contact and contactless smart card interfaces. The contactless inter-
faces are specified by ISO 14443-4 [18]. Contactless smart cards
communicate over radio communications and are powered by trans-
missions from the reader itself. In many ways, contactless smart
cards are similar to radio frequency identification (RFID) tokens,
although there are detailed technical differences explained in [36].
Because of the use of radio, contactless smart cards, like RFID to-
kens, face more serious security and privacy threats than do contact
smart cards that must be inserted into a reader before they can be
accessed.

In a typical user scenario for a contact interface, the card holder
will approach a contact smart card reader and insert his or her card
into a slot in the reader. For PIV cards, this reader is likely to be at
entrance to a federal agency. A PIV card holder is quite unlikely to
insert his or her card into a unauthorized reader. There have been at-
tacks in which criminals created bogus Automatic Teller Machines
(ATMs) into which unsuspecting customers inserted their cards, but
who would insert a PIV card into an ATM? If PIV cards became
multi-application in the future, however, this threat of bogus read-
ers could become more real.

By contrast, the user scenario for an attack on a contactless in-
terface can occur anywhere. The card holder could be at home
or walking down the street or actually using the contactless card
at a legitimate contactless reader at work. A contactless smart
card could be powered and accessed while the card is stored in
the pocket of the card holder. While reliable access to contactless
smart cards is only guaranteed over a small number of centimeters,
an attacker will be satisfied with a much lower level of reliability
and can therefore achieve access at considerably greater distances.

This problem of eavesdropping at a distance has been most stud-
ied in the context of a passport scenario. Yoshida [43] and the
Smart Card Alliance [37] both report successful eavesdropping on
contactless smart cards at a distance of 9 meters. Kfir and Wool [26]
report successful attacks at 50 meters. It is believed that eavesdrop-
ping is easier when the card is actually in use communicating with a
legitimate reader, as in when a passport holder presents the contact-
less passport to an immigration officer at the airport. In this case,
the attacker is not required to provide power to the contactless smart
card, only to listen to the signals. However, if the attacker is willing
to transmit at illegally high power levels, then attacks on cards that
are not in use are possible at a distance. Since the attack consists
only of some radio waves, the card holder is extremely unlikely to
realize that eavesdropping has occurred.

As a result of the possibility of this kind of eavesdropping, it is
of major importance that contactless smart card communications

be fully encrypted. However, FIPS PUB 201 only requires that
the PIV card store one asymmetric key pair, and specifies in sec-
tion 4.3 that “cryptographic operations with this key are performed
only through the contact interface.” While FIPS PUB 201 permits
an agency to store additional keys on the card and to encrypt the
contactless communications with such keys, the use of encryption
on the contactless interface is not required. FIPS PUB 201 contains
no rationale for not requiring encryption, and since the contactless
interface is more in need of encryption than the contact interface,
the lack of requirements in this section are quite curious.

4. CARD HOLDER UNIQUE IDENTIFIER
(CHUID)

The Card Holder Unique Identifier is specified in [39] and fur-
ther refined in [12]. The CHUID includes the Federal Agency
Smart Credential Number (FASC-N) which is based on a much
older specification from the DoD Security Enterprise Integration
Working Group (SEIWG-12) [35]. The original SEIWG-12 specifi-
cation used the card holders social security account number (SSAN)
which could have contributed to identify theft. The use of the
SSAN is strongly discouraged in [39, section 6.1] specifically to
avoid this threat of identity theft.

In addition to the FASC-N, the CHUID contains a number of
other fields of information about the card holder, the most relevant
of which is the agency code that indicates for which federal agency
does the card holder work.1

Section 4.1.6 of FIPS PUB 201 [33] states that “a read of a PIV
CHUID is not considered a privileged operation.” The result of this
assumption was a design decision that it was safe to transmit the
CHUID in unencrypted form from the PIV card to the reader, prior
to authentication. As we shall see in the next subsections, this as-
sumption is invalid. The CHUID does contain sensitive information
that can lead to serious problems over the contactless interface.

4.1 CHUID Problems in Nov. 2004 Version
In the draft of FIPS PUB 201 that was released for public com-

ment [32] in November 2004, the CHUID also included a field
called “Position Sensitivity”. In table 5-2 of the November 2004
draft, Position Sensitivity was correlated with the level of back-
ground investigation carried out on the card holder. This raised a
serious potential problem, as the level of background investigation
is directly correlated with the level of security clearance that the
employee held. This means that an eavesdropper could determine
the level of security clearance held by a federal employee from a
distance. That could put highly cleared federal employees at seri-
ous risk, particularly in overseas assignments.

Karger [23] and Bailey [2] pointed out these problems to NIST
in January 20052 and recommended that the CHUID only be trans-
mitted in encrypted form.3

1Government contractors get different codes to specify employers
(as opposed to Federal agencies), and these codes are not guaran-
teed to be unique.
2Karger and Bailey’s presentations were independently prepared
and accepted for a public meeting held in January 2005 on Privacy
and Policy issues in FIPS PUB 201. However, concerns over the
sensitive nature of the vulnerabilities disclosed led to Karger’s work
being presented only in private meetings with the government.
3Bailey also suggested the use of a Faraday cage to protect the card
when not in use or the use of a button on the card to enable the
contactless interface only when the card holder specified. These
are good suggestions and should be considered. However, these
protections would not protect against eavesdropping the CHUID
when the card was in use at a legitimate contactless reader.



4.2 CHUID Problems in Feb. 2005 Version
As a result of the comments from Karger and Bailey, NIST mod-

ified the CHUID to eliminate the position sensitivity field. NIST
also added a special-risk security provision on page v of FIPS PUB
201. This provision allows the head of a department or independent
agency to identify a limited number of individuals whose overseas
assignments expose them to particular severe threats. Such individ-
uals could be issued special credentials without wireless or biomet-
ric capabilities. However, the number of such credentials must be
minimized, and they are only permitted outside the Continental US
(CONUS).

While the changes that NIST made to respond to Karger and
Bailey are good, as far as they go, they donot stop all the serious
threats to the card holders.

The CHUID also includes the agency code in the FASC-N and
the optional organization code in the CHUID.4 These agency codes
are fully specified and publicly available in [3], and they provide
a very detailed breakdown of specific organizations. Agencies are
not large scale organizations like the Department of Commerce or
the Air Force. Rather the agency/organization codes are very fine
grained and can identify organizations like the Animal and Plant
Health Inspection Service (code 12K3) or the Air Force Command
and Control (C2) & Intelligence, Surveillance and Reconnaissance
(code 571A). Clearly an eavesdropper might be much more inter-
ested in an employee of the latter agency than of the former. Even
without the position sensitivity field, an attacker can assume that
an employee of agency 571A will likely have a much higher secu-
rity clearance than an employee of agency 12K3. Such information
would be of value to an attacker either overseas or within CONUS.

The solution to the problem was not to eliminate the position
sensitivity field or to establish a special risk security provision for a
selected set of employees who serve overseas. The proper solution
is to protect the contents of the CHUID from eavesdropping using
encryption as shown in section 8.

Note that protecting the CHUID contents will not eliminate all
possible threats. Consider the user scenario in which a terrorist
wishes to exploit the ID card. For example, in the 1985 hijacking
of TWA Flight 847 [7], the terrorists found the ID card of US Navy
diver Robert Stethem and brutally murdered him. No amount of
encryption will protect against an attack of that kind in which the
terrorist can see what is printed on the ID card.

However, if you consider a user scenario in which the terror-
ist does not have physical possession of the ID card, then CHUID
protection can be effective. Terrorists like the Washington DC sni-
pers [17] might wish to attack federal employees or employees of
a particular agency. In that scenario, eavesdropping on the CHUID
might be very useful to help the snipers select a target. Similarly,
if an espionage recruiter is attempting to find a likely target, again
eavesdropping on the CHUID in a Washington, DC restaurant or
bar might prove very effective.

5. PIN PROBLEMS
The CHUID is not the only data item normally transmitted in

unencrypted form. The authentication data that is to be compared
against the user’s PIN is also always transmitted in the clear, as
specified in the VERIFY APDU in section 2.3.3.2.1 of [12]. This

4The distinctions between the agency code and the organization
code are due to the FASC-N being specified in BCD for backwards
compatibility reasons. NIST hopes to eventually phase these out
and replace them with a global unique ID, based on an IPV6 ad-
dress for the agency. Use of a global unique ID would not change
any of the security or privacy issues in this paper.

problem is mitigated by a requirement in section 7 that says, “Cryp-
tographic protocols using asymmetric keys that require PIN shall
not be used on the contactless interface.” However, this require-
ment does NOT state that the PIN shall not be used on the contact-
less interface without the use of asymmetric keys. That option is
left to the agencies, and could easily lead to the exposure of the
PIN in unencrypted form over the contactless interface. FIPS PUB
201 needs a clear and unequivocal requirement that the PIN (or a
value to be compared with the PIN) never be transmitted across the
contactless interface in unencrypted form.

6. FAKE FINGERS
FIPS PUB 201 [33] provides for unattended biometric authenti-

cation in section 6.2.3.1 with further detailed user scenarios in [12,
Appendix C]. An unattended biometric reader might be used to
control access to a building, while saving the costs of having a se-
curity guard present at all times.

However, these scenarios do not consider the possibility of an
attacker who has stolen a PIV card and obtained the PIN, per-
haps because the legitimate card holder wrote it down. The un-
stated assumption is that in such a case, the biometric fingerprint
check would defeat the attacker. However, several papers [31, 30,
40] have demonstrated the effectiveness of fake “gummy” fingers
against most commercial fingerprint readers, even those with “live-
ness” checks. In an attended biometric check, the guard can be
trained to watch for fake fingers and ensure that a real finger is
used. However, in an unattended scenario, the use of fake fingers
becomes easy. Worse still, as biometric fingerprint checks become
more common, a weakness in one biometric credential could affect
the security of other credentials. Kc and Karger [25, section 3.2.2]
discuss how stealing a digitized fingerprint off a passport could be
significantly easier than lifting a fingerprint off of something like a
drinking glass, because there would no difficulties with smearing.
Kc and Karger show how a fake fingerprint could be used to attack
the unattended Malaysian boarder crossing system [22].

7. COMPARISON WITH ICAO MRTDS
It is interesting to compare the security and privacy of PIV cards

with the comparable features for the new electronic passports that
are beginning to be deployed in compliance with specifications [27,
10] set by the International Civil Aviation Organization (ICAO) for
Machine Readable Travel Documents (MRTDs). The security and
privacy features of ICAO MRTDs have come under some legitimate
criticism [21, 26, 25, 43].

Both ICAO MRTDs and PIV cards use a contactless interface,
but the ICAO MRTDs only use contactless - they have no con-
tact interface. In general, the cryptographic protocols used on PIV
cards are stronger than the ICAO protocols. The ICAO Basic Ac-
cess Control keys have been shown to have insufficient entropy by
Witteman [42] who was able to brute force the cryptographic keys
of a Dutch passport in about two hours on a standard PC. By con-
trast, the strength of cryptographic keys required [34] for use in
PIV cards is quite adequate, and NIST recommends increasing the
minimum key sizes over time.

Both ICAO MRTDs and PIV cards suffer from some informa-
tion not being encrypted over the contactless interface. In the case
of ICAO MRTDs, the use of encryption at all is completely op-
tional, and an electronic passport that transmits all of its data, in-
cluding biometrics to any eavesdropper is compliant with the stan-
dards. Fortunately, many countries, including the US, have com-
mitted [44] to the use of encryption to prevent this kind of ca-
sual eavesdropping. PIV cards do a much better job of protect-



ing the biometrics by always requiring the use of strong cryptogra-
phy when transmitting biometric information. However, FIPS PUB
201 [33] requires that the CHUID be transmitted in the clear, and
this leads to the problems discussed above in section 4.

Thus, the ICAO MRTDs and the PIV cards both suffer from
cryptographic problems and need some significant improvements,
but on balance, the PIV cards have fewer vulnerabilities.

Consider a user scenario of a terrorist wishing to gain access
to a facility protected only with an unattended biometric reader.
The terrorist kidnaps an employee who works in the building. The
employee is carrying both a PIV card and an electronic passport.
The terrorist extracts the digitized fingerprint biometric from the
passport, and uses it to make a fake finger. Since the fingerprint is
already digitized, it is likely to produce a higher quality fake finger
than using the real finger. After all, the digitized version is already
known to work in fingerprint readers. Under torture, the employee
is forced to reveal the PIN. The terrorist now has possession of the
PIV card, knows the PIN, and can use the fake finger to pass the
biometric checks to gain access to the facility.

8. SOLVING THE CHUID EXPOSURE
The right way to solve the CHUID exposure is to fully encrypt all

traffic between the PIV card and its readers, regardless of whether
such traffic goes over the contact or the contactless interface. How-
ever, fully encrypted traffic could lead to privacy exposures for the
card holder, depending on how the cryptographic keys are negoti-
ated between the card and the reader.

The German DIN standards [8, 9] for digital signature cards5 at-
tempt to protect such traffic between smart cards and reader, but
they have the disadvantage that the card must reveal its identity
and certificate in the clear before it has verified the credentials of
the reader. This could be viewed as a violation of the privacy of the
card holder - the identity and certificate of the card are revealed, not
just to the reader, but also to anyone eavesdropping on the commu-
nications between the reader and the card.

To avoid these privacy problems, IBM developed the Caernarvon
authentication protocol [38] that preserves the card holder’s privacy
by revealing nothing until the reader has been authenticated. Very
briefly, the Caernarvon protocol generates a Diffie-Hellman6 ses-
sion key first to protect all subsequent communications from exter-
nal eavesdroppers. Then it requires the reader to authenticate itself
to the chip, and only after the chip has determined that the reader
is authorized, does the chip reveal any information at all about the
card holder.

The Caernarvon authentication protocol [38] was specifically de-
signed to protect the privacy of a smart card holder and is based on
the SIGMA family [28] of protocols that form the basis of the In-
ternet Key Exchange Protocol (IKE) [16]. Not only are the SIGMA
protocols a widely used standard, they have also been formally
proven correct [6]. IBM has chosen not to assert any IP claims
on the protocol, to ensure that it can be freely used in standards.
As a result, the Caernarvon protocol is being adopted [1] for use by
CEN, the European Committee for Standardization and will likely

5The German digital signature card standards are based on ISO
11770-3 [20, section 6.7, Key Agreement Mechanism 7].
6Diffie-Hellman was the first public-key algorithm openly pub-
lished in 1976 [11]. The Diffie-Hellman algorithm was first devel-
oped by M. J. Williamson at the Communications-Electronics Se-
curity Group (CESG) in the UK and published internally somewhat
later in [41], but that work remained classified until much later [14].
It gets its security from the difficulty of calculating discrete loga-
rithms in a finite field, as compared with the ease of performing
exponentiation calculations in the same field.

go on to ISO standardization after the CEN process has completed.
A summary of the Caernarvon authentication protocol can be found
in the Appendix, although for a full analysis of the protocol, the
reader is directed to the published paper [38].

IBM has also recommended the Caernarvon authentication pro-
tocol as a solution [25] to the privacy and security problems in the
ICAO MRTD specifications.

9. CONCLUSIONS
We have seen that under some user scenarios, particularly those

using contactless interfaces, that the FIPS PUB 201 PIV cards have
privacy and security vulnerabilities. While many of these prob-
lems could be avoided by eliminating the contactless interfaces,
that would also severely limit how the different federal agencies
could use the PIV cards. These issues are serious, because they
impinge on the requirements specified in HSPD 12 [5] that the PIV
cards be “strongly resistant to identity fraud, tampering, counter-
feiting, and terrorist exploitation.”

We have shown how the Caernarvon authentication protocol [38]
can solve most of the vulnerabilities, without giving up flexibility
is the use of PIV cards.

9.1 Wireless Protocols are Hard to Secure
It is not the intent of this paper to be overly harsh on the pro-

cess followed by NIST to develop the standards. Getting wireless
security protocols to be secure is a very hard task, and NIST was
given a very short time in which to complete FIPS PUB 201. From
the track record of other major wireless security protocol develop-
ments, it is not surprising that some problems remain. Among the
protocols that have had similar problems are 802.11 [13], Cellu-
lar Digital Packet Data (CDPD) [15], cell phones [29], Intelligent
Transport Systems (ITS) [24], and many others. These problems
arise, because the designers of a wireless protocol frequently focus
on the issues of getting the protocol to work and may not have to
address many of the subtle security and privacy implications. Such
projects need to do comprehensive vulnerability analyses to ensure
not only the security of the protocols themselves, but also that side
effects of the protocols do not create problems for other systems.
The problem here was not the choice of cryptographic algorithms
or protocols, but rather that certain critical information was left un-
encrypted.

9.2 Usability
Analysis of a security or privacy system for usability normally

focuses on the end users. FIPS PUB 201 ID cards are very easy
to use. You just waive them near the contactless reader. This is
excellent usability for the card holder. However, there are serious
issues for the federal agencies who wish to deploy these cards.

FIPS PUB 201 specifies only a minimal set of mandatory cryp-
tographic functions, and in the process, leaves some critical infor-
mation exposed and unencrypted. However, it also provides a wide
variety of cryptographic options so that the federal agencies can
devise their own cryptographic extensions. We have also seen that
designing secure wireless cryptographic protocols is hard. Without
careful examination of many different user scenarios, it is very easy
to leave subtle but potentially fatal vulnerabilities.

This paper has proposed the mandatory use the Caernarvon au-
thentication protocol as a way to use a formally proven protocol
to address many if not all of the possible user scenarios. Perhaps
the real problem is that FIPS PUB 201 provides too much crypto-
graphic flexibility. Choosing a single authentication protocol that
has been proven correct makes it easier to ensure that not just the
usage scenarios specified in FIPS PUB 201 are secure, but also that



agency-specific usage scenarios that are not yet specified will also
be secure, without requiring such a high cryptographic skill level
on the part of agency developers.

It would be useful and interesting to conduct further research to
see if, by reducing the cryptographic options to just the Caernar-
von authentication protocol, that there are any remaining agency-
specific usage scenarios that the Caernarvon authentication proto-
col cannot handle.
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APPENDIX

A. CAERNARVON AUTHENTICATION
PROTOCOL

This appendix provides a brief summary of the Caernarvon au-
thentication protocol. A much more complete analysis can be found
in [38].

In addition to the privacy problems discussed in section 8, the
protocols based on ISO 11770-3 also have the disadvantage that the
number of bits transmitted in all the stages is somewhat larger than
necessary. Minimizing the total number of bits transmitted is im-
portant, because some smart card readers will only communicate
at 9600bps, and even ignoring the cost of computing the crypto-
graphic operations, the time needed to transmit all the bits could
become a serious problem in response time to the card holder.



To resolve both the privacy problems and to reduce the number
of bits to be transmitted, the Caernarvon authentication protocol is
based on the SIGMA design [28] and the Internet Key Exchange
(IKE) standard [16]. This protocol offers several significant advan-
tages:

1. The session key parameters are exchanged very early in the
protocol, even before the authentication has been completed.
In this way, the information exchanged in the protocol, in-
cluding the peers’ identities can be protected from third-party
eavesdropping.

2. A discloses its identity and credentials to B first; B reveals its
identity and credentials only after verifying those of A. This
prevents revealing the card holder’s identity to a reader that
cannot be authenticated or that cannot prove that it is autho-
rized for a particular mandatory access classes. Therefore, the
card’s identity is protected not only against eavesdropping,
but also against an active (man-in-the-middle) attacker. The
reader’s identity is not protected against an active attacker,
but presumably the reader has fewer privacy concerns than
the card holder. Note that in all authentication protocols, one
party must reveal its identity first, and that party’s privacy will
always be subject to active attacks of this kind.

3. IKE transmits fewer bits in total. This will improve perfor-
mance on slow readers.

4. The SIGMA and IKE protocols followed here have been rig-
orously analyzed and proven correct [6], which is a major
benefit in any system planning to be evaluated at the high-
est levels of the Common Criteria. In particular, see [28] for
more details on the cryptographic rationale of these protocols
and the subtle cryptographic attacks they prevent.

This section contains a cryptographic description of the authen-
tication protocol used by Caernarvon. Note that in contrast to the
protocol described in ISO 11770-3, the Caernarvon protocol starts
as in unauthenticated Diffie-Hellman, and then authenticates the
reader,A, before the card, B, exposes its identity. The crucial tech-
nical difference between these protocols is that in the case of the
Caernarvon protocol, A can authenticate itself to B without having
to know B’s identity, while in the ISO protocol, A authenticates
to B by signing B’s identity (thus requiring the knowledge of B’s
identity by A before A can authenticate to B). A (the reader) and B
(the Caernarvon card) share the Diffie-Helman public quantitiesp,
q, andg.

Stage 1. A chooses a random number a with1 ≤ a ≤ q − 1,
computes a key tokenKA = ga mod p, and transmits it to B, as
shown in Figure 1.

KA

A - B
Figure 1: Authentication Stage 1: A sends a key token to B

Stage 2. B chooses a random numberb with 1 ≤ b ≤ q − 1,
computes a key tokenKB = gb mod p, and transmits it to A, as
shown in Figure 2.

KB

A ¾ B
Figure 2: Authentication Stage 2: B sends a key token to A

At this point, neither A nor B has revealed his identity. How-
ever, they now can compute a mutual keyKAB . Using the mutual
key KAB , they can derive additional keysKENC , for encrypting
messages andKMAC , for computing message authentication codes
(MACs).

Stage 3. A now sends its certificate to B by encrypting it with
KENC . A now computesE01 as shown below:

E01 = 3DESKENC (Cert(A))

A now transmitsE01 together with its MAC to B, as shown in
Figure 3.

E01‖MACKMAC (E01)

A - B
Figure 3: Authentication Stage 3: A sends certificate to B

Stage 4. B responds with a challenge, as shown in Figure 4.
From a strictly cryptographic perspective, stage 4 could be com-
bined with stage 2, reducing the total number of message flows.
However, this is a protocol for smart cards, and it must fit into the
existing standard for smart card commands [19] and use the GET
CHALLENGE and EXTERNAL AUTHENTICATE commands.

RND.B

A ¾ B
Figure 4: Authentication Stage 4: B sends challenge to A

Stage 5.A now computesE1 as shown below:

E1 =
3DESKENC (A‖SigSKA [KA‖A‖RND.B‖KB‖DH(g‖p‖q)])

A now transmitsE1 and a MAC ofE1 to B, as shown in Fig-
ure 5. The signature is a signature with message recovery, so all
parameters in the signature can considered to be recoverable. The
Diffie-Hellman key parameters are part of the signature in order to
provide authenticity of the parameters. See [38] for details.

E1‖MACKMAC (E1)

A - B
Figure 5: Authentication Stage 5: Authenticate A

At the conclusion of stage 5, B has authenticated A. It is at
this point that the Caernarvon authentication protocol permits the
card to make a security policy decision about whether it wishes to
communicate with A or not. The security policy checks are done
here, so that B can verify A’s access rights, before revealing any
privacy-sensitive information to A. While any security policy can
be used here, the Caernarvon authentication protocol was specifi-
cally designed to support mandatory access controls for both com-
mercial citekarger-wisac2000 and defense purposes [4].

Stage 6:B now verifies the MAC, decryptsE1, and verifies the
signature using A’s public keyPKA. B has now authenticated A
and knows thatKA andKB are fresh and authentic. However at
this point, while B knows there is no man-in-the-middle because B
checked the signature from A, A does not know who he is talking



to, and hence is unsure if there may be a man-in-the-middle attack.
B computesE02 (its encrypted certificate) and sends it to A, as
shown in Figure 6.

E02 = 3DESKENC (Cert(B))

E02‖MACKMAC (E02)

A ¾ B
Figure 6: Authentication Stage 6: B sends certificate to A

Stage 7.A sends a challenge to B, as shown in Figure 7. Just as
for stage 4, strict cryptographic requirements could reduce the total
number of message flows. However, once again, it is desirable to
use the ISO standard [19] GET CHALLENGE and EXTERNAL
AUTHENTICATE commands.

RND.A

A - B
Figure 7: Authentication Stage 7: A sends challenge to B

Stage 8.B now computesE2 as shown below:

E2 = 3DESKENC (B‖SigSKB [KB‖B‖RND.A‖KA])

The signature is a signature with message recovery, so all param-
eters in the signature can considered to be recoverable.

B now transmitsE2 and a MAC of the valueE2 to A, as shown
in Figure 8.

E2‖MACKMAC (E2)

A ¾ B
Figure 8: Authentication Stage 8: authenticate B

A can now verify the MAC and decryptE2. Using the chain of
certificates back to the root CA, A can verify the certificate from the
IC manufacturer for B, which contains B’s identify B and public
key PKB . Thus A knows, and can trust, B’s public keyPKB .
Hence A can now authenticate B by verification of the signature:

SigSKA [KA‖A‖RND.B‖KB‖DH(g‖p‖q)]

At this point, the protocol is complete. A and B have a session
key, have verified their respective identities, and have prevented
replays. Any further communications, such as verification of bio-
metrics, can now be carried out safely and securely.


