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Abstract

In this paper we discuss the challenges of processing
and converting 3D scanned data to representations suit-
able for interactive manipulation in the context of virtual
restoration applications. We present a constrained parame-
terization approach that allows us to represent 3D scanned
models as parametric surfaces defined over polyhedral do-
mains. A combination of normal- and spatial-based cluster-
ing techniques is used to generate a partition of the model
into regions suitable for parameterization. Constraints can
be optionally imposed to enforce a strict correspondence
between input and output features. We consider two types of
virtual restoration methods: (a) a paint restoration method
that takes advantage of the normal-based coarse partition
to identify large regions of reduced metric distortion suit-
able for texture mapping and (b) a shape restoration ap-
proach which relies on a refined partition used to convert
the input model to a multiresolution subdivision represen-
tation suitable for intuitive interactive manipulation during
digital studies of historical artifacts.

1. Introduction

Reverse engineering is the process of taking an object
apart for the purpose of analyzing its workings in detail,
usually with the intention of constructing a new object of
similar or extended functionality. In the case of 3D scan-
ning, the objects are physical items for which digital repli-
cas are created so that the original objects can be further
studied, manipulated, and / or reproduced with the help of
the computer. Today, 3D scanning has become a commod-
ity service, with multiple applications, ranging from indus-
trial design, to retail, to entertainment, to archeology and
cultural heritage. Most often, the scanner software allows
for the acquired data to be converted to an unstructured 3D
mesh. This representation is typically difficult to manipu-
late beyond basic display and conversions to other repre-
sentations are needed.

In this paper we focus on the demands of restoring dig-
ital objects for cultural heritage applications. However, the
methods we present are relevant to many other areas.

This is a revised and extended version of our previous pa-
per [12]. In that paper we specifically considered the prob-
lem of converting a triangle mesh to a Catmull-Clark mul-
tiresolution subdivision surface. Here we place that work
in the context of cultural heritage restoration applications.
This context motivates the problem of partitioning to fa-
cilitate texture map editing in addition to the partitioning
needed for conversion to a subdivision surface. We refor-
mulate our techniques to deal with the different partitions
needed for intuitive texture map and shape editing.

1.1. Related Work

Our work is motivated by experiences in virtual restora-
tion applications and we build on previous work in ge-
ometriy processing.

Scanning and virtual restoration. The pipeline for process-
ing to form a texture mapped triangle mesh from sensed
data is well established [7]. Commercial products (e.g.,
Polyworks R©, RapidForm R© are available to convert point
clouds to meshes. These products also include some stan-
dard CAE/CAD analysis tools such as measurements on
surfaces and comparisons of as-built to originally digitally
designed parts. However, the needs of cultural heritage
applications [21, 33, 27, 7] are different from traditional
CAE/CAD in several different respects. First, the objects
of interest are typically not regularly machined objects, but
rather complex free-form shapes that were produced manu-
ally and have been worn or broken over time through nat-
ural processes. Second, while shape alone is sometimes of
interest, the material appearance of the object as well as its
shape are being studied. Third, several alteration iterations
are needed to evaluate the validity of a change. Often times,
judgments are made on the basis of appearance and match-
ing images and textual descriptions of appearance, rather
than on more readily quantified requirements such as mak-
ing parts fit together or minimizing weight. Fourth, the pop-



ulation using digital models in cultural heritage is much dif-
ferent from the population using CAE/CAD tools. While
cultural heritage specialists may have extensive technical
training, their primary interest is in the history of the ob-
jects being studied and the people that used them, and not
in the technology itself. The cost of hiring technical special-
ists and the difficulty of working through a mediator make
it impractical to include pure technicians on most teams. Fi-
nally, the hardware and software resources available to cul-
tural heritage projects are generally much more limited than
those of engineering design projects.

Geometry processing. Considerable literature exists on
building high-quality parameterizations over triangu-
lated base domains (see [30] for a recent example and refer-
ences). In contrast, very little work has been done on deriv-
ing quadrilateral base complexes for arbitrary meshes. The
most recent work is that of Levy et al. [40]. Their periodic
parameterizations are used to derive high-quality quadri-
lateral meshes. However, these meshes may be dense (the
size of the quads is directly related to the size of the small-
est tubular feature) and typically contain T-junctions so
they are not directly usable as base meshes for subdi-
vision surfaces. Eck et al. [19] describe an automatic
method for fitting B-splines to meshes of arbitrary topol-
ogy. A quad base domain is generated indirectly from
a triangulated one by simplification followed by pair-
ing of neighboring triangles. In general, approaches based
on mesh simplification suffer from several shortcom-
ings: it is not clear how to determine when to stop the sim-
plification, geometric error typically drives the process with
little or no control over the resulting topology and con-
nectivity, the simplified mesh is a triangle mesh for which
a quadrilateral decomposition has to be found, and con-
straints are difficult to enforce [29]. Generating quadrilat-
eral meshes by pairing of triangles (see also 4 − 8 subdi-
vision schemes [44]) pose additional problems: complete
pairings may not always exist and finding ones that mini-
mize distortion is expensive. Arbitrary meshes are typically
parameterized by cutting and flattening. An extreme ex-
ample is the parameterization of an entire mesh over a
square [22]. Maintaining consistency across seams is diffi-
cult, especially if the model is to be modified (e.g., edited,
compressed). In [23] conformal parameterizations of com-
plex surfaces are computed without cutting. However, the
resulting parameterizations are highly non-uniform and
controlling them requires manual topology modification.
Recent methods have targeted restricted classes of mod-
els. Mappings to either a sphere [39] or a plane [26] were
used to recover quadrilateral meshes for genus 0 mod-
els with and without boundary, respectively. For the latter
class, an interesting quad-dominant anisotropic remesh-
ing method was described in [2]. Previous methods also in-
clude the user-driven approaches of Krishnamurthy and

Levoy [31] to fit tensor-product B-spline patches to irregu-
lar meshes and that of Guskov et al. [24] to build quad base
domains as part of their hybrid mesh representation. Tech-
niques for converting given models to quadrilateral meshes
have also been proposed in the mesh generation commu-
nity. Advancing front and packing are among the most com-
mon strategies [38, 5]). Typically, the resulting meshes
have a large number of quads and are not suitable as pa-
rameterization domains.

Also related to our approach are mesh partitioning meth-
ods. The fuzzy clustering technique of [28] produces
patches which are not homeomorphic to disks and can-
not be directly used for parameterization. Other methods
generate disk-like patches according to various crite-
ria (e.g., [20, 41, 34, 16]), but no single method ad-
dresses the combination of patch shape, distortion, number
of neighbors, alignment to features, and constraints.

Surazhsky et al. [43] use centroidal Voronoi tessellations
to generate dense isotropic triangulations. The centroid up-
dates are performed in 2D and require computing local pa-
rameterizations of model regions. This is a remeshing ap-
proach which does not produce a parameterization domain
for the input model.

1.2. Goals and Contribution

The consideration of the needs of cultural heritage leads
us to the following goals:

• Object representations should make minimal demands
on computational resources during editing.

• Editing operations should be as direct as possible on
the target representation.

The first goal requires that we have representations that
do not require loading the full model to make edits. The sec-
ond goal requires that we have representations that make
sense to a viewer. In the case of the material or texture,
we want textures that are partitioned along features that are
meaningful to the user and are not distorted. This allows
the user to update the texture map directly in a standard im-
age editor (such as PhotoShop R© or PaintShopPro R©).

To achieve these goals we propose a segmentation ap-
proach that allows the user to focus on minimal represen-
tations of the object necessary to achieve a particular task.
We present a novel unifying framework for manipulating
both geometric and attribute data to allow the shape and at-
tributes of the object to be edited directly and efficiently,
without loading the full 3D model into memory. When
shape edits are necessary, we rely on the ease-of-use of
semi-regular parametric representations to perform the edit-
ing in an intuitive way. We reformulate our clustering-based
techniques developed in [12] to allow us handle different
types of data partitioning required by virtual restoration and



we illustrate the application of these techniques with multi-
ple examples in this domain.

2. Digital Model Creation

In this section we first describe some specific cultural
heritage applications and their workflow. Next we review
the main requirements of virtual restoration applications as
considered in the present work.

2.1. Cultural Heritage Applications

Photography has long been an essential tool for doc-
umenting and communicating information. Nevertheless,
photographs provide limited insight into the construction
of objects, as they do not allow any interaction. Artists use
photographs as starting points for rendering objects in their
original states, but such depictions can not be tested for
physical feasibility. The power of 3D digital objects is that
both the shape and material of the objects can be altered in
physically feasible ways, and then critically evaluated to ex-
amine the validity of the changes.

An example of changes applied to a 3D scanned object
is shown in Fig 1. in [45]. Fig 1 shows a scanned model of
a sculpture of the head of the pharaoh Akhenaton and two
proposed restorations of the sculpture’s nose. Fig 8 shows
a small Greco-Roman queen statue and a proposed restora-
tion of the surface colors. Other examples include a study of
the breaking and repair of Michelangelo’s Florence Pietaà
[45], the restoration of the original shape and finish of the
Nara Great Buddha [27] and the virtual restoration of the
Parthenon friezes [1].

The past two decades have seen tremendous efforts in
obtaining the sensed data and building the initial 3D mod-
els. However, the second part of the process, editing and
evaluating the models, has received less attention. Ironi-
cally, it is the second part that poses greater challenges as
it requires multiple repetitions.

2.2. The 3D Scanning Pipeline

A wide variety of technologies are available for measur-
ing 3D shape and appearance [10]. Two major types of scan-
ners are frequently used for shape measurement – triangula-
tion and time-of-flight scanners. The principle of triangula-
tion scanners is to view a spot of light from a known source
position with a sensor in a known position. Knowing the
baseline distance between emitter and sensor and the an-
gles of emission and viewing with respect to this baseline
allow the calculation of the location of the spot. The prin-
ciple of time-of-flight scanners is to estimate distance to a
spot along a known ray direction by measuring the time be-
tween the emission of a pulse of light and the sensing of its

Figure 1. Top: Akhenaton statue with broken
nose (left) and two virtual reconstructions
(middle, right). Bottom: underlying parame-
terization computed using our method and
used for interactive shape editing.

return after reflection from the target to be measured. Us-
ing either technology, the output of a 3D scanner is typi-
cally a range image – a 2D array of measured 3D points for
one surface patch on the object.

A pipeline of operations is necessary to convert collec-
tions of range images into a single object representation [7].
The pipeline begins by registering the range images into a
global coordinate system. The points in overlapping range
images are then adjusted along lines of sight to the scanner
to account for measurement errors. The adjusted points are
then joined into a single triangular mesh. Since scanners fre-
quently oversample surfaces to capture small details, a sim-
plification step usually follows the mesh generation step to
reduce the number of vertices in the mesh.

Surface appearance properties, such as color and the
magnitude of diffuse and specular reflectance, are gener-
ally captured using digital photography. The digital images
are aligned to the geometric model either by calibration, or
by finding correspondences between geometric features that
can be computer from both the digital images and the geo-
metric model. Once aligned, the digital images need to be
processed to estimate the intrinsic surface properties [6, 32].

Once the digital images are processed to estimate sur-
face properties, they need to be projected onto the geomet-
ric surface and combined into a single texture. To map a
single image onto a 3D surface, the surface needs to be pa-
rameterized. In general surfaces need to be partitioned into
pieces, and then projected or flattened onto a plane. Most
commonly, early methods either used each triangle as a sep-



arate partition or relied on greedy approaches to produce
groups of triangles forming nearly flat areas (e.g., [6]).

2.3. Virtual Restoration Requirements

The 3D scanning pipeline produces a triangle mesh
model that is difficult to modify for virtual restora-
tion. We can make restoration considerably easier for the
user by partitioning the model into large patches for tex-
ture mapping and into quadrilaterals for conversion to a
Catmull-Clark subdivision surface.

Virtual paint restoration. In the case of virtual paint
restoration, there are two main categories of applica-
tions (see Fig 2): (a) cultural heritage studies which re-
quire color modifications across regions of the object
(e.g., to test hypotheses regarding the original appear-
ance of the objects or to simulate restoration procedures be-
fore they are performed) and (b) digital content creation
applications which require touch up to remove scanning ar-
tifacts.

Figure 2. Virtual paint restoration is needed
in different contexts: to remove artifacts in-
troduced by scanning (right) or to study dif-
ferent hypotheses on how the original might
have looked like (left).

At first it would seem that emulating physical painting on
a 3D object would be the most natural and efficient method
to perform paint restoration. Several commercial packages
allow direct painting on digital objects. Painting on rela-
tively simple digital objects is a straightforward task for
trained digital artists. However, for the detailed models of
free-form shapes obtained by scanning, direct painting is
not practical. In many cases the full models can not even be
loaded in memory for for interactive viewing, let alone for
more elaborate interactions.

One alternative is to load a simplified version of the geo-
metric object and paint the texture using this simplified ver-

sion. Except for very limited simplification this technique
causes distortions in the texture that make it difficult to see
the paint adjustments that will appear correct on the full
model (see Fig 4).

Another alternative is to use the projection paint mode
used in products such as BodyPaint R© and DeepPaint R©. A
simplified version of the model is positioned while a high
resolution version of the model is rendered. The user paints
on this high resolution image. The results are then repro-
jected back onto the model. This approach still requires the
user to interact with a 3D system. It also resamples and re-
projects texture that may not be of as high a resolution as
the captured texture.

Our goal is to produce a texture map with large undis-
torted patches, and to insure that critical areas for editing
are in undivided regions. Large patches make it easy to edit
textures without introducing discontinuities. Distorted tex-
tures allow very large patches, but are very difficult to edit
to apply specific details. For users who are not technical ex-
perts it is difficult to explain why a texture map shows a
distorted view of the object, and how they should mentally
transform the change in flat texture to the three dimensional
object. The result is that when they edit a distorted texture
they need to iteratively be reprojected on to the object in a
3D system to observe the effect.

In section 3.3 we describe a method that allows us to gen-
erate texture maps that can be edited within a standard 2D
paint program, without the need for cumbersome 3D ma-
nipulation.

Virtual shape restoration. 3D shape restoration requires the
ability to edit the geometry of the digital model to pro-
duce a desired shape. While it is conceivable to selectively
edit the triangle mesh output by the scanning software di-
rectly [42], interactive methods for general purpose editing
with constraints are yet to be found for such representations.
In contrast, parametric surfaces have been extensively used
for modeling and design. In particular, subdivision surfaces
have become a fundamental representation for styling and
have obtained validation through repeated use in entertain-
ment as well as industrial applications [46]. Hence, we pro-
ceed to automatically derive a semi-regular representation
that approximates the input mesh. The underlying base do-
main construction for this representation is described in sec-
tion 3.3.

3. Partitioning

We now describe the overall clustering-based framework
that produces the two different types of partitions discussed
in the previous section.



3.1. Overview of Voronoi Partitioning Methods

We focus our attention on partitioning techniques that al-
low for easy-to-do virtual touch-ups. Our methods rely on
concepts from clustering and quantization theory. In partic-
ular, we consider Constrained Centroidal Voronoi Tessel-
lations (CCVT) [18] to create decompositions suitable for
editing. Our key idea is to use CCVTs to segment a given
2-manifold into regions of reduced normal variation (i.e., al-
most flat) and then to use these resulting regions for the pur-
pose of texturing the model, as well as for further decom-
position for subsequent remeshing to support shape edit-
ing tasks. We briefly review the basic concepts related to
CCVTs. Detailed properties can be found in [18]. Their
applicability to segmentation tasks was studied in detail
in [12].

Given a bounded domain Ω ⊂ Rn and a set of K sample
points {ci}Ki=1 ∈ Ω, the Voronoi partition or tessellation V
induced by {ci}Ki=1 on Ω is defined as:

V = {Vi = {x ∈ Ω : |x− ci| < |x− cj |, j =
1, · · · , K, j �= i},
i = 1, · · · , K}

The points {ci}Ki=1 are referred to as generators of the cor-
responding Voronoi regions Vi.

Definition 1. A centroidal Voronoi tessellation (CVT) is a
Voronoi tessellation in which the centroids (i.e., centers of
mass) of the regions serve as their generators.

CVTs are closely related to statistical clustering algo-
rithms. For discrete data sets, CVTs can be identified with
K-means clustering methods [17]. This concept can be
adapted to produce CVTs over arbitrary surfaces, by re-
stricting Ω = S ⊂ Rn to be a compact continuous sur-
face and letting {ci}Ki=1 ∈ S be a set of sample points on
it [18].

Definition 2. A constrained centroidal Voronoi tessellation
(CCVT) is a Voronoi tessellation for which the constrained
mass centroid c∗i of each region Vi serves as its generator.
The constrained mass centroid of a region V i ∈ S is defined
as:

c∗i = argminc∈SFi(c), where Fi(c) =
∫

Vi
ρ(x)|x − c|2dx

where ρ(x) is a given density function over Ω.

3.2. Our Partitioning Framework

We consider input models represented as 2-manifold
triangle meshes MI of arbitrary topology, possibly with
boundaries and possibly with an associated texture image.
Feature curves along edges of MI may be tagged as con-
straints. Such curves may be specified through user input or
as a result of an automatic detection procedure.

We seek to build an atlas of patches covering the input
model and suitable for texturing and subsequently for in-
teractive shape editing. As our final representation we tar-
get a Catmull-Clark [13] multiresolution subdivision sur-
face which allows for intuitive interactive shape editing op-
erations to be performed [8, 9, 11]. We define the target rep-
resentation through a control mesh hierarchy with L levels
MH0 , · · · , MHL−1 . Automatic conversion from an input tri-
angle mesh (with feature constraints) to such a represen-
tation is a difficult problem. We propose a Voronoi-based
clustering technique such that:

1. MH0 is a coarse quadrilateral mesh with a predomi-
nant number of regular control points (i.e., valence 4
in the interior and valence 2 on the boundary; we de-
fine the valence of a control point as the number of
faces adjacent to it).

2. MHL−1 is a fine mesh such that its control points (or
alternatively, their projections onto the limit surface of
subdivision) are located on the input mesh MI .

3. Each mesh MHi is obtained from the coarser mesh
MHi−1 by applying the Catmull-Clark [13] subdivi-
sion rules, for i = 1, · · · , L − 1. To accurately cap-
ture the input shape, the positions of control points on
each level may be perturbed from the locations com-
puted by subdivision using multiresolution detail vec-
tors.

4. The texture of the input model can be transferred to the
control meshes MHi , i = 1, · · · , L − 1 with reduced
distortion.

Center-Based Segmentation. Our segmentation method
makes use of CCVTs in two distinct stages. An ini-
tial decomposition is computed for the purpose of texture
mapping. The requirements in this case are that the result-
ing regions be relatively flat height fields to ensure reduced
distortion during mapping. Constraints must be consid-
ered to ensure natural partitioning according to features and
to simplify the paint restoration processes. A second de-
composition proceeds to further break down the clusters
found in the first stage into regions suitable for remesh-
ing. In this case, the requirements for the regions are
much stricter, as the boundaries of the regions will be di-
rectly used to extract a base mesh for the multiresolu-
tion representation. In the first case, the CCVT is computed
based on normal information. In the second case, a com-
bination of positional and normal information is used to
generate a CCVT with well-shaped regions for remesh-
ing. For texturing and texture editing we look for partitions
that satisfy the following requirement:

(R1) For each region there exists a direction
−→
h in space

such that the corresponding geometry defines a height-
field along

−→
h and can be approximated within some

tolerance by a plane perpendicular to
−→
h .
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Figure 3. Segmentation steps: (a) Input. (b)
Variation of normals across the model. (c)
Normal-based clustering and initial place-
ment of generators (black dots). (d) Final
partition after spatial-based clustering (using
the generators from (c)) and cluster refine-
ment. (e) Coarse polyhedral approximation
extracted from the partition in (d). (f) Coarse
level of a Catmull-Clark representation after
resampling and multiresolution analysis.

Subsequently, to parameterize the model for shape edit-
ing we further process the initial partition to also satisfy the
following requirements:

(R2) Each region is homeomorphic to a disk.

(R3) The closed piecewise linear curve defining the bound-
ary of each region can be approximated within some
tolerance by a convex polygon.

(R1) is necessary because of the way in which tex-
tures are synthesized (see section 2.2). Also, a mapping-
dependent distortion is likely to be introduced when the
mesh geometry is parameterized onto the face. To reduce
the amount of distortion and to avoid resampling problems,
we enforce (R1). (R2) is needed if mesh faces are to corre-
spond to regions and (R3) ensures that they are well-shaped.

Algorithm 1 provides a general-purpose method for seg-
mentation according to generic properties associated with
each triangular face of the input mesh (e.g., normal or loca-
tion information) . The algorithm computes centroidal de-
compositions based on these properties using a MacQueen-
type approach [35]:

Algorithm 1 (center-based clustering of mesh faces):

Given an input mesh M with F faces,
per-face property data items {df}Ff=1,
and an initial set of K generator items {ci}Ki=1:
Repeat

For each face f of M do
1. Find ci∗ among {ci}Ki=1 closest to df

2. j = Label(f ), Label(f ) = i∗

3. ci∗ ← (|Ci∗ |ci∗ + df )/(|Ci∗ |+ 1),
cj ← (|Cj |cj − df )/(|Cj | − 1),

until (convergence)
(|C| denotes the number of faces of cluster C; the label of
each face is the index of the cluster to which it belongs)

Depending on the application (e.g., paint or shape
restoration), we apply Algorithm 1 to obtain partitions suit-
able for the restoration operations.

3.3. Partitioning for Paint Restoration

We propose forming a texture that simplifies the work
flow for restoring the surface texture and minimizes the
amount of interaction the user needs to have in a 3D viewer.
By appropriately partitioning the surface, we can form a tex-
ture map that can be updated using any standard 2D paint
program.

An initial classification of input mesh faces into approx-
imately flat regions / clusters suitable for texturing is ob-
tained through center-based clustering of normals. Face nor-
mals are computed and Algorithm 1 is applied with df =
normal(f), for all input faces f . The initial generators are
chosen to be a small fixed subset of the set of all possible
unit normal vectors (those pointing from the origin to the
vertices, mid-edges, and face centers of a cube centered at
the origin). To reduce the influence of geometry discretiza-
tion, the normals are smoothed prior to classification. The
result is a partition PN of the input mesh into regions of re-
duced normal variation.

This process is illustrated in Fig 3b. The variation of nor-
mals over the heart model is shown using a linear mapping
of normal vector components to RGB color. The resulting
mesh decomposition is shown in Fig 3c.

In the absence of constraints, the resulting partition tends
to conform to salient features of the model. However, the
boundaries of the regions may not conform to semantic
components of the model (e.g., follow a hairline). To en-
force separation along such boundaries we allow the user to
outline features of interest and we use clustering with con-
straints (see section 3.4) to segment the model.

Figs 8 and 9 illustrate the results of virtual paint restora-
tion on two digital models corresponding to artifacts from
the Egyptian National Museum collection ( see section 4).



For models that only need texture restoration, no further
partitioning is necessary.

Figure 4. Drawback of 3D paint programs
that require simplification: severe artifacts
appear when the texture is re-mapped onto
the simplified model.

3.4. Partitioning for Virtual Shape Restoration

For models that require shape restoration, we continue
our Voronoi-based decomposition approach, starting from
the partitionPN previously obtained. For smooth, relatively
simple shapes, PN has nice regions which are suitable for
remeshing. However, this cannot be guaranteed. Since only
a small number of regions are generated at this step, we can
quickly check if all of them can be approximated by convex
polygons. If this is not the case, we use the resulting decom-
position for further refinement, as described next. In the in-
terest of clarity, we defer the description of the shape check
to section 4.

Cluster refinement. In contrast to the normal-based parti-
tioning scheme just described, spatial CCVT-type decom-
positions of the mesh are guaranteed to produce almost cir-
cular regions centered around their generators. The main is-
sue to be addressed is choosing the number of generators
and their initial locations.

A common strategy to select initial generators is to place
random samples over the mesh. Two things must be speci-
fied: the number of samples and their distribution. For our
problem, it is difficult to estimate in advance how many gen-
erators to use: too many lead to base meshes with many
faces, whereas too few fail to properly represent the input.
Given a number of samples, their placement can be con-
trolled using Monte Carlo methods or an error diffusion
strategy [3], both of which can be computationally expen-
sive for arbitrary models.

As an alternative, we use PN to estimate both the num-
ber of generators needed and their initial locations. Since
regions of PN correspond to relatively flat model parts, the
idea is to produce a refined decomposition in which clusters
are centered on such flat spots. Ideally, we want to place
samples along the medial axis of each region. In practice,
we use the following heuristic method to avoid medial axis
computation:
Algorithm 2 (region sampling):

Given a mesh region R with FR faces:
1. Identify the set of boundary faces B
2. Uniformly distribute a set SR of N random samples

on R \B
3. Select sample s1 ∈ SR with the largest minimum

distance to B
4. for i = 2, · · · , N do

5. Select si ∈ SR farthest from s1, · · · , si−1

6. Retain N0 of the N selected samples

After generators have been placed on the mesh accord-
ing to Algorithm 2, a new partition PS is computed with
Algorithm 1, this time based on spatial information. We
classify mesh faces according to their proximity (measured
using Euclidean distance) to generators. We use df =
barycenter(f), for all input faces f .

Cluster cleanup. By construction, clusters obtained after
the refinement stage are isotropic, almost circular in shape.
If the generators are sufficiently dense, (R2) is guaranteed
to be satisfied by all clusters [4]. However, since we use
sparse generator sets, some clusters may not conform to
(R2). The purpose of the cleanup phase is to enforce (R1),
(R2), and (R3) on all clusters. For this, we treat the geome-
try of each region of PS individually. The height-field con-
dition (R1) is checked first and if violated, the region is split
using normal-based clustering. If any of the resulting sub-
regions does not satisfy (R2) or (R3), the subregion is fur-
ther split using spatial clustering. The normal-based split
guarantees that the resulting regions are height fields. Sub-
sequent spatial decompositions ensure that each height field
is decomposed into regions with disk-topology and of ap-
proximately circular shape. Fig 3d shows the final decom-
position of the heart model.

Coarse mesh extraction. Having found a partition of the
input model that satisfies all of our requirements, the al-
gorithm proceeds to generate a coarse mesh corresponding
to it. Mesh vertices are placed at the points where three or
more regions meet. Boundaries between regions define the
edges of the coarse mesh.

Resampling and multiresolution analysis. Having found
a coarse polygon mesh MB that approximates the in-
put model, we build a Catmull-Clark multiresolution repre-



sentation by parameterizing the model over MB . The faces
of MB correspond to regions that satisfy requirements
(R1)-(R3). By virtue of the properties of CCVTs and Ger-
sho’s conjecture [18], the faces of MB are predominantly
hexagonal. Since all faces are convex polygons by con-
struction, we can always find a partial quasi-conformal de-
composition [36] as follows: split each face with 2k edges
into k − 1 quads; split each face with 2k + 1 edges
into k − 1 quads and 1 triangle. We apply the decom-
position recursively: first we find the quad with the low-
est shape number (see section 4) that shares an edge with
the face being quadrangulated, then we repeat the pro-
cess for the remaining portion of the face. The decom-
position is also perfect [36], as no Steiner points are
introduced. This leads to a mesh consisting of predom-
inantly quadrilateral faces (since the starting mesh was
predominantly hexagonal) and a small number of triangu-
lar faces. One step of subdivision leads to a quadrilateral
base mesh with a predominant number of regular ver-
tices. Let MH0 denote the quad mesh after one step of sub-
division. MH0 becomes a parameterization domain for
the input model. To produce a hierarchy with subdivi-
sion connectivity, we subdivide MH0 to the desired number
of levels L and compute data on the finest level by re-
sampling followed by multiresolution analysis similar to
[47, 12].

Constrained parameterization. Our segmentation frame-
work supports constraints in the form of closed curves
along edges of the input model. Edges along feature curves
are tagged and are used as clip boundaries during cluster-
ing. They also receive special handling during simplifica-
tion and resampling. Fig 7 shows examples of segmentation
with interior and boundary constraints.

4. Implementation and Results

Implementation details Our method has several parameters
which can be set with default values. We briefly describe our
choices. To check (R1), we compute the average normal of
a region

−→
h and we test for the deviation of face normals

from it. We also compute a plane perpendicular to
−→
h that

passes through the center of the bounding box of the region.
The region passes the test if the maximum distance from re-
gion vertices to this plane is within some tolerance (5% of
the bounding box diagonal). In practice, we observed this
latter test to be rarely needed, due to the way regions are
created (normal-based clustering first).

We use a simple check to decide whether a region ob-
tained by clustering satisfies (R3). We apply this check fol-
lowing normal-based clustering, to regions that are rela-
tively flat, so it makes sense to measure the convexity of
their boundaries. A coarse polygon is defined for each clus-
ter with vertices at the confluence of three or more clus-

ters. A polygon is considered convex if each of its inte-
rior angles is at most π. If a polygon is found to be con-
vex, we then consider how well it approximates the bound-
ary of the region. For this, we measure the maximum dis-
tance between points along the boundary curves and the cor-
responding coarse lines approximating them. If the distance
is below a tolerance threshold, the approximation is accept-
able. Since clusters are groups of faces, boundaries between
them may appear jagged (a face equidistant from two gen-
erators is arbitrarily categorized in one of the corresponding
clusters). We define the approximation tolerance as a con-
stant times the average edge length in the cluster and we ig-
nore such jaggedness in shape testing.

We use a fixed number of Laplacian smoothing iterations
on the normal field prior to clustering to attenuate noise.
The default number in our implementation is 10, however
this value should be increased for very noisy data. For ran-
dom sampling according to Algorithm 2, we followed the
following strategy: uniformly distribute [37] a large num-
ber of samples over the region (we use FR/2 samples) and
of these select N = FR/4 using a farthest-first approach;
N0 of the N samples are kept, where N0 is the index of
the sample for which the largest jump in the maxmin dis-
tance is observed [28].

Paint restoration. Fig 9 shows the result of segmenting an
Egyptian artifact representing a woman making beer. The
original statuette is 26.7 cm tall and was scanned at 1 mm
resolution. The data was processed to remove redundant
points in overlapping scans and to integrate the points into a
single triangle mesh. The model has 112, 478 faces and was
segmented into 30 regions (second from the left) in 3.6 min-
utes. User-imposed constraints (red curves; left) ensure that
the face, chest, and hair of the model are properly separated
to allow subsequent editing (i.e., without constraints the se-
mantics of these parts is lost and they are arbitrarily split
between regions, making it difficult to edit them). The mid-
dle images illustrate the corresponding texture map (note
clearly identifiable head and chest textures). A comparison
of the model before and after paint restoration is also shown
(top right).

Fig 5 shows comparatively the texture maps obtained
with a naive segmentation without constraints and with
our technique. Features of interest such as face, hair, and
necklace appear split between regions, making image-based
editing difficult. In contrast, our segmentation produces a
higher quality partition, with a much smaller number of re-
gions and with region boundaries that respect user-imposed
constraints, as well as salient geometric features.

Figure 8 shows a segmentation and detail painting of an
Egyptian statue from the Greco-Roman period. Note that,
in the absence of constraints, semantic features such as the
face or the leg are not preserved.



Figure 5. Left – naive segmentation of the
model in Fig 8 without constraints results in
many regions. Right – the result of our seg-
mentation method.

Shape restoration. In Fig 1 we illustrate a high-resolution
scan of a Akhenaton’s head for which two different restora-
tions of the nose have been created. We use a free-form vari-
ational editing tool (similar to [11]) to reconstruct the nose
interactively. The user can smoothly deform the shape while
preserving the Catmull-Clark connectivity. Many possibili-
ties can be generated and evaluated quickly.

Additional parameterization examples are illustrated in
Figs 7 and 9 (bottom right) for meshes with and without
sharp features and boundaries.

Figure 6. Color-coded visualization of the
face shape numbers across two models
(green corresponds to square shapes; grada-
tion to red quantifies deviation from square).

Performance statistics We evaluate the quality of our out-
put meshes using four different measures:

Hausdorff distance: provides a numerical estimate of the
maximum distance between two meshes as the largest

heart bunny woman pharaoh

Size:
# F 7,412 71,040 112,478 315,462
# CF 173 155 219 71
Quality:
HD 0.01 0.02 0.008 0.008
RV 0.9994 0.9981 0.9991 0.9990

HS

Hν

Table 1. Quality statistics: # F = number of
input faces; # CF = number of coarse faces
extracted with our method (before quadran-
gulation); HD = Hausdorff distance between
input mesh and MH3 (4th subdivision level);
RV = VMH3

/VI = ratio of output mesh volume
(MH3) to the input mesh volume; HS = his-
togram of face shape numbers for the quad
base mesh MH0;Hν = histogram of vertex va-
lences for MH0 .

of two directed max-min distances from each mesh to
the other. We use Metro [15] to report the results as a
percentage of the mesh bounding box diagonal.

Volume ratio: quantifies the change in volume af-
ter remeshing (closed meshes only). It is defined
as the ratio between the volume of the finest-level
Catmull-Clark control mesh and that of the origi-
nal.

Face shape distribution: characterizes the deviation of
remeshed faces from an ideal shape (square in the
isotropic case). Element shape quality is paramount in
virtually all mesh-based computations, from finite el-
ement computations [14] to texture mapping and pa-
rameterization [41]. We plot a histogram of face shape
measures for the faces of the base mesh. With the
notations of Fig. ??, we quantify the deviation of a
3D quadrilateral mesh face (pi, pj, pj+1, pj+2) from
a square by considering the affine mapping of the
triangle (pi, pj , pj+2) to the right triangle with unit-
length legs (O, q1, q2). As pointed out in [25, 41], the
singular values of the Jacobian of this map charac-
terize the local distortion between the right triangle
and its 3D counterpart. We use the ratio of the sin-
gular values, i.e., the condition number of the Jaco-
bian, as our shape measure. Simple calculations give
K(J) = (|pj − pi|2 + |pj+2 − pi|2)/(2A), where A is



the area of (pi, pj , pj+2). We define the shape number
S of a quadrilateral face as the average of the four con-
dition numbers at its vertices, normalized so that the
shape number of a square equals 1.

Valence distribution: characterizes the regularity of the
base mesh.

Figure 7. Quadrilateral parameterization exam-
ples (constraints shown in red).

Table 1 shows results for remeshed models with 4 levels
of subdivision. The histograms confirm the quality of the
base meshes, with a majority of well-shaped, almost square
faces (shape numbers close to 1), a high percentage of reg-
ular vertices, and no highly irregular ones (valence 10 or
higher). Face shape variation is also illustrated in Fig. 6.

Regarding time complexity, Algorithm 1 runs linearly
through the input mesh faces and, for each face, through
the set of generators. A simple test checking if any faces
have changed clusters during an iteration is used as a stop-
ping criterion. This is combined with a limit on the num-
ber of iterations to deal with cases when a face on the bor-
der between two clusters flips back and forth between them.
We used a limit of 50 iterations for all our tests. The num-
ber of iterations to convergence for our models was less than
10. Algorithm 2 is also linear in the number of faces in each
region. Multiresolution resampling is the bottleneck of the
computation. To speed it up, we use a uniform grid approach
as in [15] which gives reasonable results. In our tests, run-
ning times for the extraction of quadrilateral parameteriza-
tion domains ranged from 6 to 40 seconds. Typical resam-
pling times ran between a few seconds and 25 minutes for
4 levels of subdivision. The measurements were performed
on a Pentium 4 3GHz PC with 2GB of RAM.

5. Conclusions and Future Work

In this paper we outlined the challenges of virtual
restoration applications and we introduced novel meth-
ods for reverse engineering 3D objects for the purpose of
interactive editing.

This work opens interesting possibilities for further ex-
ploration. Building anisotropic domains according to given
direction fields is a natural next step. Another challenge is
to use our constrained parameterization approach to gen-
erate maps between different models of similar shape with
correspondence between features.
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Hybrid meshes: Multiresolution using regular and irregular
refinement. In Proc. Symp. Comp. Geom., pages 264–272,
2002.

[25] K. Hormann and G. Greiner. MIPS: An efficient global
parametrization method. In Curve and Surface Design, pages
153–162. 2000.

[26] K. Hormann and G. Greiner. Quadrilateral remeshing. In
Proc. Vision, Modeling, and Viz 2000, pages 153–162, 2000.

[27] K. Ikeuchi, A. Nakazawa, K. Hasegawa, and T. Ohishi. The
Great Buddha project: Modeling cultural heritage for VR
systems through observation. In IEEE ISMAR03, 2003.

[28] S. Katz and A. Tal. Hierarchical mesh decomposition us-
ing fuzzy clustering and cuts. ACM TOG SIGGRAPH, pages
954–961, 2003.

[29] Y. Kho and M. Garland. User-guided simplification. In Proc.
ACM I3D Symp, pages 123 – 126, 2003.

[30] A. Khodakovsky, N. Litke, and P. Schröder. Globally smooth
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[46] D. Zorin, P. Schröder, T. DeRose, L. Kobbelt, A. Levin, and
W. Sweldens. SIGGRAPH’00 Course Notes, 2000.
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Figure 8. Left to right: input model with textures; geometry shaded without textures: human charac-
ter detail on the queen’s robe is enlarged for illustration purposes; segmentation using our method
produces large height-field patches, well aligned with the main features of the model; previously
painted 2D restoration of the character; the painted image is applied to the model by a simple cut-
paste-and-blend operation in 2D texture space without the need for 3D intervention.

Figure 9. Left to right: constrained segmentation followed by image-based editing (edited regions
are shown numbered before and after editing; editing results are marked ”E”); before and after com-
parison for paint restoration; underlying mesh before and after quad parameterization (thick lines
indicate patch boundaries).
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