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Designing a Highly-Scalable Operating System:  The Blue Gene/L Story  José Moreira*, Michael Brutman**, José Castaños*, Thomas Engelsiepen***, Mark Giampapa*, Tom Gooding**,  Roger Haskin***, Todd Inglett**, Derek Lieber*, Pat McCarthy**, Mike Mundy**, Jeff Parker**, Brian Wallenfelt****  *{jmoreira,castanos,giampapa,lieber}@us.ibm.com IBM Thomas J. Watson Research Center Yorktown Heights, NY 10598  ***{engelspn,roger}@almaden.ibm.com IBM Almaden Research Center San Jose, CA 95120 **{brutman,tgooding,tinglett,pjmccart,mmundy,jjparker}@us.ibm.com IBM Systems and Technology Group Rochester, MN 55901 ****wallenfe@gmail.com> GeoDigm Corporation Chanhassen, MN 55317  Abstract  Blue Gene/L is currently the world’s fastest and most scalable supercomputer. It has demonstrated essentially linear scaling all the way to 131,072 processors in several benchmarks and real applications. The operating systems for the compute and I/O nodes of Blue Gene/L are among the components responsible for that scalability. Compute nodes are dedicated to running application processes, whereas I/O nodes are dedicated to performing system functions. The operating systems adopted for each of these nodes reflect this separation of function. Compute nodes run a lightweight operating system called the compute node kernel. I/O nodes run a port of the Linux operating system. This paper discusses the architecture and design of this solution for Blue Gene/L in the context of the hardware characteristics that led to the design decisions. It also explains and demonstrates how those decisions are instrumental in achieving the performance and scalability for which Blue Gene/L is famous.   1 Introduction  The Blue Gene/L supercomputer has a proven scalability record up to 65,536 dual-processor compute nodes, as reported in [4],[9],[21],[22],[23] and [26]. Several system components contribute to that scalability. In this paper we discuss one of them: the operating system solution for its nodes. Although the system software, including the                                                               Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SC2006 November 2006, Tampa, Florida, USA  0-7695-2700-0/06 $20.00 ©2006 IEEE  

operating system, for Blue Gene/L has been described before in [15], this paper presents it from a different perspective, with additional information and experimental results.  Each Blue Gene/L compute node is a small computer with two processors and its own private memory that is not visible to other nodes. The standard approach for this kind of parallel machine is to run one instance of a node operating system on each compute node. In principle, this would indicate that scalability of the node operating system is not a concern by itself. Nevertheless, there are several constraints that complicate matters with respect to designing the operating system solution for Blue Gene/L. First and foremost, we had to deliver and support several Blue Gene/L systems in a tight budget and schedule. The development team was approximately 10-20% of the size of a normal IBM server development team. This constraint actually guided many decisions, not only for software but also for Blue Gene/L hardware. Second, we were aware of problems that other teams had encountered and studied regarding the interference of system functions on large parallel machines. We needed an operating system solution for Blue Gene/L that would support efficient execution of communicating parallel jobs with up to 131,072 tasks. Third, we had to have a flexible solution that could (1) be extended as new customer requirements arose and (2) be modified if we observed scalability problems.  An extensible approach was crucial to the entire design. Even though Lawrence Livermore National Laboratory (LLNL) was the major sponsoring customer, we knew early on that the business model for Blue Gene required additional customers. Very likely (and indeed this is what happened) those additional customers would have requirements beyond LLNL’s interests. Examples of such additional requirements include sockets communication, new file systems, and new job schedulers. In designing the operating system solution for Blue Gene/L, we followed a simple principle: The structure of the software should reflect the structure of the hardware. The Blue Gene/L hardware architecture includes a variety of 
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nodes with dedicated roles: compute nodes, I/O nodes, service nodes, front-end nodes and file server nodes. Compute and I/O nodes constitute what is typically called a Blue Gene/L machine. Service, front-end and file server nodes are standard, commercially available computers that play a supporting role in implementing a complete Blue Gene/L system. The operating system solution for Blue Gene/L reflects this heterogeneity and specialization of the hardware. Compute nodes run an operating system that is dedicated to supporting application processes performing computations. I/O nodes run an operating system that is more flexible and can support various forms of I/O. The service node (which runs a conventional off-the-shelf operating system) provides support for the execution of the compute and I/O node operating systems. The file servers store data that the I/O nodes read and write. The front-end nodes support program compilation, submission, and debugging. This approach of specialized hardware and software functions is similar to that adopted in ASCI Red [8], which had both compute and system nodes, each performing different functions. This paper describes the operating system solution for the Blue Gene/L compute and I/O nodes. We also discuss the role of the service node, since it impacts the compute and I/O nodes. Further discussion of the front-end and file server nodes is beyond the scope of this paper, since software on the front-end nodes does not really interact with the compute and I/O nodes operating systems, and file server nodes are in no way specific to Blue Gene/L. The rest of this paper is organized as follows. Section 2 describes the general architecture of the Blue Gene/L machine, providing the necessary context to understand the solution adopted for the operating system. Section 3 describes the solution itself, including those components running on the compute nodes, I/O nodes, and service node. Section 4 describes our experience in developing and deploying the solution, including additional features that were added per customer requests. That section also reports on experimental results that help us understand the performance characteristics of our solution. And finally, Section 5 presents our conclusions.  2 General architecture of Blue Gene/L  We briefly discuss the overall system architecture of Blue Gene/L in this section. For a more thorough description, the reader is referred to [7]. A Blue Gene/L machine consists of a number of compute and I/O nodes interconnected in a regular topology. See Figure 1 for a high-level view of a Blue Gene/L system. The compute and I/O nodes form the computational core of Blue Gene/L. They are controlled from the service node through an Ethernet control network. The control traffic is converted to lower level protocols (e.g., JTAG) before actually making to the compute and I/O nodes.  The I/O nodes connect the core 

to file servers and front-end nodes through a separate Ethernet functional network.  EthernetEthernet
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control network service node front-end nodes  Figure 1: High-Level View of a Blue Gene/L System.  The basic building block of Blue Gene/L is the Blue Gene/L Compute ASIC (BLC). The internals of that ASIC are shown in Figure 2. The BLC contains two non-coherent PowerPC 440 cores, each with its own private L1 cache (split for instructions and data). Associated with each core is a small (2 KiB1) L2 cache that acts as a prefetch buffer and translates between the 32-byte cache line size of the L1 to the 128-byte cache line size of the L3. Completing the on-chip memory hierarchy is 4 MiB2 of embedded DRAM (eDRAM) that is configured to operate as a shared L3 cache. Also on the BLC is a memory controller (for external DRAM) and interfaces to the five networks used to interconnect Blue Gene/L compute and I/O nodes: torus, collective, global barrier, Ethernet, and control network.  PLB (4:1) L2L2 SharedSRAMSharedSRAMJTAGGbitEthernet 144b DDRinterface
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Blue Gene/L compute and I/O nodes both use this ASIC with 512 MiB of external memory (a 1 GiB3 option is also available for the compute nodes), but their roles are quite different, as described in Section 3. Only compute nodes are interconnected through the torus network. Conversely, only I/O nodes have their Ethernet port connected to the functional network. The I/O nodes plug into an Ethernet fabric together with the file servers and front-end nodes. The collective and global barrier networks interconnect all (compute and I/O) nodes. The control network is used to control the hardware from the service node.  Blue Gene/L is a partitionable machine, and can be divided along natural boundaries into electrically isolated partitions. These boundaries are 8x8x8 configurations of compute nodes called midplanes. A partition is formed by a rectangular arrangement of midplanes. Each partition can run one and only one job at any given time. During each job, the compute nodes of a partition are in one of two modes of execution: coprocessor mode or virtual node mode. All compute nodes stay in the same mode for the duration of the job. These modes of execution are described in more detail below.  3 The Blue Gene/L operating system solution  The operating system solution for Blue Gene/L has components running on the I/O and service nodes, in addition to the actual compute node kernel. In this section, we describe that solution. We start with the overall architecture and proceed to describe the role of the separate components. As previously mentioned, the software architecture reflects to a great degree the hardware architecture of Blue Gene/L.  3.1 Overall operating system architecture  A key concept in the Blue Gene/L operating system solution is the organization of compute and I/O nodes into logical entities called processing sets or psets. A pset consists of one I/O node and a collection of compute nodes. Every system partition, in turn, is organized as a collection of psets. All psets in a partition must have the same number of compute nodes, and the psets of a partition must cover all the I/O and compute nodes of the partition. The psets of a partition never overlap. The supported pset sizes are 8, 16, 32, 64 and 128 compute nodes, plus the I/O node.  The psets are a purely logical concept implemented by the Blue Gene/L system software stack. They are built to reflect the topological proximity between I/O and compute nodes, thus improving communication performance within a pset. The regular assignment of compute to I/O nodes enforced by the pset concept allows us to simplify the system software stack while delivering good performance                                                             3 GiB = 1,073,741,824 bytes (gibibyte - http://en.wikipedia.org/wiki/Binary_prefixes) 

and scalability. With a static assignment of I/O to compute nodes, it becomes easier to separate operating system responsibilities. To understand those responsibilities, it is useful to have a picture of the job model for Blue Gene/L. A Blue Gene/L job consists of a collection of N compute processes. Each process has its own private address space and two processes of the same job communicate only through message passing. The primary communication model for Blue Gene/L is MPI. The N compute processes of a Blue Gene/L job correspond to tasks with ranks 0 to N-1 in the MPI_COMM_WORLD communicator. Compute processes run only on compute nodes; conversely, compute nodes run only compute processes. The compute nodes of a partition can all execute either one process (in coprocessor mode) or two processes (in virtual node mode) each. In coprocessor mode, the single process in the node has access to the entire node memory. One processor executes user code while the other performs communication functions. In virtual node mode, the node memory is split in half between the two processes running on the two processors. Each process performs both computation and communication functions. The compute node kernel implements these models in the compute nodes. I/O nodes behave more like conventional computers. In fact, each I/O node runs one image of the Linux operating system. It can offer the entire spectrum of services expected in a Linux box, such as multiprocessing, file systems, and a TCP/IP communication stack. These services are used to extend the capabilities of the compute node kernel, providing a richer functionality to the compute processes. Due to the lack of cache coherency between the processors of a Blue Gene/L node, we only use one of the processors of each I/O node. The other processor remains idle.  3.2 The compute node kernel  The compute node kernel (CNK) accomplishes a role similar to that of PUMA [24],[25] in ASCI Red by controlling the Blue Gene/L compute nodes. It is a lean operating system that performs a simple sequence of operations at job start time. This sequence of operations happens in every compute node of a partition, at the start of each job: 1. It creates the address space(s) for execution of compute process(es) in a compute node. 2. It loads code and initialized data for the executable of that (those) process(es). 3. It transfers processor control to the loaded executable, changing from supervisor to user mode. The CNK consumes only 1 MiB of memory. It can create either one address space of 511 MiB for one process (in coprocessor mode) or two address spaces of 255 MiB each for two processes (in virtual node mode). (1023 and 511 MiB respectively with the 1 GiB memory option.) The address spaces are flat and fixed, with no paging. The entire 



mapping is designed to fit statically in the TLBs of the PowerPC 440 processors. The loading of code and data occurs in push mode. The I/O node of a pset reads the executable from the file system and forwards it to all compute nodes in the pset. The CNK in a compute node receives that executable and stores the appropriate memory values in the address space(s) of the compute process(es). Once the CNK transfers control to the user application, its primary mission is to “stay out of the way”. Since there is only one thread of execution per processor, there is no scheduling for the kernel to perform.  Also, the memory space of a process is completely covered by the TLB in the processor running that process, so there is no memory management to perform. In normal execution, processor control stays with the compute process until it requests an operating system service through a system call. Exceptions to this normal execution are caused by hardware interrupts: either timer alarms requested by the user code or an abnormal hardware event that requires attention by the compute node kernel. When a compute process makes a system call, three things may happen: 1. “Simple” system calls that require little operating system functionality, such as getting the time or setting an alarm, are handled locally by the compute node kernel. Control is transferred back to the compute process at completion of the call. 2. “I/O” system calls that require infrastructure for file systems and IP stack are shipped for execution in the I/O node associated with that compute node. (That is, the I/O node in the pset of the compute node.) The compute node kernel waits for a reply from the I/O node, and then returns control back to the compute process. 3. “Unsupported” system calls that require infrastructure not present in Blue Gene/L, such as fork and mmap, are returned right away with an error condition. In Blue Gene/L we have implemented 68 system calls from Linux and an additional 18 CNK-specific calls [11]. The other Linux system calls are unsupported. In our experience, very seldom does a scientific application need one of the unsupported system calls. When it does, we adopt a combination of two solutions: either (1) change the application or (2) add the required system call. There are two main benefits from the simple approach for a compute node operating system: robustness and scalability. Robustness comes from the fact that the compute node kernel performs few services, which greatly simplifies its design, implementation, and test. Scalability comes from lack of interference with running compute processes. Previous work by other teams [16] has identified system interference as a major source of performance degradation in large parallel systems. The effectiveness of our approach in delivering a system essentially free of 

interference has been verified directly through measurements of system noise [5],[12],[20] and indirectly through measurements of scalability all the way to 131,072 tasks in real applications [9],[21],[26] .  3.3 The role of the I/O node  The I/O node plays a dual role in Blue Gene/L. On one hand, it acts as an effective master of its corresponding pset. On the other hand, it services requests from compute nodes in that pset. Jobs are launched in a partition by contacting corresponding I/O nodes. Each I/O node is then responsible for loading and starting the execution of the processes in each of the compute nodes of its pset. Once the compute processes start running, the I/O nodes wait for requests from those processes. Those requests are mainly I/O operations to be performed against the file systems mounted in the I/O node. Blue Gene/L I/O nodes execute an embedded version of the Linux operating system. We call it embedded because it does not use any swap space, it has an in-memory root file system, it uses little memory, and it lacks the majority of daemons and services found in a server-grade configuration of Linux. It is, however, a complete port of the Linux kernel and those services can be, and in various cases have been, turned on for specific purposes. The Linux in Blue Gene/L I/O nodes includes a full TCP/IP stack, supporting communications to the outside world through Ethernet. It also includes file system support. Various network file systems have been ported to the Blue Gene/L I/O node, including GPFS, Lustre, NFS, and PVFS2 [17]. Blue Gene/L I/O nodes never run application processes. That duty is reserved to the compute nodes. The main user-level process running on the Blue Gene/L I/O node is the control and I/O daemon (CIOD). CIOD is the process that links the compute processes of an application running on compute nodes to the outside world. To launch a user job in a partition, the service node contacts the CIOD of each I/O node of the partition and passes the parameters of the job (user ID, group ID, supplementary groups, executable name, starting working directory, command line arguments, and environment variables). CIOD swaps itself to the user's identity, which includes the user ID, group ID, and supplementary groups. It then retrieves the executable from the file system and sends the code and initialized data through the collective network to each of the compute nodes in the pset. It also sends the command-line arguments and environment variables, together with a start signal. Figure 3 illustrates how I/O system calls are handled in Blue Gene/L. When a compute process performs a system call requiring I/O (e.g., open, close, read, write), that call is trapped by the compute node kernel, which packages the parameters of the system call and sends that message to the CIOD in its corresponding I/O node. CIOD unpacks the message and then reissues the system call, this time under the Linux operating system of the I/O node. Once the 



system call completes, CIOD packages the result and sends it back to the originating compute node kernel, which, in turn, returns the result to the compute process. This simple model works well for transactional operations, such as read and write, which have a clear scope of operation and represent the bulk of I/O in scientific computing. It does not support operations such as memory mapped files, but those are uncommon in scientific computing.  
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 Figure 3: Function Shipping from CNK to CIOD.  There is a synergistic effect between simplification and separation of responsibilities. By offloading complex system operations to the I/O node we keep the compute node operating system simple. Correspondingly, by keeping application processes separate from I/O node activity we avoid many security and safety issues regarding execution in the I/O nodes. In particular, there is never a need for the common scrubbing daemons typically used in Linux clusters to clean up after misbehaving jobs. Just as keeping system services in the I/O nodes prevents interference with compute processes, keeping those processes in compute nodes prevents interference with system services in the I/O node. This isolation is particularly helpful during performance debugging work. The overall simplification of the operating system has enabled the scalability, reproducibility (performance results for Blue Gene/L applications are very close across runs [12]), and high-performance of important Blue Gene/L applications.  3.4 The role of the service node  The Blue Gene/L service node runs its control software, typically referred to as the Blue Gene/L control system. The control system is responsible for operation and monitoring of all compute and I/O nodes. It is also responsible for other hardware components such as link chips, power supplies, and fans. But this functionality is outside the scope of this paper. Tight integration between the Blue Gene/L control system and the I/O and compute nodes operating systems is central to the Blue Gene/L software stack. It represents one more step in the specialization of services that characterize that stack.  

In Blue Gene/L, the control system is responsible for setting up system partitions and loading initial code and state in the nodes of a partition. The Blue Gene/L compute and I/O nodes are completely stateless: no hard drives and no persistent memory. When a partition is created, the control system programs the hardware to isolate that partition from others in the system. It computes the network routing for the torus, collective and global interrupt networks, thus simplifying the compute node kernel. It loads operating system code for all compute and I/O nodes of a partition through the dedicated control network. It also loads an initial state in each node (called the personality of the node). The personality of a node contains information specific to the node. Key components of the personality of I/O and compute nodes are shown in Table 1.  Table 1: Personalities of Compute and I/O Nodes. Compute node personality I/O node personality • Memory size • Bit-steering for memory configuration • Physical location • x, y, z torus coordinates • Pset number and size • Routes for the collectives network • Memory size • Bit-steering for memory configuration • Physical location • Pset number and size • Routes for the collectives network • MAC and IP address • Broadcast and gateway IP addresses • Service node IP address • NFS server address and export directory • Security key  4 Experience and experiments  In this section, we discuss the experience of working with the Blue Gene/L operating system solution. We first discuss the effort to add socket communication support. We then discuss the work on different file systems ported to Blue Gene/L. We continue with a discussion of a recent enhancement to the programming environment for Blue Gene/L, the support for MPMD applications. Finally, we report performance results from benchmarks and applications that demonstrate the scalability of Blue Gene/L.  4.1 Socket communications in Blue Gene/L  MPI has always been the primary model for inter-task communication in Blue Gene/L. MPI is implemented entirely in user mode, and it works only between the tasks of a job. This is highly satisfactory for LLNL. However, our second customer, The Netherlands Foundation for Research in Astronomy (ASTRON, http://www.astron.nl/), wanted to use Blue Gene/L to process streams of signals from the new LOFAR radio telescope (http://www.lofar.nl/) [18]. Our 



approach was to stick to standards and implement sockets in Blue Gene/L. We accomplished that through changes in both the compute node kernel and in the CIOD component of the I/O node software stack. For simplicity, we chose to implement only client side sockets. That is, Blue Gene/L compute processes can initiate socket connections but they cannot accept incoming socket connections. The changes to the compute node kernel were relatively simple. We just had to add the system calls used for sockets in Linux. These system calls do not really cause any action on the compute node, except for shipping them directly to the corresponding CIOD for execution. Changes to CIOD were a bit more elaborate. Different from file system operations, socket reads and writes can block for indefinite periods of time. Since a single CIOD serves all compute processes of a pset, it is a bad idea for it to block indefinitely! We addressed this problem by replacing blocking calls at the compute process level with non-blocking calls at the time of reissue by CIOD. CIOD places the blocking operation in a wait queue and polls the socket until the operation is complete. This allows CIOD to move on to other things if a particular socket operation is not ready to be performed. Performance optimization of socket read/write operations required additional work during the development of those features. CIOD has to multiplex between polling the collectives network (that interconnects I/O and compute nodes) for requests from several compute processes and actually performing (or initiating) those requests. There was quite a bit of tuning necessary to find the right balance between these activities. If CIOD does not look for work from the compute processes often enough, latency will suffer. On the other hand, if it burns too many cycles looking for new work, delivered bandwidth of work already in progress may suffer. There is also the issue of how often CIOD needs to check for the outstanding operations in the wait queue.   
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 Figure 4: Performance of Socket I/O in Blue Gene/L.   In the end, sustained performance for socket I/O is quite satisfactory, as can be seen in Figure 4. Out of a peak 

Gigabit Ethernet bandwidth of 125 MB/s per I/O node, we see that socket I/O in Blue Gene/L achieves over 110 MB/s per I/O node.  4.2 File systems in Blue Gene/L  The Blue Gene/L compute nodes are completely oblivious to which file systems are in use. Since file operations are shipped to CIOD to be reissued within the I/O node Linux, applications can use any file system that has been ported to the I/O node Linux. The main file system in use at LLNL is Lustre, ported by a local team [19]. GPFS and PVFS2 also work with Blue Gene/L [17]. In some cases the port of a new file system can be quite easy (Argonne did their PVFS2 port in a couple of days). For GPFS in particular, it was easy to prototype additional packages required by the file system, but practical considerations made it difficult to include the packages in the product release. More significantly, the absence of local disk in the I/O node required inventing new techniques for storing per-node information. These include configuration files, trace output, and stuff that goes in /var (for example) on standard Linux systems. We considered a variety of alternatives to provision this information, finally deciding on a single NFS shared file system for storing the per-node information. For file systems, the effort in tuning for performance is much larger than just getting the system to work. In another demonstration of extensibility, LLNL modified CIOD to perform different file system setup, depending if the job about to start was in coprocessor or virtual node mode [13]. This proves to be very important for Lustre performance. Based on this experience, we have extended CIOD to allow selecting file systems on a per job basis. This is a good example of how ideas from several sources make into Blue Gene/L for benefit of all users. Results for file system performance with GPFS are shown in Figure 5. This particular experiment is performed on a small Blue Gene/L machine (two racks with a total of 2048 compute nodes and 256 I/O nodes). That Blue Gene/L machine is paired, through a Cisco 6509 Gigabit Ethernet switch, with a GPFS I/O cluster consisting of 32 dual-processor 3.2 GHz Xeon servers with 4 GiB of memory each. The servers are connected by Fibre Channel to eight (8) DS4300 disk controllers. Each controller has three expansion drawers. Since each controller an drawer holds 14 disks, the storage subsystem has a total of 448 disks. These are 72 GB 15k RPM disks. It is clear from the graph that performance scales well with number of nodes until “something else” saturates. For this particular experiment, that something else is the DS4300 disk controllers. Writes saturate before reads because of the RAID-5 operations in the controllers.  
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 Figure 5: Performance of GPFS in Blue Gene/L.  4.3 MPMD support The initial program execution environment for Blue Gene/L supported only Single Program Multiple Data (SPMD) applications. All compute tasks in a job had to execute exactly the same code. To satisfy a request from the National Center for Atmospheric Research (NCAR), we recently made an enhancement to the system to support Multiple Program Multiple Data (MPMD) applications. There are limitations to the implementation, but it follows the philosophy of the compute node kernel staying out the way and letting the user take full advantage of the system. The user does need to provide a “launcher” program that starts executing on all the nodes. That launcher program then selects the application code to run based on the MPI rank of the compute node. Execution of the application code is initiated by the execve system call, which was added for this specific purpose.  4.4 Benchmarks and applications  There are several results about Blue Gene/L performance published in the literature [1],[4],[9],[10],[14],[21],[26]. We here focus on just a few examples to illustrate the impact of the operating system in the performance of benchmarks and applications. First, we compare the performance of a single Blue Gene/L node executing the serial version of the NAS parallel benchmarks (class A) on top of two different operating systems: the CNK normally used on the Blue Gene/L compute nodes, and Linux normally used on the Blue Gene/L I/O nodes. Those results are shown in Table 2. It is clear that the performance benefit of CNK can be substantial, with the execution time increasing up to 300% for the IS benchmark. The reason for performance difference is that Linux has to handle TLB misses during execution, while CNK does not, as it maps the entire node memory in the TLB of the processor. The impact is worse for code that touches memory randomly, like IS.  

Table 2: Single-node Performance for NAS Benchmarks on CNK and Linux.   CNK Linux  Time(s) Speed (Mops) Time(s) Speed (Mops) % Time % Speed is.A 5.7 14.7 23.0 3.6 303.0 -75.5 ep.A 172.6 3.1 177.2 3.0 2.7 -3.2 lu.A 380.3 313.7 504.0 237.0 32.5 -24.5 sp.A 375.0 227.0 517.4 164.3 38.0 -27.6 cg.A 27.1 55.0 32.3 46.3 19.2 -15.8 bt.A 522.6 322.0 613.0 274.4 17.3 -14.8  Illustrating the issue of scalability, Figure 6 shows the performance behavior of Flash (an astrophysics code from the University of Chicago) [6] on various systems. This is a weak scaling experiment, so ideal behavior would be for the execution time to stay constant as the number of processors increase. We observe that that is true only for the Blue Gene/L machines. All other machines eventually reach a point where the execution time grows significantly worse with the system size. Figure 7 is a speedup curve for Miranda (a hydrodynamics code from LLNL) on Blue Gene/L [4]. This is a strong scaling experiment, and we observe an almost linear improvement in performance from 8192 to 65536 processors. Contributing to the scalability of Flash and Miranda on Blue Gene/L are the low-overhead user-mode MPI (enabled by the kernel) and the non-interference of system services on applications.  Sod Discontinuity Scaling Test - Total Time
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Figure 6: Performance of Flash in Different Parallel Systems (Weak Scaling).  



 Figure 7: Strong Scaling of Miranda on Blue Gene/L (used with permission from the authors of [4]).  5 Conclusions  In designing the operating system solution for Blue Gene/L, we adopt a software architecture reflecting the hardware architecture of the system. A Blue Gene/L system consists of a core machine with compute and I/O nodes and several auxiliary machines (service node, front-end node, file servers). In the core machine, compute nodes are dedicated to running application processes and I/O nodes are dedicated to providing system services to those processes. Following that architecture, the operating system for the compute nodes is a lightweight kernel with the mission of launching one (or two) compute process(es) and staying  out of the way. The operating system for the I/O node is a port of Linux that implements the file system and TCP/IP functionally that the compute processes need to communicate with the outside world. This separation of responsibilities leads to an operating system solution that is (1) simple, (2) robust, (3) high performing, (4) scalable, and (5) extensible. The system is robust primarily because its simplicity facilitates design, implementation and test. The high performance and scalability characteristics come from a lack of interference between system services and running applications, which are free to exploit the hardware and run at full speed. Extensibility comes from the simplicity and separation of roles between I/O and compute nodes. Results from several benchmarks (Linpack [22], HPC Challenge [23], sPPM, UMT2k [1]) and applications (Miranda [4], ParaDis [3], ddcMD [21], Qbox [9], SPaSM [14]) have proved that the operating system for Blue Gene/L supports nearly perfect scalability to over 100,000 processors. The fact that many of these applications have run on a full machine partition for days without interruption confirm the robustness of the software (and hardware, of course). Finally, the several features added to the operating system on customer request (socket support, file system 
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