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ABSTRACT

In this paper we present a new motion estimation scheme that 
constraints the matching difference function with a similarity 
measure in its motion search process. We exploit the motion 
correlation among adjacent pixel blocks with similar statistics 
features and formulate this correlation as a similarity measure 
in terms of the motion similarity between the current pixel 
block and the neighboring blocks weighted by their 
corresponding statistical similarity.  We then use this 
similarity measure as a constraint in the matching difference 
function to effectively trade off the differences in the pixel 
intensity values with the correlation in the adjacent motion 
vectors. Thus the motion estimation process becomes not 
only to minimize the differences in the pixel values but also 
to weight on the motion similarity in statistically similar 
neighbors.  We applied this new motion estimation scheme to 
a distributed video coding system for side information 
generation at the Wyner-Ziv decoder and compared its 
performance to the scheme with no similarity constraint. The 
experimental results have shown that our motion estimation 
scheme with the similarity constraint has achieved significant 
gains in the fidelity of the generated side information and the 
decoded Wyner-Ziv frames over the scheme with no 
similarity constraint. 
  

INTRODUCTION  
Motion estimation has been widely used in predictive video 
coding and adopted by international standards[1,2] for 
generic motion picture coding.  In a conventional, standard 
based video coding system, to encode a frame of video signal 
using motion compensated predictive coding, the encoder 
partitions the frame into blocks of pixels and performs block-
based motion estimation and motion compensated prediction 
to exploit the temporal redundancy.  In motion estimation, the 
encoder applies a search algorithm on a previously decoded 
adjacent frame (termed a reference frame) to find a reference 
block that minimizes the matching difference objective 
function measuring the distortion between the reference and 
the current block to be encoded.  This reference block is the 
motion compensated prediction of the current block and the 
difference between the current block and the reference block 
is the motion compensated prediction error or the residue 
block. The encoder then applies transform coding on the 
residue block to make use of the spatial redundancy. For 
instance, the residue block is transformed into Discrete-
Cosine-Transform (DCT) coefficients and the coefficients are 
then quantized and compressed further by entropy coding. 
Finally, the encoder formats the compressed coefficients, 
together with the coded corresponding motion vectors, into a 
bitstream according to the syntax and semantics defined by 

the standard for transmission or storage.  Clearly, the motion 
estimation is a very important step and has a direct impact on 
the encoding performance; the better ability of the motion 
estimator has to find the true motion vectors, the higher 
performance the encoder can achieve.  On the other hand, the 
ability of a motion estimator to find the true motion vectors 
depends on its search algorithm and search criterion. Over the 
years, researchers have investigated various motion 
estimation approaches [3, 4] and found that the block 
matching algorithm is more robust and has over all better 
performance and complexity ratio than other algorithms. If 
the search method and the block size are fixed (for example, 
if the full or exhaustive search method and 16x16 block) are 
used, then the motion estimation performance will be the 
function of the matching difference criterion defined 
according to some distance measure. The most commonly 
used matching criteria are defined by the sum of squared 
difference (SSD) and the sum of absolute difference (SAD) 
metrics. Minimizing SSD or SAD between the pixels in 
motion estimation is of mathematical simplicity and easy to 
implement. However, when there are changes in pixel 
intensity and noises, minimizing SSD or SAD often lead to 
false motion vectors. Furthermore, video often contains non-
translational motions and moving objects are not necessary 
rigid due to camera zooming and viewing angle or position 
change. All these may affect the ability of the motion 
estimator to find the correct motion vectors. In this paper, we 
will present a new motion estimation scheme that employs a 
similarity constrained new search criterion to improve the 
motion estimation performance. 

 
This paper is organized as follows. In the next section we will 
describe the new motion estimation scheme and in particular 
will formulate the similarity measure and incorporate it in the 
objective matching difference function as a constraint. Then 
in Section 3, we will apply our new motion estimation 
scheme in distributed video coding for side information 
generation at Wyner-Ziv decoder. In Section 4, we will 
evaluate the performance of our new motion estimation 
scheme and compare it with the performance of the motion 
scheme without the similarity constraint. 

 
2. MOTION ESTIMATION WITH SIMILARITY 
CONSTRAINT  
We propose a new motion estimation scheme to address the 
aforementioned drawbacks by exploiting the motion 
correlation existing in similar adjacent pixels. This is 
achieved by formulating this correlation in the form of a 
similarity measure in terms of the motion similarities among 
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statistically similar neighboring blocks and incorporating the 
similarity measure into the objective matching difference 
function as a constraint in the minimization process.  
 
2.1 Motion Estimation with Conventional Minimization 
Criterion 
Denote  

11 ji i
B   an NxM block of pixels in the current frame 

NP and '
22 jiB  an NxM block of pixels in the reference frame, 

where 2,1,, =kji kk  are the indexes of the column and 

the row, respectively.  We want to estimate the motion vector 

for 
11 jiB  by searching the reference frame' 1−NP  to find the 

best matching block '
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where  xyp  and ''
'

yxp    are intensity values of  pixels at 

point ),( yx  in NP  and  point ),( '' yx  in '
1−NP , 

respectively.   In (1), when n=2 in (1), J is the well known 

SSD metric and when n=1,  J  is the widely used SAD 
metric.  Using the difference function in (1) as the matching 
criterion, the motion estimator searches only to minimize the 
difference in the intensity value of the corresponding pixels. 
However such minimization criterion is sensitive to noises 
and light condition changes and may lead to false motion 
vectors.  
 
2.1 Motion Estimation with Similarity Constrained 
Minimization Criterion  
Motion vectors of pixels that belong to the same object will 
have high correlation. Judiciously exploiting such 
correlations among the neighboring motion vectors may 
effectively help to prevent or reduce the false motion vectors   
and outliers due to slow pixel intensity change and various 
types of noises (i.e., source acquisition noise, transmission 
noise, and coding noise).  Our approach to make use of the 
correlations of the neighboring motion vectors is to measure 
the similarity between the candidate motion vector and the 
existing neighboring motion vectors and incorporate this 
similarity measure as a constraint in the search for the 
reference block that minimizes the matching difference 
criterion. However, neighboring blocks belong to different 
objects or background may likely have different motions; we 
need to distinguish the neighboring blocks and only utilize 
the motion correlations in those neighboring blocks that are 
similar to the current block 

11 ji i
B  and apply the motion 

similarity constraint accordingly in the minimization process.   
 
Recently video similarity measurements have been studied 
and new similarity measures based on local statistics have 
been developed and successfully applied for video quality 
assessment [5, 6]. In has been shown in [5, 6] that local 
statistic features can provide a more noise robust and 
perceptually better measures on the similarity of two blocks 
of pixels than the conventional mean squared error based 

distance measure. Examples of these local statistic features 
include the mean, the variance, and the covariance between 
two blocks of pixels. These statistic features, and also others, 
can be incorporated into a similarity measure. Specifically, 
let P and Q are two blocks of pixels with a size of n × m, the 
pixel values in block P are denoted  as Pij, and the pixel 
values in block Q can be denoted as Qij, wherein i = 1, 2, …, 
n, and j = 1, 2, …, m.  The sample mean, the sample variance 
of P and Q, and the covariance of P and Q are defined, 
respectively, as 
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For our application, we made a modification to the similarity 
index (SI) between P and Q in [5] as  
 
 
 
 
        
whereα  is a positive constant. Similarity index so defined 
has the property   

,),( α≥QP BBSI  

with the equality if and only if QP BB = .  Now we present a 

scheme to use SI weighted the motion similarity to constraint 
the minimization process in the motion estimation.  Let N  be 
the set containing all the available neighboring blocks of the 

current block 
11 ji i

B .  Let 
11 jimv  be the motion vector being 

estimated for 
11 ji i

B  and let nmmv  be the motion vector 

associated with the neighboring block NnmB ∈ ,  we define 

the new matching distance function for the motion estimation 
minimization criterion as 
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Where λ  is a weighting factor reflecting the importance of 
the motion similarity constraint. Using the difference 
function defined in (2), we can reduce the effects of the pixel 
intensity changes caused by noises and light changes in the 
motion estimation. This new matching criterion will tend to 
smooth the motion vectors of the similar adjacent blocks and 
penalize the outliers with block similarity weighted 
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difference in motion vectors.  In the next section, we will 
apply this new motion estimation scheme in distributed video 
coding wherein finding the correct motion vectors is more 
important than obtaining the minimum pixel difference in 
motion estimation for the side information generation in 
Wyner-Ziv decoding. 
 
3.  APPLICATION TO DISTRIBUTED VIDEO CODING  
Recently significant research efforts have been devoted to 
develop practical distributed video coding (DVC) systems for 
emerging applications, such as distributed video surveillance 
system, mobile visual communication, etc. DVC encoders 
have very restricted computing power and need to adopt low 
complexity encoding algorithms while the decoders at a 
central location can have the resource for sophisticated signal 
processing operations. Current available video coding 
standards, such as MPEG-x and H.26x, are developed for 
traditional complex encoder-simple decoder system 
deployments and therefore are not suitable for DVC 
applications. The work by Slepian-Wolf and Wyner-Ziv  
have laid the theoretical ground for  a low complexity 
encoding and high complexity decoding system,  such as the 
DVC systems, to approach the same rate-distortion 
performance as the traditional coding systems.  Slepian and 
Wolf showed for lossless coding case that given two 
correlated data sources X and Y, even if the side information 
Y is only available at the decoder, the best achievable rate to 
compress X is still the conditional entropy H(X/Y), the same 
rate as Y is also available at the encoder. Wyner and Ziv 
extended this result to the lossy compression case for 
Gaussian sources.  Several recently published papers 
proposed distributed video communication systems based on 
Wyner-Ziv’s theoretical work [7-9].  A key component for a 
DVC system to achieve efficient coding performance is the 
side information generation at the decoder. The higher the 
correlation between the source X and the side information Y, 
the better the coding performance can be achieved. Several 
papers have investigated the side information generation and 
presented progresses in this problem [10-12]. In this section 
we will apply our new motion estimation scheme in side 
information generation for the DVC system.  

3.1 System Framework 
Figure 1 depicts the general framework of our DVC system, 
the source X is split into two sub sources. The frames of one 
sub source are encoded by a Wyner-Ziv (W-Z) encoder. The 
frames of the other sub source are encoded by a traditional 
encoder, e.g., an H.264 encoder, and transmitted to the 
decoder and these frames are decoded by the traditional 
decoder and serve as the reference frames in side information 
generation. Then the Wyner-Ziv frame X’ is decoded by 
exploiting the correlation between X and Y. 
 
3.2 Side Information Generation  
We apply our new motion estimation scheme described in the 
previous section for side information generation in our DVC 
system.  Figure 2 provides a diagram description of the side 
generator. The side information generator consists of a 
similarity estimator, a motion estimator, and a motion 
compensated interpolator.  The similarity estimator computes 
the similarity index (SI) for each of the existing neighboring 
blocks of the current block. The SI indexes are used to weight 

 
 

 
 

 
 
 

 
 
 
 
the motion similarity constraint in the motion estimation 
algorithm. To generate the side information NY for decoding 

the current W-Z frame NX , we use decoded frames for 

motion compensated interpolation. Note that the decoded 
frame can either be a decoded reference frame or a decoded 
W-Z frame.  Motion estimation is first performed between 

'
1−NX  and '

1+NX  by minimizing the similarity constrained 

difference function in (2).  Then the side information NY is 

generated by motion compensated interpolation.  Empty pixel 
positions are filled using the method we reported in our 
previous paper [10]. NY  is fed to the Wyner-Ziv decoder and 

used to decode NX .  

 
 
 
 
 
 
 
 
 
 
 
 

4. SIMULATION RESULTS  
In this section we evaluate the performance of our new 
motion estimation scheme presented in Section 2. Since the 
well known full search block matching motion estimation 
generally has the best performance among all block based 
motion estimation schemes, we chose the full search block 
matching motion estimation scheme with the difference 
function in (1) with n=1 as our benchmark for comparison. 
Our similarity constrained motion estimation scheme is 
implemented using the difference function in (2) with n=1; in 
the experiment, the weighting factor λ  for the similarity 
constraint is 28.0.  All motion estimations for both schemes 
are done in quarter-pel resolution. We applied both motion 
estimation schemes to the DVC system described in the last 
section to estimate the motion vectors between the decoded 
references frames. The motion vectors are then used in 
motion compensated interpolation to generate the side 
information for decoding the current Wyner-Ziv frame. At 
the DVC encoder, all the odd number frames were encoded 
by a simplified H.264 P-frame encoder at the constant quant 
step size of 30 and send to the DVC decoder. All the even 
number frames were Wyner-Ziv coded. The decoded H.264 
frames are used as the reference frames to generate the side 
information for decoding the Wyner-Ziv frames. 



 
 
 

 4 

 
To show the advantage of our motion estimation scheme with 
the similarity constraint, we compared the quality of the side 
information generated by our scheme and by the benchmark 
scheme and the quality of the decoded Wyner-Ziv frames 
using the two schemes.  Figure 3 and Figure 4 are the peak-
signal-to-noise ratio (PSNR) comparisons on the standard 
CIF format video test sequences of Mobile Calendar and 
Coastguard. All PSNR are calculated against the original 
sources. The plots in Figure 3 have shown that, in Mobile 
Calendar case, our new motion estimation scheme has 
outperformed the bench mark scheme with a gain on average 
of 1.02 dB (30.68 dB vs. 29.66 dB) and up to 2.23 dB in side 
information generation. It also achieved a gain on average of 
0.7 dB (35.73 dB vs. 35.03 dB) and up to 1.89 dB on the 
decoded Wyner-Ziv frames.  Figure 4 presents the results on 
Coastguard.  Again, the plots have shown that our new 
scheme outperformed the bench mark scheme in the side 
information generation with a gain on average of 0.9 dB 
(33.07 dB vs. 32.17 dB) and up to 1.27 dB and a gain of 0.23 
dB on average and up to 0.33 dB on the decoded Wyner-Ziv 
frames. Here we should point out that, comparing to the gains 
in side information generation, the gains in decoded Wyner-
Ziv frames are relatively smaller. This is due to model 
mismatch and other imperfectness in the Wyner-Ziv coding.  
 

5. Summary and Conclusions 
 
In this paper we have presented a new motion estimation 
scheme. This scheme can exploit the motion correlation that 
exists in neighboring similar blocks.  The similarity measure 
is formulated in terms of the motion similarity weighted by a 
local statistical similarity. The similarity measure is used as a 
constraint in the objective difference function to reduce the 
effects of noises and pixel intensity changes and to trade off 
the minimization of the difference in pixel values with the 
motion smoothness in the motion estimation.  We also have 
applied this new motion estimation scheme in a DVC system 
to generate side information for Wyner-Ziv decoder and 
compared its performance with a bench mark scheme. The 
results have shown that our motion estimation scheme has 
achieved significant gains in the fidelities of both the side 
information and decoded Wyner-Ziv frames.   
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