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1.  The nature of the optically excited state 
 
The simple, single-particle, tight-binding model (TBM) and its refinements to include 
curvature effects [1,2] and trigonal distortions [3-5] has been very successful in 
describing qualitative trends in a large array of phenomena involving CNTs. Inclusion of 
electron-electron interactions is however essential for a quantitative analysis and even for 
the correct qualitative understanding of the physics of nanotubes. This is particularly true 
when it comes to understanding the nature of the excited states of CNTs. Early on, 
theoretical work by T. Ando [6] pointed out the importance of e-e interactions in 
nanotube excited states. He indicated that such interactions in semiconducting CNTs 
would, in general, open up a wider band-gap than that predicted by the TBM, while the 
electron-hole attraction will lead to bound excitons and partially compensate for the 
excitation blue shift. A number of additional theoretical studies incorporating e-e 
interactions supported and clarified the excitonic nature of the excited states of CNTs. [6-
12] However, because of the similarity of the inter-band excitation energies predicted by 
the TBM and the experimentally observed transition energies, the exciton picture was 
slow to be generally adapted. Eventually, convincing evidence came from a variety of 
experiments. For example, absorption and fluorescence spectroscopy uncovered  the 
anomalous “ratio problem”, i.e. that the ratio of the second, E22,  to the first excitation 
energy, E11,  is not 2, as predicted by single-particle models, but is closer to 1.8 when 
extrapolated to large CNT diameters, or zero energy. [11,13]  While because of the dipole 
selection rule, single-photon spectroscopy probes odd parity excited states, two-photon 
spectroscopy probes even parity states. In chiral CNTs the exciton states resulting from a 
given band-to-band transition have even (g), or odd (u) symmetry with respect to a two-
fold axis (U-axis) perpendicular to the tube axis. Indeed, comparison of one- and two-
photon fluorescence spectroscopy results [14,15] showed an energy splitting of about 
300meV for the lowest u and first excited g-exciton states of 0.8 nm CNTs. Resonant 
photoconductivity studies [16] and later fluorescence studies [17-21] found phonon 
sidebands to the purely electronic transitions (zero-phonon lines) whose energy and 
intensity could only be accounted for within the excitonic model. [22]  
 The excitons in single-walled CNTs are Wannier type excitons [23], which because of 
the circumferential electron confinement and their 1D character have unusually high 
binding energies; typically Eb~0.3-0.5eV. The exciton binding energy depends on the 
diameter and chirality of the semiconducting CNT. Increasing the diameter decreases the 
confinement and decreases Eb. The Coulombic coupling between the electron and hole 
forming the 1D CNT exciton, as in the case of bulk excitons, depends on dielectric 
screening. In bulk excitons Eb}1/ε2. In nanotubes, when the exciton size is larger than the 



tube diameter, most of the electric field lines between charges penetrate the surrounding 
medium and this makes Eb (as well as bandgap Eg) a function of the dielectric constant of 
the surrounding environment. Perebeinos et al. [8] gave the following expression for the 
dependence Eb on CNT diameter (d), effective mass (m*) and dielectric constant (ε): 

εα-2 *α-1 -α
bE =Cd m , where α=1.4. An example is given in Fig.1 which shows the computed 

absorption spectra of a (19,0) CNT as a function of the dielectric environment. Fig. 1a 
gives both the exciton (E11, E22) and interband transition (Δ11, Δ22) spectra, while in Fig. 
1b the excitonic contributions are subtracted. [24] It is clear that in CNTs most of the 
oscillator strength is transferred from the inter-band to the excitonic transitions, which 
dominate their optical absorption and emission spectra. [7,8] Only in CNTs embedded in 
high dielectric constant media, where the e-h interaction is effectively screened, do the 
interband transitions become strong. 
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Fig. 1 Absorption spectra of a (19,0) CNT (with diameter d=1.5 nm) as a function of the 
dielectric response [24]: red curve-1 ε=2.0, models the CNT response in vacuum [7]; blue curve-2  
ε=3.3, models the CNT response in solution [25]; green curve-3 ε=5.5; magenta-4 ε=9.2. (a) 
Total absorption due to both excitons and interband contributions. The E11 energy is kept 
constant. (b) Interband absorption with the exciton contribution of E11 and E22 being subtracted 
out. Note the difference in scales in (a) and (b) (x25). 
 
 Including the effect of electron-electron interactions changes more than the energies of 
the electronic excitations of nanotubes; it removes the degeneracies present in the single-
particle model as shown in Fig. 2.   
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Fig. 2 Electronic structure of a (19,0) tube based on the π-tight-binding model: (a) dispersion of 
the doubly degenerate valence and conduction bands; (b) density of states with peaks 
corresponding to the bottom of the first, second, and third bands with energies 1

L±Δ , 2
L±Δ , and 

3
L±Δ correspondingly. The superscript L is the angular momentum measured as a minimum 

distance from the K or K’ graphene points in units of 2/3d, as shown in (d). (c) exciton dispersion 
calculated with ε=2 [8,24] for different angular momenta: red – L=0, blue – L=1, green – L=2, 
cyan – L=3, magenta – L=4. The   arrows indicate the minimum energies of excitons for a given 
angular momentum and the horizontal line shows the onset of the intra-band continuum.  
 

2. Exciton Properties 
 

a) Low energy exciton bandstructure – dark and bright excitons 
 
The doubly degenerate valence and conduction bands of the nanotubes give rise to 

the four lowest energy excitons [8,12,26-29], as shown in Fig. 3. The lowest-energy 
exciton has zero circumferential angular momentum and consist of the symmetric linear 
combination of electron-hole pairs originating from the K and K’ points of the graphene 
Brillouin zone. This exciton can not decay radiatively to the ground state, because it has 
even spatial parity. The odd symmetry exciton has a higher energy due to electron 
exchange interactions and it couples to the light field in the dipole approximation. The 
remaining two excitonic states have finite circumferential angular momenta, because they 
originate from electron and hole from different valleys K and K’, and, thus, they cannot 
be excited by light.  
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Fig. 3 (a) Single particle electronic structure of the doubly degenerate valleys around K 
and K’ points of the graphene Brillouin zone shown in red. The four possible electron-hole 
combinations give rise to four fold degenerate states. (b) Coulomb interaction lifts partly this 
degeneracy giving rise to four excitonic bands two of zero angular momenta (black and green) 
and two degenerate excitons with a finite, but opposite signs angular momenta (blue curves).  
 
 As a specific example, the bandstructure of the (19,0) CNT is shown in Fig. 3.  Fig. 3a 
gives the single-particle picture, while Fig. 3b the two-particle structure.  
 

b) Exciton radiative and non-radiative lifetimes 
 

The potential usefulness of carbon nanotubes as an optical material depends on 
their luminescence efficiency, which in turn depends on their radiative and non-radiative 
lifetime. Most studies of bulk, surfactant-coated nanotubes have given low fluorescence 
quantum yields of the order of 10-3 - 10-4. [18, 31-33] Although these yields may have 
significant uncertainties due to the presence of both semiconducting and metallic (non-
emitting) nanotubes, different orientations in solutions and not accurately known 
absorption strengths, it is clear that efficient non-radiative processes are present. (*Very 
recent single molecule fluorescence studies have suggested higher yields of up to 8 %, 
[30]).   

To properly describe the radiative decay process one has to consider the 
bandstructure of the lowest exciton bands and know how they are populated. In the 
following discussion we assume an efficient thermalization of excitons within the band. 
First, we consider a 0-D molecular two level system with a dark state lower in energy by 
δE than a bright state. The radiative lifetime of the bright state, τr, is inversely 
proportional to the dipole oscillator strength, which in turn scales linearly with the size of 
the molecule. The measured radiative lifetime τ* would be the ensemble average, τ*=τrZ, 
where the statistical sum Z for the two level system is given by Z(T)=1+exp(δE/kBT). For 
two-band 1-D excitons with a parabolic bandstructure characterized by an effective mass 
mexc, a similar expression holds for the radiative lifetime except that the statistical sum 



should be now modified to: exc B BZ m k T E k Tδ+~ (1 exp( / )) . As has been discussed 
above, there are four low energy excitonic bands which contribute to the statistical sum, 
and the dispersion of the bright exciton is predicted to be much stronger than other dark 
excitonic bands. This complicates the calculation of the temperature dependence of the 
radiative lifetime from the above expression. However, as shown in Ref. [26] the results 
of the full calculations of the radiative lifetime can be fairly well fitted to a very simple 
expression for tubes with diameters in the range of experimental interest, 1.0 nm < d < 
2.5 nm, as follows:  

τ = τ −min min min* (T / T )exp[(T T) / T] , (1) 
 

where Tmin and τmin are the only two adjustable parameters, standing for the temperature 
at which the radiative  lifetime has its minimum and the corresponding minimum value of 
the radiative lifetime. At very low temperatures the dark state population dominates and 
no emission is, in principle, expected. As temperature increases, the population of the 
bright state also increases and the radiative lifetime decreases. At higher temperatures 
excitonic states with large momentum are occupied, which do not contribute to the light 
emission and, as a result, the radiative lifetime should again increase. Both the minimum 
radiative lifetime and the temperature where this minimum occurs depend on the energy 
splitting δE, and both of them are inversely proportional to the tube diameter.  In cases 
where thermalization between the singlet and the triplet states becomes efficient (for 
example by increasing spin-orbit coupling through magnetic or high-Z impurities), a 
temperature dependence of the radiative lifetime similar to that of Eq. (1) is found, except 
that both the minimum radiative lifetime and Tmin increase by an order of magnitude due 
to the larger singlet-triplet splitting compared to the dark-bright energy splitting in the 
singlet manifold.   

Finally, it is predicted that the τr behavior would be sensitive to deviations from 
ideality, such as symmetry breaking and phonons. Indeed, any symmetry breaking mixes 
the wavefunctions of the dark and bright excitons and leads to a partial transfer of 
spectral weight to the dark exciton. [26] Therefore, observation of an emission peak at a 
lower energy than the dipole allowed transition implies some type of symmetry breaking. 
Single nanotube spectroscopy at low temperatures allows us to probe such effects. Recent 
fluorescence measurements are suggestive of such behaviour by showing multiple peaks, 
with spectral weight shifting from high- to low-energy peaks with decreasing 
temperature. [34-36] In addition, time-reversal symmetry can be broken by the external 
perturbation, such as a high magnetic field ([37], see also J.Kono, chapter x). This leads 
to the “brightening” of the dark state and increased optical quantum yield.  

In accord with the observed low fluorescence quantum yield, the measured 
fluorescence lifetime of semiconducting nanotubes is short, of the order of 10-100 ps, 
while the radiative lifetime is estimated to be of the order of 10 ns (For a detailed 
discussion and references see chapter by T. Hertel et al). The existence of the dark 
exciton states cannot account for the small yield and fast decay because the dark-bright 
splitting is rather small, of the order of 10 meV [26], so thermal equilibrium would leave 
a significant (~ 40%) exciton population in the bright state.  Bimolecular decay processes 
could not be the determining factor either because the short lifetime is observed at even 
low excitation levels. We have to conclude therefore, that another intrinsic energy 



dissipation channel controls the relaxation of the lowest exciton state. Undoubtly, 
electron-phonon coupling between the E11 exciton and the ground state plays a key role. 
[24]     

 
 

c) Exciton-optical phonon sidebands in absorption spectra 
 
Fine structure in the optical data can provide a distinctive signature of excitonic 

transitions in semiconducting carbon nanotubes. In zero-dimensional systems (0-D) 
phonon sidebands show up in optical spectra as replicas of the main electronic transition 
and are used to determine the strength of the exciton-phonon interaction. On the other 
hand, in bulk 3D semiconductors where band-to-band absorption dominates the optical 
spectrum, typically no distinct phonon sidebands are observed. In 1-D systems the zero- 
phonon line has an excitonic origin and optical phonon sidebands are clearly observed. 
Unlike in molecules, the spectral lineshape of this phonon replica is significantly broader 
than that of the zero-phonon line due to the 1-D exciton dispersion, which is much larger 
than the phonon dispersion. In addition, the exciton dispersion makes the phonon 
sideband intensity in carbon nanotubes to be significantly smaller than that in a 0-D 
system with the same strength of the exciton-phonon interaction.  Thus, in a molecular 
system the phonon sideband intensity is given by the Huang-Rhys factor = ω 2S (g / )h , 
where g is the strength of the exciton-phonon interaction and ωh  is the phonon energy, 
which coincides with the position of the sideband replica. In 1-D carbon nanotubes, on 
the other hand, the measured phonon sideband intensity = ω'S ( 2g / )h is smaller than the 
molecular limit result, due to the larger average energy position of the phonon sideband 

q qE−ω = ω +h h , where ωq and Eq are phonon and exciton energies respectively.  

 To calculate the phonon sidebands in the absorption spectra of carbon nanotubes 
we need to know the exciton-phonon coupling between of the optically bright excitons 
and all possible phonons in the carbon nanotube structure. The later is given by a linear 
combination of the electron-phonon interactions [38] with weights determined by the 
exciton wavefunction from the two-particle Bethe-Salpeter equation solution. [8] The 
resulting exciton-phonon interaction is typically few percent stronger than the ground 
state electron-phonon coupling because of the confinement of the optically active exciton. 
[22] The resulting optical absorption is given by the following expression [39]: 

2 2

I (E)(E)
[E ] (E)

α α

α α α

γ
σ =

π − ε + γ∑ ,            (2) 

where Iα, εα, and γα are the oscillator strength, energy, and the self-energy of exciton α. 
The exciton self-energy can be calculated using the Random Phase Approximation (RPA) 
[22]: 

α αη α
η

γ = π δ − − ω∑ '

2

qq
(E) B (E E )h − μ , (3) 

where index η stands for the (α’qµ) variables, BBαη is the exciton-phonon coupling, Eα’q 
and qh − μω  are the exciton and phonon energies, respectively.  
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Fig. 4 First exciton absorption in (17, 0) tube d=1.4 nm calculated in dielectric environment with 
ε=2 [22] including the exciton-phonon coupling. The red curve shows absorption spectra 
according to Eq. (1), the green curve shows the corresponding molecular limit calculated with flat 
exciton dispersion Eq=const, and the blue curve was calculated with the phonon energies set to 
zero to show the contribution to the phonon sideband width from the exciton dispersion. The zero 
phonon line is centered at zero energy and it has approximately 92% of the spectral weight with 
the strongest optical phonon sideband having approximately 8% intensity. 
 

An example of a computed spectrum is shown in Fig. 4. Most of the spectral 
weight is transferred to the optical phonon sideband with energy of ~200 meV. Unlike 
the sidebands in molecular systems, the phonon sideband in CNTs are expected to be 
much broader due to the exciton dispersion. Indeed, a phonon with momentum q can 
assist an exciton transition with the opposite momentum –q, giving rise to a phonon- 
sideband peak with energy , so that the spectral lineshape of the phonon 
sideband resembles a convoluted density of exciton and phonon states. Most importantly, 
the phonon sideband in Fig. 4 peaks at an energy of 210 meV, which is larger than any of 
the single phonon energies of the CNT. This energy shift is due to the fact that the dark 
states with finite angular momentum has the strongest exciton-phonon coupling with the 
K-point optical phonon with energy of 180 meV giving a dark-bright exciton splitting of 
30 meV (the splitting depends on CNT diameter), which accounts for the shift of the 
sideband at about 210 meV.  [16] Therefore, the energy position of the phonon side-
bands gives information about the electronic states of carbon nanotubes that cannot be 
directly accessed. Optical phonon side-bands have also been observed in many other 
optical studies. [17-21]  We have also predicted a weaker RBM replica in the absorption 
spectra. As the CNT diameter is reduced, the exciton-phonon coupling to both RBM and 
optical phonons increases resulting in stronger phonon replicas, which can have up to 15 
% of the oscillator strength in d=1 nm diameter CNTs. The modification of the exciton 
binding energy due to the phonon coupling can reach up to 70 meV.  

− + ω −q qE h 11E

 
Although the acoustic phonon coupling strength is much weaker than the coupling 

to optical phonons, it nevertheless plays an important role in determining the intrinsic 
linewidth of the dipole active (E11) exciton. The experimentally observed linear 
dependence of the excitonic linewidth in the fluorescence data by the Lefebvre group 



[35] of FWHM=0.29 kBT, in 1 nm diameter CNT, can readily be reproduced assuming a 
reasonable strength of the exciton-acoustic phonon coupling [22] and the bright exciton 
dispersion. [26]  

d) Impact excitation, Auger recombination and exciton annihilation 
 

Excited states of carbon nanotubes can be produced by photoexcitation, electron-
hole recombination (see section 1), or through internal excitation by energetic (“hot”) 
carriers flowing through the CNT. The excitation mechanism involves the Coulombic 
interactions between electrons, i.e. an impact scattering mechanism. Electron-electron 
interactions are very strong in 1-D materials such as CNTs. Indeed, calculations suggest 
that impact excitation processes in CNTs, are much more efficient (4-5 orders of 
magnitude stronger) than in conventional bulk semiconductors. [40]  

Conservation of circumferencial angular momentum plays a critical role in 
determining the threshold energy, Eth, for the impact ionization and excitation in carbon 
nanotubes. Due to the hyperbolic dispersion of the electrons and holes, the first and 
second electronic bands in perfect symmetry tubes are not impact ionization active at low 
energies. On the other hand, the third and the fourth bands become impact ionization 
active at the bottom of the band, because the energies of the bands are proportional to the 
angular momenta, such that it is easy to conserve both of them, whereas longitudinal 
momentum along the tube axis is zero in both the initial and final states. Furthermore, the 
impact excitation rate is higher in nanotubes than the impact ionization rate, neglecting 
the strong electron-hole interaction in the produced electron-hole pair. The Coulomb 
interaction between the electron and hole composing an exciton increases the effective 
mass of the exciton, which helps to conserve both energy and momentum and to 
substantially reduce the impact excitation threshold in the first and the second band.  

 
Fig. 5 Impact excitation rates for a (25,0) nanotube d=2.0 nm as a function of energy measured 
from the bottom of the first conduction band Δ1, for the first seven conduction bands shown in red, 
blue, green, cyan, magenta, light red, and black in increasing order of the band index. The vertical 
dashed lines correspond to the bottoms of the conduction bands Δi  i=2,3, . . . ,7 relative to Δ1. 

 
The energy necessary for the electronic excitation must come from the hot 

carriers. The carriers are accelerated by the field but can loose energy to both phonons, 
particularly high energy optical phonons (strongest electron-phonon coupling), and 
electronic transitions. The problem can be treated by solving the corresponding 
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Boltzmann equation. [40] It is thus found that the exciton production rate P varies 
exponentially with the applied field F as P~exp(-Eth/eFλop), where Eth is the excitation 
threshold and λop (~20-40 nm) is the electron mean free path due to optical phonon 
scattering. Optical phonons can efficiently decay into the heat bath provided by the 
substrate. However, in the case of suspended nanotubes evidence has been presented of 
the development of a non-equilibrium optical phonon distribution. [41,42] In our model 
we have included this possibility by having the optical phonons at different temperatures, 
Top, while keeping the other phonons at ambient temperature. The resulting exciton 
production rate could well be fitted by an exponential dependence with an effective 
temperature, Teff. [40]:  

 
2

th b b b op op0 eff effP=P exp( E / k T );  k T (k T ) (eF )− = + 2λ   (4) 
 

Angular momentum conservation law can also help to understand why the reverse 
process, i.e. the Auger recombination of a small longitudinal momentum E11 exciton and 
a free carrier is not important. Indeed, the free carrier in the first band must accept the 
entire E11 exciton energy without changing its own momentum, which is not possible. 
Another exciton decay channel is exciton-exciton annihilation process in which the 
angular momenta of the two colliding low-energy E11 excitons add up to zero is probable. 
In this process, a second E22 exciton of zero angular momentum can be created, whose 
energy is roughly twice the E11 energy at the bottom of the band. This decay channel can 
be efficient provided the exciton density is high. This condition has recently been 
experimentally realized in the impact excitation electroluminescence [43] and under high 
intensity laser ablation. [44-46]  

e) Franz-Keldysh,  Stark effects and exciton ionization by electric fields 
 
In electroluminescence, photoconductivity and impact excitation experiments an electric 
field parallel to the CNT axis is applied. Such a field can modify both the spectral 
properties and excited state decay dynamics of CNTs. The electro-optical response of 3-
D semiconductors was discussed almost fifty years ago by Franz [47] and Keldysh. [48] 
They showed that in the presence of the field, the absorption coefficient decays 
exponentially for photon energies below the semiconductor bandgap and becomes 
oscillatory for photon energies above the bandgap.  The interest in electro-absorption was 
revived about three decades latter after the discovery of the quantum-confined Stark 
effect in 2-D quantum well structures [49,50], where large Stark shifts were observed in 
fields directed perpendicular to the 2-D planes. 

An electric field leads to several modifications of the absorption spectrum: 1) 
modulation of the absorption coefficient; 2) growth of the band-to-band absorption 
spectral weight; 3) shift of the absorption peak, known as the Stark effect; and 4) 
dissociation of the bound exciton. In bulk 3-D semiconductors the exciton binding energy 
is small and most of the theoretical and experimental focus has been on the field-induced 
absorption in the region below the bandgap and on the quantum confined Stark effect in 
2-D structures. [23] In carbon nanotubes, the binding energy is large and the oscillator 
strength of the higher lying Rydberg states is very small, so that relatively large changes 
in the absorption at the first excitonic peak and the first band-to-band absorption are to be 
expected. 



The influence of an external electric field on the absorption spectra of CNTs was 
studies theoretically by Perebeinos and Avouris who solved the Bethe-Salpeter equation 
for excitons in an external dc electric field directed along the tube axis. [51] At zero field, 
there is no absorption in the energy range between the first exciton and the onset of the 
band-to-band absorption (Fig. 6). In the presence of the field, however, an absorption 
peak develops in the optically forbidden region, i.e. below the bandgap at about 0.7 eV 
(Fig. 6). With increasing field strength, spectral weight is transferred from the excitonic 
peak to the band-to-band absorption. At some critical field Fc, the band absorption 
merges with the first exciton absorption peak. In contrast, in the absence of excitons the 
band-to-band absorption simply decays exponentially below the bandgap edge. The same 
authors found quadratic field dependences of both the spectral weight growth of the 
band-to-band absorption and of the Stark shift. The effects are most pronounced in large 
diameter tubes with large excitonic radii, since the field coupling of the bound exciton to 
the free electron-hole continuum states is proportional to the exciton radius. [8] 
Specifically, they found the spectral weight shift to be proportional to ~d4F2 and that it 
can be as large as 10% at 15 V/μm in d=1.5 nm, while the Stark shift is proportional to 
~d3F2 and can be as large 10 meV at 15 V/μm in d=1.5 nm tube.  

 The presence of the field can also lead to the ionization (dissociation) of the 
exciton. This is essential for the observation of CNT photoconductivity upon excitation 
of the low energy (E11) bound exciton state. On the other hand, the higher energy E22 state 
is autoionizing because is embedded in the lowest energy free particle continuum.  The 
ionization lifetime of the bound exciton can be written as the product of the tunneling 
probability into the free electron-hole continuum and the attempt frequency. From the 
uncertainly principle it can be shown that the attempt frequency is proportional to the 
exciton binding energy Eb, while the tunneling probability can be described by a single 
parameter F0 [52,] so that the dissociation rate can be written as:  

 

0 b 0 0Γ (F)=αE (F /F)exp[-(F /F)] ,  (5) 
 

where F0 is proportional to ~Eb
3/2m1/2~1/d2, where m is a reduced exciton mass. We solve 

numerically for the exciton tunneling rate Γ0(F) [51] and the results can be well fitted to 
Eq. (1) at low fields with F0≈90 V/μm in d=1.5 nm tube, and α≈4 being almost diameter 
independent. At fields above half the critical field Fc≈0.5F0, the numerical solutions start 
to deviate from Eq. (1). Since the binding energy in large diameter tubes is typically less 
than optical phonon energy of 180-200 meV, the bound exciton can be dissociated by a 
phonon-assisted mechanism. The probability to absorb an optical phonon is proportional 
to the phonon occupation number nph, which is small at root temperature, but can be large 
in opto-electronic CNT devices operating at high biases. [41] The bound exciton 
dissociated rate in this regime [51] becomes Γ1≈Γ0+nph/τph, where τph =30-100 fs is the 
exciton-optical phonon scattering rate. [53, 22]  
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Fig. 6 Absorption spectra of a (16, 8) nanotube, d=1.7 nm, in applied electric fields of F (V/m) = 
0.0 (black), 2.0 (blue), 6.0 (red), 10.0 (green). The first optically active exciton in zero field is at 
0.5 eV, while the band-to-band absorption is at about of 0.2 eV higher energy.  
 
 

3. Overview of CNT electronics – Unipolar and ambipolar FETs  
 

Before we discuss electro-optic experiments, which are based on the carbon nanotube 
field-effect transistor (CNTFET), we give a brief review of the switching mechanism in 
this fundamental electronic device. [54] An electric current through a semiconducting 
carbon nanotube that is contacted by two metal electrodes (source and drain) and 
capacitively coupled to a third electrode (the gate) can be switched on and off by 
applying a voltage at the gate. [55,56] This device geometry is similar to that of a silicon 
metal-oxide-semiconductor field-effect transistor (MOSFET), with the inversion layer 
(channel) in the silicon replaced by the carbon nanotube. Switching of the carbon 
nanotube field-effect transistor (CNTFET) however is generally dominated by the 
response of the contact region and the device acts as a Schottky-barrier transistor rather 
than a bulk-switching transistor. [57-60]  

The height of the Schottky barriers for electrons and holes determines the polarity of 
the device (n- or p-type). At roughly equal SB heights, both carriers can be injected 
equally well into the CNT and ambipolar conduction is observed. [60-63] This means at 
positive gate voltage electrons carry the current in the CNT, and at negative gate voltage 
holes carry the current. Tunneling through the 1-dimensional SB in a carbon nanotube is 
much more pronounced than in 3D Schottky-barrier devices because of the nanometer-
scale width of the Schottky barriers. The SB width is strongly dependent on the gate 
oxide thickness and dielectric constant and to a lesser degree on the diameter of the CNT. 
As a rule of thumb, the SB width scales with the gate oxide thickness [61,63] and 
thermally-assisted tunneling is important for carrier injection in CNTFETs. [64]  



While scaling the oxide thickness improves operating characteristics such as the sub-
threshold slope by decreasing the SB, [65] it also leads to ambipolar characteristics that 
are undesirable in logic applications: The device does not turn off for either large positive 
or negative voltages because the Schottky barriers become leaky due to tunneling. There 
has been a lot of interest in finding ways to maintain unipolar characteristics in scaled 
CNTFETs. [66, 67] One way to do this is through modulation doping either by a second 
gate which electrostatically dopes the contact region of the device or through chemical 
doping.  

While the ambipolar characteristic is not desirable for electronic devices, it opens the 
door for new electro-optic devices made with carbon nanotubes. In ambipolar devices, 
the minimum of the current is produced at a gate voltage half-way between source and 
drain voltages: Vg=1/2(Vd-Vs). At this voltage equal amounts of electrons and holes are 
injected from opposite contacts into the CNT. When these carriers associate they can 
recombine radiatively within the CNT leading to electroluminescence. [68] The opposite 
effect, where light excites carriers in the CNTs and a photocurrent is measured is also 
possible. [69] In the following two sections, we will review these topics.  
 
 

4. Photoconductivity and light detection 
 

a) Types of nanotube photodetectors 
 

Photodetectors can be based on a variety of physical effects, some of which have 
been demonstrated using carbon nanotubes. In thermal detectors, a change in temperature 
due to the illumination with visible or infrared light produces an electric response. 
Thermopiles, bolometers, and pyroelectric detectors fall in this regime. In photon 
detectors, the photons are absorbed by a semiconducting material and the photo-
generated electrons and holes produce a current or voltage across the device. 
Photoconductive detectors, p-n junctions, and Schottky barrier diodes are members of 
this group.  

Oxygen is known to turn unprotected CNTFETs p-type by lowering Schottky-barrier 
heights for holes. [70] Photons of sufficient energy however can photo-desorb molecular 
oxygen from the carbon nanotube and the metal electrodes and thus change the FET 
characteristics. [71] This effect dominates the photoresponse of CNTFETs for 
illumination with UV light. In air, the recovery to the initial conductance state takes on 
the order of tens of seconds. In vacuum no recovery is observed. The high sensitivity of 
CNTFETs to changes in their environment is the main reason they are actively explored 
as sensors for trace amounts of gases and molecules.  

Photons with energy greater than the direct silicon bandgap (and to a lesser degree the 
indirect gap) can be absorbed in the silicon backgate of a CNTFET. They produce a 
photovoltage at the silicon-SiO2 interface because the band bending in the silicon 
separates electrons and holes. This photovoltage acts as an additional gate voltage and 
shifts the gate-voltage characteristics of the CNTFET. [69] Dependent on the biasing 
conditions, this can lead to an increase or decrease in transport current.  

In a nanotube bolometer, the incident radiation is heating the CNT and the change in 
temperature affects the resistivity of the device, i.e. it is based on the non-radiative decay 



of the excited CNT. FETs made from individual CNTs that are well heat sunk to the 
underlying substrate usually do not show an appreciable increase in temperature for 
incident power densities up to 100 KW/cm2 even when the laser is focused to a 
diffraction-limited spot. However, in films of carbon nanotubes that are suspended 
between two electrodes, heating is observed, and the film acts as a bolometer. [72] In the 
suspended film geometry in vacuum, heat can only escape through the contacts, which 
are centimeters apart, or radiatively, which is very inefficient. Along the film, the heat 
and current flow is strongly limited by tube-tube junctions. In addition, CNTs have a very 
small heat capacity, which means that temperature increases are large. For best 
performance as a bolometric detector, the nanotube film is cooled to a temperature 
around 200K, where the electrical response is semiconducting (e. g. the resistance 
decreases for increasing temperature). There is hope that this kind of device might be 
competitive with existing bolometer materials, especially when metallic and 
semiconducting CNTs could effectively be separated.  

Finally there are several types of devices based on direct photon detection that have 
been realized recently with carbon nanotubes and that are the subject of the remainder of 
this section. They include photoconductors, [69] Schottky barrier diodes, [66] and p-n 
junctions. [73] In these devices a photon produces an exciton within the carbon nanotube, 
which then decays to a free electron and hole at the valence- and conduction band edges. 
These carriers are separated by an externally applied electric field, or by internal fields 
and lead to a photocurrent or photovoltage. 
 

b) CNT photoconductor 
 
The photocurrent generated by the resonant excitation of a CNT allows CNTFETs to 

be used as nano-sized, polarized photodetectors. [69] Excitation of higher exciton states, 
such as the E22 state which is autoionizing because it is embedded in the first free-particle 
continuum, directly leads to free electron-hole pairs. These are separated by the applied 
field. An example of a photoconductivity measurement in a CNTFET configuration is 
shown in Fig. 7. The increase in the off-state current in both the unipolar and ambipolar 
cases arises from the photo-generated electron-hole pairs in the CNT. The shift in gate-
voltage characteristics is due to the previously discussed photovoltage generated at the 
silicon backgate – SiO2 interface. One has to be careful to bias the device well in the off 
state to eliminate the large and not CNT-specific contribution of the backgate 
photovoltage.  
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Fig. 7 Current vs. gate-voltage for two CNTFETs in 
(a)  For a unipolar p-type device. [16] (b) For an
excitation occurs at the E22 transition, laser power is 1KW/cm
is│Vd│=1V).  
 

Guo et al. [74] have modeled the photocurrent generate
under illumination with infrared light with en
bandgap. The model showed that the gate-v
evolves as we observe in the experiment
monotonically with light intensity). The aut

elps prevent recombination of electrons and holes and thus increases the current that is 
coll

ffect can be ruled out for CNTs in contact with a dielectric 
ecause: - Raman Stokes/Anti-Stokes intensity ratios of the radial breathing modes and 

G-bands of ere, the increase in 
mperature is small. [75] - A photovoltage is produced when the laser spot is focused to 

sub

       
 
Fig. 8 Polarization and wavelength dependence of the photocurrent. [16] (a) Polarization 
dependence of the photocurrent. The photocurrent is maximized for linearly polarized light along 
the length of the CNT. (b) Wavelength dependence of the photocurrent for two CNTs with 

the dark and illuminated with infrared light. 
 ambipolar device. [70] In both cases the 

2, and the drain voltage 

d in an ambipolar CNTFET 
ergy close to the energy of the CNT 

oltage characteristic under illumination 
 of Fig. 7b (i.e. the off state increases 
hors point out that contrary to intuition, 

optical phonon scattering increases the measured photocurrent. Once a photo-generated 
electron or hole has traveled far enough in the applied field, it can lose the energy of 
180meV by emitting an optical phonon. After this scattering event, it can not return to the 
position where it was created because the bandgap now poses an energy barrier. This 

 h
ected at the electrodes.  

 
c) Photocurrent spectroscopy and quantum efficiency 

 
To show that the photocurrent in a CNTFET is intrinsic to the CNT, we have 

measured both the wavelength and polarization dependence of the photocurrent. In 
resonance, the polarization dependence follows a cosine-square law and is maximized at 
a polarization along the direction of the CNT (Fig. 8a). The photon-energy dependence of 
the photocurrent peaks at the expected E22 transition (Fig. 8b). The light is indeed 
absorbed in the carbon nanotube and the generated carriers are collected at source and 
drain contacts. A thermal e
b

 CNTs have shown that at the moderate power levels used h
te

-device dimensions (see later in this chapter). [76]  
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In addition to the strong m in peak in the spectrum that stems from the E22-derived, 
dipole-active exciton, a weak side peak is visible 200meV higher in energy. This peak 
has the same polarization as the main peak. [16] The energy difference between the peaks 
coincides with the energy of the optical phonons in CNTs that have been shown to be 
important sources of electron scattering in CNTFETs. Note that photocurrent 
spectroscopy allows the observation of the spectrum of a single CNT and phonon side-
bands are un-obscured, whereas absorption spectroscopy requires macroscopic quantities 
of CNTs, which are usually ensembles of CNTs with different chiralities and weak peaks 

ed in section 2c, the observation of

 by the device per incident photon. In our CNTFETs, we 
ave measured external quantum efficiencies on the order of 1%. [69] An estimate of the 

inte

nerated independent of the gate voltage that is applied at the back-gate. 
The

without applied voltage. An important figure of merit for a photovoltaic device is the fill 

can not be easily discerned. As we discuss  these 
phonon sidebands is a strong argument for the generation of CNT excitons. [16,26] The 
(internal) quantum efficiency η of a photoconductor is defined as the number of photo-
generated electron-hole pairs per incident photon. The quantity that is directly accessible 
in an electro-optic measurement, however, is the external quantum efficiency, which is 
defined as the current produced
h

rnal quantum efficiency is complicated by the uncertainty in the size of absorption 
cross-sections. These have only been measured on CNT ensembles that contain different 
chiralities of CNTs, [77] and thus may underestimate the absorption in resonance. We 
have used modeling software [69] to estimate the internal quantum efficiency in 
resonance (e.g. at the E22 transition) and found η~10%, which means that about 10% of 
the photons produce excitons and about 10% of the excitons are separated and collected 
at the contacts. The latter number is sometimes referred to as the gain of the 
photoconductor.  

The photocurrent and thus the external quantum efficiency increases linearly with 
drain bias up to about 1 to 2V. Above this voltage, the Schottky barriers become quite 
transparent and the transport current dominates the measurement. Increasing Schottky 
barrier heights by using appropriate workfunction metals or smaller diameter CNTs could 
allow applying higher voltages and thus increasing the gain. Finally, excitation at higher 
enegies, e.g. in the visible should further enhance the photocurrents, but with a loss of 
selectivity. [78] 
 

d) Photovoltage in asymmetric CNTFETs – Schottky barrier diodes 
 

An example of the use of a CNTFET as a photovoltaic device is shown in Fig. 9. 
[66] In the dark this nanotube photocell shows a rectifying diode I-V characteristic likely 
due to two different Schottky barriers at the source and drain. When uniform infrared 
light of about 1KW/cm2 is incident on this device, an open-circuit photovoltage of 
VOC=300mV is ge

 short-circuit photocurrent is on the order of ISC=100pA and is maximized when the 
CNTFET is gated in the “on” state. (In the “off” state, the internal resistance along the 
CNT increases which reduces the measured photocurrent.) In the previously discussed 
nanotube photoconductor, external fields were necessary to generate a current. Here, the 
internal fields at the Schottky barriers are able to separate electrons and holes even 
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ic cell. From Fig. 9b we estimate FF~0.4 for this device.  

 
Fig. 9 Photovoltage in an asymmetric CNTFET. ing I-V characteristic acquired in the 
dark. (b) I-V characteristic of t radiation.  
 

In the example of Fig. 9 the two contacts were accidentall

should be possible to use metals with different workfunction for source and drain to 
achieve higher photovoltages. The limit of photovoltage generated by a CNT device is 
given by the magnitude of its bandgap, ~1V.  

e) Photovoltage in a CNT p-n junction 

Another configuration in which a CNT can be used as a photovoltaic device is as 
p-n junction. [73] This can be accomplished by a split-gate that electrostatically 

dopes half of the tube p-type and the other half n-type. [79]] It has been shown that CNT 
diodes with abrupt p-n junction are very leaky due to band-to-band tunneling [80,81] The
split gates are therefore separated by typically 0.5μm, which effectively produces a p-i-n
diode with a depletion region of a few 100nm. The I-V characteristic of a CNT p-i-n 
diode follows well the diode equation ( )0 1DS bV nk T

DSI I e= −  with an ideality factor 

=1.2. 

 
In a ation, no photovoltage is measured 

ecause

n [79] (An ideality factor of 1 would imply that no recombination or disorder are 
present, n=2 would mean complete recombination in the depletion region.) When the 
CNT is also suspended around the p-i-n junction, well-behaved diodes with ideality 
factor close to 1 are produced. [73]  
 

f) Photocurrent imaging 

 symmetric CNTFET under global illumin
b  the internal fields at the two Schottky-barriers counteract each other. However, 
when the light is focused and only one SB is irradiated at a time then a measurable 
photovoltage is obtained. Alternatively, in the short-circuit configuration the device 
generates a photocurrent at zero bias.  
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Fig. 10 Short-circuit photocurrent imaging of a CNTFET. (a) Reflected light image of a 
CNTFET. T e visible. The left contact is connected to GND and the 
right co tact is groun plifier. (b) Simultaneously acquired image of the 
short-ci

ely at 

near a Scho tal and the holes 
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n to take place 
nd electroluminescence to be emitted. [68] While the emission mechanism is the same 
s polar CNTFETs do not require any chemical doping, a 
gn  fabrication process. 

CN  a variety of interesting properties. The emitted 
light is tro  axis. [69] The radiation also has a characteristic 
energy which depends on the diameter and chirality of the excited SWNT, just as the 

he source and drain contacts ar
ded through a current amn

rcuit photocurrent as a function of the laser-spot position. Bright areas correspond to 
positive and dark areas to negative photocurrents. Inset: SEM image of the device. 

 
Fig. 10 shows an image of the short-circuit photocurrent in a CNTFET as a 

function of the laser-spot position. Similar images, albeit produced with applied bias, 
have been shown by the K. Kern and A. Mews groups. [76,82] The strongest effect is 
seen where the internal fields that separate electrons and holes are strongest, nam
the two Schottky barriers. The sign of the photocurrent depends on the direction of local 
band-bending in the CNT. The CNTFET in Fig. 10 is p-type and the bands bend upward 
on going from a contact toward the middle of the device. When photons are absorbed 

ttky barrier, the electrons are accelerated toward the me
toward the CNT. This leads to a positive photocurrent for light inci
contact and a negative photocurrent for light incident on the left contact.  
 
 

5. Electroluminescence  
 

a) Ambipolar mechanism 
 
CNT excited states can be produced either by direct excitation, e.g. through light 

absorption, or through electron-hole association, e.g. in a p-n junction. Electron-hole 
pairs in semiconductors recombine by a variety of different mechanisms. In most cases, 
the energy will be released as heat (phonons), but a fraction of the recombination events 
may involve the emission of a photon. This process is termed ‘electroluminescence’ (EL) 
and is widely used to produce solid state light sources such as light emitting diodes 
(LEDs). In order to produce LEDs or any other electroluminescent device, one must 
recombine significant populations of electrons and holes. Conventionally, this is achieved 
at an interface between a hole-doped and an electron-doped material. In ambipolar 
CNTFETs, at an appropriate bias, electrons and holes can be simultaneously injected at 
he opposite ends of the CNT channel. This allows radiative recombinatiot

a
a that in p-n junctions, ambi

ificant simplification of thesi
T electroluminescence exhibits
ngly polarized along the tube s



optical 

a translatable light source; the gate 
bias Vg

can be translated along the CNT by an applied gate voltage.  

 
 long CNTFETs, source-drain voltages of several tens of volts are applied and 

VS<VG VD, so both Schottky barriers are essentially transparent. Under these conditions 
a simple drift transport model can account for the main features of the movement of light 
emission. [85] The back-gate effectively screens the source and drain voltages in long-
channel CNTs and it couples capacitively to the CNT channel so that the potential along 
the CNT, V(x), can be written as: , where C is the 
geometrical capacitance of the CNT and ne and nh are the number densities of electrons 
and holes, respectively. At the center of the recombination spot ne= nh, so that the 
potential is that of the gate Vg. It is clear then that if Vg is changed, the recombination 

bandgap does, [83] and the length of the electroluminescent region is on the order 
of the recombination length, lrec≤1μm. [84]  

At a gate-voltage halfway between source and drain voltages, VG=(VD-VS)/2, 
equal numbers of electrons and holes are injected and while the total current is 
minimized, the amount of light generated due to ambipolar recombination is maximized. 
[68] In short devices (L<lrec , L is the channel length), the light emission encompasses the 
entire SWNT. [68] In long devices (L>>lrec), where electron-hole recombination is fast 
compared to carrier transit times through the channel, light emission originates from a 
small part of the CNT where electrons and holes coexist and can annihilate each other, 
i.e., the emission is localized wherever the concentrations of electrons and holes overlap 
most strongly. [83] In the regions above and below this recombination spot, transport is 
unipolar n-type and p-type. The overlap region can be physically moved using a gate 
electrode, since the relative contributions of electrons and holes to the total current is 
strongly gate-dependent. Therefore, a CNT LED is 

 can smoothly and continuously position the site of emission. [83,85] In Fig. 11 we 
demonstrate the translation of the emission spot between two electrodes by applying 
different gate voltages.   

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 11 Ambipolar infrared emission from a long-channel CNT FET (50μm). Source and drain 
contacts are visible at the top and bottom. The recombination region, where electrons and holes 
overlap, produces light and 
 

b) Mechanism of the spot movement in ambipolar transistors 

In
<

1
g e hV ( x ) V C [ n ( x ) - n ( x )]−= +



(emission) spot would have to move. The current through the CNT is sustained by the 
lectric field associated with the charge gradient in the CNT, rather than by the externally e

applied field, i.e. I n x dV x dx= − ⋅ ( ) ( )μ , where μ is the mobility and 

e hn x n x n x( ) ( ) ( )= +  is the sum of electron and hole number densities. The simple drift 
model can be solved a
of Vg and 

nalytically to obtain the position of the emission spot as a function 
ictions are 

own in Fig. 12. A reasonably good agreement between theory and experiment is 
evident

. [86]  

 

igure 13
electric field of 100 

KV/cm as a very broad spectrum with an exponential high-energy tail. The spectrum of 
the long CVD CNT at a much lower average field of 4 KV/cm is also much narrower. 
Both CNTs have a similar low-energy emission onset close to the position of the 
expected E11 transition below 0.6eV. From a comparison of the experimental spectrum 
and the calculated optical conductivity we determined that the carrier distribution in the 
short CNT is quite hot (involves phonon excitation up to the energy of the optical phonon 
at about 200meV).  

Vd and a comparison between experiment and the model’s pred
sh

. The S-shape movement of the spot with gate voltage is well reproduced. 
However, the gate-voltage range over which the spot moves is smaller in the experiment. 
This discrepancy is due to the voltage drop at the Schottky barriers. A hysteresis due to 
the production of charged traps in the thick gate oxide is also present in the experimental 
results. Numerical calculations on the light emission from intermediate length devices 
were also performed by Guo and Alam

 
 
 
 
 
 
 

 
 
 
 
 

Fig. 12 Model of the spot movement in an ambipolar CNT FET overlaid over the actual data 
during forward and backward sweeps. A slight hysteresis is present in the experimental data.  
 

c) Electroluminescence spectrum and efficiency of the radiative decay 
  

F  shows the infrared electroluminescence spectra of two individual 
CNTs. [83] The short laser-ablation tube, biased with an average 
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Fig. 13 Color: Experimental spectrum of the electroluminescence for two different CNTs, one 
50um long CVD-grown CNT with Vd=-20V, Vg=-10V, I=3.5uA (blue squares) and one 0.5um 
short laser-ablation CNT with Vd=5V, Vg=2.5V, I=5uA (red circles). The lines are a guide to the 
eye. The low-energy onset is similar for both CNTs and corresponds to the energy of the E11 
transition. (a) Plot in a linear scale. (b) Same data in a log scale.  
 

The efficiency η of the radiative recombination process for electroluminescence 
can be determined by integrating over the spectrum in Fig. 13 and comparing it to the 
injected current. We find ηEL~10-6 photons/electron-hole pair for the ambipolar process. 
[83]  
 

 type of carrier (electrons or 
oles). Since both types of carriers are necessary to produce light, these sites must be 

actively

on to the ambipolar emission spot, there are at least 3 additional stationary spots, 
at is, light spots that do not move with Vg. Each one appears once the ambipolar spot 

has moved tube segment has become n-
pe. They disappear on the reverse sweep as soon as the ambipolar spot has passed them 

again. 

d) Unipolar mechanism for infrared emission 
 

In addition to the gate-translatable emission, localized electroluminescence is also 
observed from particular spots on a SWNT under unipolar transport conditions. 
[84,87,88] In this case, the current is carried by only one
h

 generating e-h pairs. This process occurs near defects, trapped charges in the 
insulator, CNT-CNT contacts, or any other inhomogeneities which produce voltage drops 
along the CNT and generate large, local electric fields. [87] For example, in Fig. 14, in 
additi
th

 across their position, and the corresponding nano
ty

The experimental evidence suggests that local electron-hole generation and 
recombination under n-type conduction is due to pockets of trapped electrons in the SiO2 
gate oxide that dope a nearby nanotube segment p-type and thus locally invert the carrier 
type under n-type conduction. Trapped charges (electrons or holes) are known to be 
responsible for hysteretic electronic characteristics in CNTFETs. [89, 90] The electrons 
are extracted from the nanotube at high gate fields due to the field-focusing at the 
nanometer-sized radius of the nanotube and get trapped in the SiO2. The monitoring of 
localized electroluminescence provides a new tool for detecting defects in CNT devices.  
 



 
 
Fig. 14 Electroluminescence from a CNTFET during a gate-voltage sweep. P-doped segments 
along a CNT become optically active after the ambipolar spot has moved across them and the 
surrounding CNT turned n-type. 
 

Artificial structures can also be fabricated that locally create the conditions, i.e. 
sudden change in the potential, that generate e-h pairs and light emission. [88] An 
example of such a structure is shown in Fig. 15a. It consists of a back-gated CNTFET in 
which a trench has been cut in the gate oxide by etching so that a portion of the CNT 
hannel is suspended. The difference in the coupling to the gate of the oxide-supported 

rs that recombine radiatively (Fig. 15b).    
 

c
and suspended part of the CNT leads to band-bending at the interface of the two 
segments. Carriers reaching this interface are accelerated and through impact excitation 
can produce excitons or e-h pai
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Fig. 15 Unipolar electroluminescence from a susp
with a trench cut into the gate oxide. (b) Spatially
Current and IR intensity as a function of the back
IR intensity. (d) IR spectrum for increasing drain 
~0.67eV and ~0.92eV are visible.  

nlike the ambipolar device emission the light intensity of the unipolar devices 
depends exponentially on the current (Fig. 15c), there is a threshold voltage needed for 
the emission to occur and the emitting site is associated with a local voltage drop. While 

fferent from that produced by photons. [40] For example, 
the spectrum of a ~1.6 nm CNT shown in Fig. 15d consists of two peaks, one at 0.67 eV 
and an

 of  CNT 
amples of unique structure which prevent detailed studies with results that can be 

reproduced by several laboratories, and partly due to scarcity of analytical techniques that 
ave the sensitivity and the spatial resolution required. More near field optical studies of 

CN

ended CNT. (a) Schematic of the CNTFET 
-resolved infrared emission from a device. (c) 

-gate voltage. Note the logarithmic scale for the 
voltage. Exciton and band-to-band transitions at 

 
U

the current varies linearly with the applied voltage, the light emission intensity varies 
exponentially: I(photon)}exp(-Eth/E), where Eth is a threshold field and E the applied 
field. These finding support the proposed impact excitation mechanism. Furthermore, 
impact excitation is not subject to the same selection rules as photoexcitation so that 
impact-excited spectra can be di

other weaker and broader peak at ~0.92 eV. The first peak is the familiar E11 
transition seen in photoluminescence, while the second band may be ascribed to the first 
inter-band transition of the CNT, in agreement with the findings of Dukovic et al. [25] 
While inter-band transitions are suppressed in favor of exciton transitions in 
photoexcitation, impact excitation does produce free e-h pairs. [26] Thus, using internal 
impact excitation, both exciton and band-gap CNT emission can be observed.  
 

6. Conclusions - Future  
 

The study of the optical and electro-optical properties of nanotubes and indeed of 1D-
systems in general is still in its infancy. For example, fundamental properties such as 
absorption cross-sections and radiative and non-radiative lifetimes of individual 
nanotubes are still a matter of debate. The role of deviations from the perfect nanotube 
structure on the optical properties of nanotubes has not been adequately been resolved. 
The reasons for this lack of information is partly due to the unavailability
s

h
Ts [91] are obviously going be of great value in this respect. CNTs themselves may 

provide a powerful optical probe. Nanotubes in wrap-around metal gate configurations, 
i.e. surrounded by a thin dielectric layer followed by a metal layer, as in CNTFETs, can 
be used as the ultimately miniaturized (sub-wavelength) optical fiber and such could be 
used in molecular scale optics and spectroscopy, inter-chip optical communications, and 
numerous other applications. 



As we have seen above simple, FET-like structures containing individual CNTs can 
emit light, detect light and generate photovoltages. The applied voltages in the same 
structure can also induce electro-absorption modulation. Selective synthesis or separation 
of single type CNT would allow the fabrication of mesoscopic or even macroscopic 
devices involved arrays of CNTs with greatly enhanced light or current outputs. Lasing 
may also be achieved. Obviously, there is a need to better understand energy flow in 
excited CNTs to find conditions to optimize their emission properties. The role of the 
substrate, doping, surrounding ambient, defect-induced localization, and hot phonons 
needs to be understood. Non-linear optical properties would also be interesting to 
exp
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lore. However, the most important characteristics of CNTs that make them appealing 
for electro-optics applications are not their high luminescence yields or size of electro-
optical modulation, but rather their nm diameter, long length, flexibility, and the wide 
spectral response range and polarized nature of their absorption. CNT optics in 
conjunction with CNT electronics [54, 92, 93] they can form the basis of a unified 
carbon-based optoelectronic technology. Finally, CNT have provided the ideal model 
systems to study the optics of 1D systems. They have already significantly improved our 
understanding of excitons, impact excitation and hot carrier effects in confined systems.      
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