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Abstract

Topic segmentation of videos enables topic-based cate-
gorization, retrieval and browsing and also facilitates ef-
ficient video authoring. Existing video topic segmentation
techniques, however, are domain specific to news or nar-
rative videos while generic approaches based on video shot
analysis generate too fine-grained micro-segments. This pa-
per addresses this challenge through a multi-modal seman-
tic analysis technique for recognizing topical segments.

We analyze the content of a video by using textual and
audio features such as keyword synonym sets, sentence
boundary information, silence/music breaks and speech
similarity. Specifically, we propose a new natural language
processing (NLP) technique for constructing synonym sets
from video transcripts. A synonym set is a list of domain-
specific keywords that are semantically related and repre-
sent a topic. We align the synonym sets with audio cues to
identify the topical segments.

Our experiments with six instructional videos show that
the system produced very small number of false positives,
and the topical segments generated by our system are 5.5
times longer on average compared to those generated by a
state-of-the-art micro-segmentation system. The system has
been embedded in an e-Learning project, and the user feed-
back on using the generated topical segments is very en-
couraging. The experiments were conducted with instruc-
tional videos, but our approach is domain-general and is
not restricted to instructional videos.

1 Introduction

The demand on automatic topic segmentation of videos
is huge as the amount of videos available to the public is fast
growing. Much work on video segmentation has focused on
video shot detection or micro-segmentation [5, 1, 2, 6, 7].
While video shots are useful for some applications, they are
not adequate units for video content analysis applications
such as video search, classification or new video authoring.

These high-level applications can be enhanced greatly with
high quality topic segmentation tools.

Recently research on detecting high-level content se-
mantics moving beyond individual shots has gained much
attention. Phung et al. applied several probabilistic models
to detect topically correlated units in educational and train-
ing videos [15]. Specifically, they built models based on
pre-labeled shots with the help of heuristic knowledge rules.
For instance, they assume that a topic usually starts with
either direct-narration, assisted-narration or functional link-
age, while the main body contains assisted-narration, voice-
over or expressive linkage. These rules are, however, very
specific to certain kinds of videos and are not generally ap-
plicable to other videos. Moreover, the two proposed states
(intro and main body) are insufficient to capture the hier-
archical storyline with nested topics and subtopics struc-
ture. Another effort was made by Chaisorn et al. which
proposed to segment broadcast news videos into stories us-
ing a Hidden Markov Model (HMM) framework [3]. Simi-
larly, the two-state HMM model was built upon shots which
were pre-classified into 17 news categories including an-
chor, sports, finance, weather and commercial. While en-
couraging results were obtained on the TRECVID 2003
evaluation set, the proposed approach is highly adapted to
news videos, and may not be effective for generic videos.

This paper presents semantic analysis techniques for rec-
ognizing topical segments in instructional videos. While
most existing work along this direction attempts to detect
high-level video units that are semantically as complete as
possible, our work has a slightly different goal. The pri-
mary goal of our system is to provide topic-based video
browsing and efficient authoring of new videos from ex-
isting segments. Therefore, the focus of this work is more
on identifying topical segments where each of them solely
concentrates on one single subject than on detecting a video
unit that covers a complete thematic topic. In this paper, we
call these topical segments atomic topical segments (ATS).

Automatic topic segmentation of video data requires un-
derstanding of semantic information in the given videos.
The semantic information can be extracted from multi-
modal sources. Especially, text from the video sequence



contains abundant semantic information such as keywords,
named entities and events. However, most existing work in
this area relies mostly on audiovisual features and only uses
superficial textual cues such as texts shown in the video’s
text-overlay or several predefined cue words. Our approach,
on the other hand, is based on semantic-level NLP tech-
niques as well as audio-visual content analysis. Further-
more, the techniques we use are domain general, and are
not dependent on the characteristics of particular videos.

Specifically, our system consists of three components;
audiovisual content analysis component, text content analy-
sis component and finally atomic segment detection compo-
nent. The audiovisual content analysis component identifies
the shots (or micro-segments) in a video by using state-of-
the-art audio and video classification tools. It also anno-
tates the shots with fifteen pre-defined content types such
as “narrator presentation” and “informative text with voice-
over”. The text content analysis component first extracts
domain-specific keywords from a video transcript and con-
structs synonym sets from the keyword set. It also generates
sentence boundary information. Finally, the atomic topical
segment detection component integrates all these cues to-
gether to identify topical segments. The overall framework
of our system is depicted in Figure 1. In this paper, we focus
on the text content analysis and briefly describe atomic top-
ical segment components. More details on atomic topical
segmentation can be found in [11], and on the audiovisual
content analysis component in [8, 9] respectively.
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Figure 1. Overall system framework for detecting top-
ical segments in videos. The system takes a video se-
quence as the input and applies the audio-visual con-
tent analysis and the text content analysis units to pro-
duce micro-segments and keyword synonym sets respec-
tively. As a final step, the atomic topical segment detec-
tion units combines the extracted information and pro-
duces topical segments.

For system evaluation, we used six instructional videos
downloadable from various DHS (Department of Homeland
Security) web sites. The videos are learning materials on

terrorism, and the topics vary from bioterrorism history to
school terror prevention. Our initial experiments with the
six videos show promising results. The system merged, on
average, five micro-segments into one topical segment, and
produced very small number of false positives. Also, the
user feedback on using the generated topical segments is
very encouraging. The experiments were conducted with
instructional videos, but our approach is domain-general
and is not restricted to instructional videos.

2 Text Content Analysis for Topic Segmenta-
tion

While audio and visual information is valuable source
for topic analysis in a video, text from the video provides
more abundant semantic information regarding to the topics
mentioned in the video. We therefore emphasize semantic
analysis of natural language text (i.e., video transcript). Our
approach is based on the assumption that different topics are
represented by different words. In other words, people use
different set of words to discuss different topics, and we can
detect the topic change by observing the word change.

The text content analysis comprises the following two
steps. First, we identify sentence boundaries in the tran-
script and align video micro-segments with the sentences
(section 2.1). Second, we extract domain-specific keywords
from the transcript and build synonym sets from the key-
word set. We also extract the occurrences of each synonym
set across the micro-segments. The topic changes are iden-
tified by observing the distribution of the synonym sets over
video segments (section 2.2 and section 2.3 respectively).

2.1 Sentence Boundary Detection and
Video-Text Alignment

The closed-caption transcript is first extracted from a
video, in which each word is associated with a time stamp.
The text content analysis component uses a tokenization
system to identify sentence boundaries in the transcript. The
tokenization system uses the rules of punctuation to iden-
tify sentence boundaries. The system applies special dis-
ambiguation rules to distinguish a period used as a sentence
end mark or as an abbreviation. We assign two time stamps
to the sentences based on the word time stamps; the begin-
ning time stamp and the ending time stamp. The beginning
time stamp of a sentence is the time stamp of the first word
in the sentence. Similarly, the ending time stamp of a sen-
tence is the time stamp of the last word in the sentence.

As a separate step, the audiovisual content analy-
sis component produces a file containing micro-segments
along with the beginning time-stamp and the ending time-
stamp [9]. The text content analysis component reads in
the file and aligns the video micro-segments with words in
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the text based on the time-stamps in the following way. A
video micro-segment sg is regarded ranging from word wb

to word we, if the time stamp of wb is equal to or greater
than the beginning time-stamp of sg and the time stamp of
we is equal to or less than the end time-stamp of sg. Note
that some micro-segments don’t have corresponding text
because these segments contain only non-speech sounds or
transitional video shots. The alignment process is depicted
in Figure 2.

Video Micro-Segments

Sid     BTS           ETS
0     00:00:00    00:00:04
1     00:00:05    00:02:06
2     00:02:07    00:02:17
3     00:02:18    00:02:27
4     00:02:28    00:02:38
5     00:02:39    00:02:41
6     00:02:42    00:02:47
7     00:02:48    00:02:52
8     00:02:53    00:02:55
9     00:02:56    00:02:59

** Sid : segment number
BTS: beginning time stamp
ETS: ending time stamp

S
egm

ent 9
S

egm
ent 6

S
egm

ent5

Closed-Caption Transcript

<TS="00:02:40"> The
<TS="00:02:40"> japanese
<TS="00:02:40"> had

...
<TS="00:02:42"> biowarfare
<TS="00:02:42"> research
<TS="00:02:44"> program

...
<TS="00:02:46"> known
<TS="00:02:46"> as
<TS="00:02:46"> 731.

….
<TS="00:02:54"> anthrax
<TS="00:02:56"> being
<TS="00:02:56"> one
<TS="00:02:56"> of
<TS="00:02:56"> their
<TS="00:02:56"> favorites.
<TS="00:02:58"> Allied
<TS="00:02:58"> prisoners
<TS="00:02:58"> of

S
entence 18

S
entence 19

S
entence 

20

Figure 2. An example of the alignment of micro-
segments, words and sentence boundaries in a video. We
align micro-segments and words based on time stamps.
As a separate step, we identify sentence boundaries and
assign the beginning time stamp and the ending time
stamp for each sentence. We then obtain the alignment
of micro-segments and sentences.

2.2 Domain-specific Keyword Extraction

As we pointed out, our basic assumption for finding top-
ical segments is that we can detect the topic change by
observing how word usage change throughout the text or
speech. Therefore, a critical process for understanding the
topic is identifying keywords that are relevant to the topic
(a.k.a., domain-specific keywords). Furthermore, people of-
ten use many synonymous words alternatively for referring
to a same object or concept. Therefore, the recognition and
aggregation of the synonymous words (i.e., synonym set
construction) is also an important step.

We use a text-based keyword extraction system to extract
domain-specific keywords in a given transcript. A brief de-
scription on the algorithm is given below (see [13] for de-
tails about the keyword extraction system). First, the algo-
rithm identifies candidate keywords by applying syntactic
grammars for recognizing noun phrases. It also recognizes
different expressions for a term such as abbreviations, mis-
spellings or alternative spellings, and orthographic variants.

Orthographic variants include compound words (e.g., ”air
bag” vs. ”airbag”) and hyphenated words (e.g., ”bioterror-
ism” vs. ”bio-terrorism”). All the different expressions are
normalized into one canonical form. Next, the candidate
keywords are ranked based on two pieces of statistical infor-
mation — (1) the frequency of a keyword in the given text
and (2) the relative probability of occurrences of a keyword
in the given text against a general-purpose corpus (a.k.a.
domain-specificity). Note that the statistical information is
computed for normalized forms. The frequency of a term is
the aggregated frequency of the canonical form and its vari-
ants. Finally, top-ranked keywords are selected as domain-
specific keywords.

Having identified domain-specific keywords in the tran-
script, we then locate all the occurrences of the selected key-
words in micro-sgements and generate keywords for each
micro-segment. For instance, the system generates domain-
specific keywords “offensive biowarfare research program”
and “anthrax” from the transcript snippet shown in Figure 2,
and their occurrences being segment 6 and segment 8 re-
spectively.

2.3 Keyword Synonym Set Generation

In this work, we define two keywords wi and wj be syn-
onymous if the two keywords satisfy one of the following
conditions:

1. wi is an abbreviation of wj . For example, keywords
“WMD’ and “Weapons of mass destruction” are syn-
onymous.

2. wi and wj differ only orthographically. This includes
cases of wi having a special character such as a hy-
phen or a dash, and wi being an alternative spelling or
a misspelling of wj . Examples include “antiterrorism”
and ”anti-terrorism”.

3. wi and wj are two different names for an object or con-
cept. For instance, “tularemia” and “rabbit fever” be-
long to this case.

4. wi is a higher-level concept of wj . Examples are “dis-
ease” and “anthrax”, and “country” and “congo”.

Please refer to [12] and [13] for detailed description on how
to find the first two types of synonyms respectively. In this
paper, we focus only on the last two types (3. and 4.) of
synonyms.

There are two widely used approaches in building syn-
onym sets in the area of NLP. One approach is based on
statistics of word occurrences. In this approach, two words
are regarded similar if the two words co-occur many times
in a given document set, and are grouped together in a word
cluster [14]. By repeating the clustering process, this ap-
proach can produce a hierarchy of word clusters. Statis-
tical approaches, however, have the following restrictions:
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(1) they require a lot of documents to obtain reliable sta-
tistical information; (2) they produce a set of related words
but not always synonymous each other (e.g., “school”, “stu-
dent” and “class” in a cluster); (3) they create a hierarchy of
word clusters but does not provide semantic relationships
between two clusters.

The other approach is based on a lexical knowledge
source such as a thesaurus. These lexical knowledge
sources provide word meanings (or senses) and semantic
relationships between words such as hypernym (or ISA) re-
lationship. The major challenge in using a lexical knowl-
edge base is that we need to know which sense of a word
is used in a given context (a.k.a., word sense disambigua-
tion) in order to get the definition or semantic relationships.
Another problem is out-of-vocabulary (i.e., a word does not
exist in the lexical knowledge source). The problem of out-
of-vocabulary is more common when we analyze domain-
specific documents.

We choose the second approach for identifying topical
segments for the following reasons. First, it is unrealistic
to expect to have a large collection of videos for a cer-
tain domain because of high production cost. Therefore,
we can not expect reliable statistical information. Second,
a learning video usually addresses one topic and consists
of several sub-topics which all together explain the main
topic. Therefore, fine-grained synonym sets are more desir-
able than coarse synonym sets for our task. In this work,
we use WordNet as the lexical database [4]. WordNet is on-
line lexical database that defines senses of words, groups
senses into sets of synonyms called synsets, and connects
the synsets with various semantic relationships such as hy-
pernym and part-holonym. We address the two issues in
using a lexical resource as follows.

We resolve the out-of-vocabulary problem in two differ-
ent ways. First, if an out-of-vocabulary word is a multi-
word term, and its substrings exist in the lexical source, we
take the longest match strategy (i.e., substituting a multi-
word keyword with the longest subset of the keyword found
in the WordNet). For instance, anthrax bomb does not ex-
ist in the WordNet, but bomb exists in the database. In this
case, we consider anthrax bomb is bomb and extract the
senses of bomb. Second, if an out-of-vocabulary is a single
word, then we create an artificial synset for the word with
no semantic relationship with other synsets.

The second and more profound issue in using WordNet
is sense disambiguation. In order to extract a sense of
a word and its corresponding semantic relationships with
other senses, we need to know which sense among all the
senses of the word is used in the given context. In this work,
we propose a new sense disambiguation method based on
the “One Sense Per Discourse” hypothesis; it is very un-
usual to find two or more senses of a polysemous word in
the same discourse [17]. The basic idea of our method is

that the sense of a polysemous keyword is decided to be
the most frequently used sense in the given transcript. Al-
gorithm 1 describes our method for resolving word sense
ambiguity.

Algorithm:Word Sense Disambiguation

1. Let W be the set of ambiguous keywords
W = {w1, w2, · · · , wm};

2. Let S be the set of all senses for words in W
S = {s1, s2, · · · , sn}, n > m;

3. Compute the initial weight for each sense si in S,
weight(si), based on the number of keywords which
have si as a sense and on the number of other senses
with which si has semantic relationships in the
WordNet ;

weight(si) =
∑

1≤j≤m

f(wj) +
∑

1≤k≤n

g(sk)

f(wj) =




1.5 if si is the first sense of wj

1 if si is one of other senses of wj

0 otherwise

g(sk) =




1 if sk is a hypernym (hyponym) or
a part-holonym (-meronym) of si

0 otherwise

4. repeat
4.1 Select a sense with the highest weight, sh;
4.2 Let W be the set of keywords which have sh

as a sense, W = {w1, w2, · · · , wl};
4.3 k = 1;
4.4 repeat

4.4.1 Let S be the set of senses of wk;
4.4.2 Discard all senses of wk except sh;
4.4.3 Recalculate the weights of the discarded
senses, weight(s);
4.4.4 k = k + 1;

until k ≤ l ;
until there is no more ambiguous keyword ;

Algorithm 1: Algorithm for word sense disambigua-
tion. The correct sense of a polysemous word is decided
based on the number of words which contain the sense
and the number of other senses with which the sense has
hyponym/hypernym or part-holonym/part-meronym se-
mantic relationships

Having decided the correct senses of all keywords in the
transcript, we build synonym sets from the keyword set by
using the two methods described below.

1. Global Merge: If two keywords wi and wj have a same
sense (i.e., belong to a same WordNet synset), the two
keywords are synonymous and are merged into a syn-
onym set regardless of the distance of the two key-
words in the transcript.
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2. Local Merge: If the senses of two keywords wi and
wj are linked through HYPERNYM (HYPONYM)
or PART-HOLONYM (MERONYM) relationships in
WordNet and the length of the path in the hierarchy is
shorter than a predetermined threshold, ρ, the two key-
words are considered as synonymous. In this case, the
hypernym or part-holonym (i.e., more general sense)
is merged into the closest hyponym or part-meronym
(i.e., more specific sense) respectively. ρ is a threshold,
and the value is empirically set to 5.

Table 1 shows several examples of the synonym sets.
A synonym set consists of a list of domain-specific key-
words and the micro-segments in which the keywords ap-
pear. For the rest of the paper, if synonym set S contains
keyword w which is extracted from segment sg, we say that
“segment sg belongs to synonym set S”. Moreover, all seg-
ments in S will be sorted in temporal order and denoted by
{sg1, sg2, ..., sgn}. Note that the subscript i (1 ≤ i ≤ n)
here denotes a sequence, and does not mean the segment’s
actual index within the video. For instance, sg1 could refer
to segment 10, while sg2 is actually segment 15.

Keywords in synonym sets and occurrences in micro-segments

disease {1;4;69;72}
illness {65}
anthrax {1;1;8;17;23;28;37;41;45;47;48;55;114}
dangerous anthrax {56}
liquid anthrax {116}
disease {8}
plague {1;66;70;77;79;81;84;87;88;136;142}
mysterious plague {128}
disease {69;72;128;129}
dangerous disease {65}
illness {65}
mass illness {129}
smallpox {1;90;94;96;96;99}
endemic smallpox {93}
disease { 92}
tularemia {1;114;132;132;133;136;141;142;143;148}
rabbit fever {132}
disease {132;133;147}
illness {141}
plague-like illness {132}

Table 1. This table shows five synonym sets con-
structed from a video on bioterrorism history. Each syn-
onym set consists of more than one keywords and their
occurrences in micro-segments in the video. The num-
bers denote micro-segment indices.

3 Atomic Topical Segment Detection

As defined in Section 1, an atomic topical segment (ATS)
is both visually and aurally complete which implies that

it shall not start or end in the middle of a sentence or a
continuous visual scene. Moreover, it should strictly con-
centrate on one single subject without including any non-
related materials. In align with these requirements, we ap-
ply an agglomerative approach to merge neighboring micro-
segments into one topical segment under the condition that:
1) these micro-segments are semantically related to the
same subject topic, and 2) they contain complete sentences.
Keeping these requirements in mind, we perform the merg-
ing process by using the the following two steps.

3.1 Synonym Set-based ATS Detection

For each synonym set S, we perform a successive tem-
poral clustering to conditionally group micro-segments that
belong to this synonym set into one cluster. Specifically, as-
suming that S contains micro-segments {sg1, sg2, ..., sgn},
we propose to merge {sgi, ..., sgi+m}, 1 < i < i + m < n,
into one topical segment if the following three conditions
are satisfied:

1. Any two neighboring segments within this group are
temporally close to each other. Particularly, we require
them to be either less than Tsg segments apart, or less
than Tsd seconds apart. Here, Tsg and Tsd are two
thresholds whose values are empirically set to be 5 and
90 based on experimental results. A better solution
would be to determine them adaptively.

2. It does not contain a silent segment. This is mainly
used to avoid merging segments that could possibly
belong to different subjects. Based on our study, we
notice that there is usually a silent transitional shot be-
tween two topical sections in instructional videos.

3. m is sufficiently large. Specifically, we require that m
be larger than 4 so as to ensure that this synonym set
indeed corresponds to a serious topical subject.

In a word, if similar keywords are frequently mentioned
among a series of temporally adjacent segments, then very
likely they are semantically related to the same subject topic
and consequently should be merged together. One such ex-
ample is shown here. Assume that S contains segments {6,
8, 9, 13, 30, 60, 64, 66, 69, 70, 80, 84}, then two topical seg-
ments could be derived from this set: one containing from
segment 6 to 13, and the other from segment 60 to 70. Note
that segments such as 7 and 10 that are not contained in set
S will also be included into the corresponding topical seg-
ments accordingly. This step thus leads to a list of atomic
topical segments where overlapped ones will be merged.

3.2 ATS Detection Using Other Cues

This step applies several other cues to detect more ATSs
and also to refine existing ones.
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Sentence Boundary Information: Since sentence
forms the basic unit of thought in language, sentence bound-
aries are a good indicator for topic changes. However, the
video micro-segmentation system often produces multiple
micro-segments within a sentence or one micro-segment
spanning across parts of two different sentences. We claim
that no more than one topic exists in a sentence and pro-
pose to merge all micro-segments that are covered by the
same sentence into one ATS. One such example is shown in
Figure 2 where segments 5 and 6 are merged as they both
belong to sentence 18.

Music Information: We notice that segments which
share the same background music usually relate to the same
topic. This is due to the fact that for most of professionally
produced instructional videos, adding in music during the
post-production is meant to reflect particular atmosphere
under certain circumstance. We thus take advantage of this
observation and apply it to the ATS detection.

Speech Information: Based on our study, instructional
videos have frequent voice-over segments where a continu-
ous background narration accompanies various visual mate-
rials such as historical documents, images and slides shown
in the foreground. In this case, although the visual con-
tent keeps changing, yet the speech source remains con-
stant, and thus the same topic continues. Consequently,
all temporally adjacent micro-segments that share speech
from a same narrator are merged together. To identify such
scenes, we evaluate the speech similarity of any two neigh-
boring voice-over segments by using their Kullback Leibler
2 (KL2) distance calculated based on Mel-frequency cep-
stral coefficient (MFCC) feature [16, 10]. A small KL2 dis-
tance indicates a continuous speech over the two segments.
If the KL2 distance of two micro-segments is less than a
preset threshold Tsp, we regard the two micro-segments to
be acoustically similar, and subsequently merge them to-
gether.

Finally, all these three cues are fused together to either
extend pre-detected ATS or identify new ones in an itera-
tive manner. When no more change is observed, the ATS
detection process ends.

4 Experiments and Performance Evaluation

Six videos downloaded from the web sites of FEMA
(Federal Emergency Management Agency), CDC (Centers
for Disease Control and Prevention) and other related DHS
agencies, were used to evaluate the system. Lengthes of
these videos range from 30 minutes to 120 minutes, yet a
majority of them is of 1 hour long. All test videos con-
tain various types of sounds, complex video content with
frequent gradual content transitions, and various types of
visual scenes such as classroom instruction, panel discus-
sions, presentations, and outdoor activities.

Table 2 shows the transcript of an atomic topical segment
which was created from a video on bioterrorism history. As
we can see, the micro-segments are very short and often
break a phrase in the middle, and thus making them difficult
to understand the subject in isolation. The topical segment,
however, contains a story and is more useful as an unit for
search and content re-purposing.

As we pointed out in the introduction, the goal of this
work is to facilitate users in quickly browsing video con-
tent organized by topical segments as well as conveniently
authoring new clips. We are more tolerant to misses than
false alarms, since missed topical segments could be easily
combined using an editing tool. In this context, the tradi-
tional performance measurements such as precision and re-
call no longer serve as good evaluation criteria for this work,
since it is rather difficult to determine the “hits” for a given
video. We have thus defined a new measurement, namely,
the compression ratio between the number of atomic topi-
cal segments (ATS) and the number of micro-segments, to
evaluate the system performance. In addition, we consider
false alarm (FA) as the second evaluation index, which flags
when a detected ATS contains more than one subjects. In-
tuitively, a higher compression ratio with fewer false alarms
would offer users a faster, easier and more pleasant content
navigation and browsing experience.

The performance on ATS detection is shown in Table 3.

Video No. of Avg. No. of Avg. Comp.

Data MS Len. ATS Len. Ratio FA

V 1 150 10.7 26 62 5.7 0
V 2 399 8.8 69 51 5.7 0
V 3 330 21.3 93 75.7 3.5 3
V 4 349 10.3 45 79.6 7.7 1
V 5 426 8.4 91 38.4 4.7 1
V 6 341 10.5 64 56.2 5.3 1

Avg. 11.6 60.5 5.4 1

Table 3. System performance evaluation on
atomic topical segment detection, where MS, ATS
and FA stand for micro-segment, atomic topical
segment and false alarms, respectively. The aver-
age length of each segment is in unit of second.

As we see from the table, the average length of a video unit
has now been increased from 11.6 seconds (for a micro-
segment) to 60.5 seconds (for an ATS). This leads to a com-
pression ratio of 5.4 on average. However, we did observe
that video 3 has a relatively low compression ratio com-
pared to others, which owes to its unusual story structure.
Specifically, this video is in the form of three long panel dis-
cussions with each focusing on one particular topic. Each
discussion starts with a presentation from one individual
panelist, and subsequently goes on to another in a sequential
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(5) The japanese had a very active offensive biowarfare research
(6) program which included a battalion known as 731.
(7) In their program, the japanese conducted experiments on humans, using 15 to 20
(8) different disease causing agents, with anthrax
(9) being one of their favorites. Allied prisoners of war and
(10) innocent manchurian civilians in
(11) nearby villages provided an almost endless supply of
(12) experimental subjects.
(13) When word of unit 731 leaked to
(14) the west, allied forces began their own programs
(15) concerned that japan and possibly germany would gain a military advantage in biowarfare research.
(16) Narrator: On the third day after exposure, the casualties begin. Dead sheep can be seen further down the line. It is of course
necessary to
(17) confirm that they have died of anthrax.
(18) Cono: In 1942, on gruinard island off the coast of scotland, the british conducted
(19) their first scientifically controlled biowarfare field
(20) trials. Scientists exploded anthrax bombs near immobilized sheep to
(21) determine if the spores would survive an explosion and retain
(22) the ability to infect anyone
(23) nearby. Test results showed that anthrax could in fact be effectively disbursed by explosive devices and could also remain
(24) viable in the soil for decades. This brought home the realization that if an anthrax bomb were dropped on a city like london,
the results could have been catastrophic.
(25) Gruinard island was declared off limits until it was decontaminated in the 1980s.
(26) It’s now safe for both humans and animals.
(27) Like our allies, the united states responded to the perceived threats from germany and japan. In 1943, we began an offensive
biological program with a modest research and development facility at camp dietrich, which
(28) is now fort dietrich, maryland. By the end of the program, we had weaponized a total of seven incapacitating or lethal human
agents, including anthrax.

Table 2. An example topical segment from a video on bioterrorism history. Twenty four micro-segments (from segment 5
through segment 28) about Japanese biowarfare program during the second world war were merged into a topical segment.

manner. The discussion finally ends with a Question-and-
Answer session which is modulated by the host. In particu-
lar, the host directs the questions, each of which focuses on
one specific sub-topic, to the panel in a round robin fash-
ion. As a result, each participant will address one particular
aspect of the major topic, which naturally results in many
topical segments.

Note that the false alarm (FA) rate is really low, which
averages to 1 per video. The largest number of FAs is ob-
served from video 3 where two of them are resulted from
the failure of separating two sub-topics. Specifically, the
first one is due to the mergence of sub-topic “when should a
quarantine be ordered” with sub-topic “who makes the de-
cision to order a quarantine”, and the second one with sub-
topics “what happened after a quarantine is ordered” and
“what are the challenges in quarantine”. The third FA is
caused by the wrong mergence of segments that are on two
different major topics. By watching the video, we found
that these segments are mistakenly “bridged” by the host
who introduces the next topic right after summarizing the
previous one. Thus officially no segment could be correctly

served as the delimiter. The other two false alarms in videos
4 and 5 are caused by the same problem where no transi-
tional period exists between two topics. Finally, the false
alarm in video 6 is resulted from the inaccuracy in one of
the synonym set which contains both site and hazardous
waste site. These two keywords, however, mean two dif-
ferent things in the video and thus belong to different topics
(one on “dump site” and the other on “chemical waste site”).

We also conducted a same experiment by only using tex-
tual cues–synonym sets and sentence boundaries–to mea-
sure the impact of textual cues on video segmentation. Ta-
ble 4 shows the experimental results. As we can see, the ex-
clusion of the speech and music cues reduced false alarms.
Specifically, this prevented the false mergence of two differ-
ent sub-topics in video 3. However, the compression ratio
is lower than that of shown in Table 3. The average length
of ATSs created based only on synonym sets and sentence
boundaries are about 17 seconds shorter on average. This
fact suggest that the speech and music cues are also impor-
tant features for topic segmentation.

Finally, we performed a few sessions of usability study
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Video No. of Avg. No. of Avg. Comp.

Data MS Len. ATS Len. Ratio FA

V 1 150 10.7 28 57.6 5.4 0
V 2 399 8.8 106 33.2 3.8 0
V 3 330 21.3 155 45.4 2.1 1
V 4 349 10.3 65 55.1 5.4 2
V 5 426 8.4 128 28 3.3 1
V 6 341 10.5 84 42.8 4.1 1

Avg. 11.6 43.7 4 0.8

Table 4. System performance evaluation on ATS
detection without using the speech and music cues.
We obtain lower compression ratio but also lower
false alarms without the two cues.

for the system. Some examples of tasks that are specific
to videos include: “find a segment on the topic of botulism
toxin and list its keywords”, “locate the point where Presi-
dent Roosevelt is delivering a speech on anthrax”, as well
as “author a video that covers the topic of tularemia fever”.
The participants we invited have no prior experience of us-
ing any video browsing/navigation/editing tools, and we
limit our help to them as little as possible on using the pre-
sentation GUI. The study results are very encouraging, all
participants finished the tasks within time limit and they an-
swered all questions correctly. Moreover, they were very
pleased with the presented video segment information, and
gave us encouraging comments such as “cool”, “I like it”
and “wonderful”.

5 Conclusion

This paper presents a new video segmentation scheme
which structures videos into units of atomic topical seg-
ments. The primary goal of the system is to offer users
convenient topic-based video browsing and flexible selec-
tion of topical segments to author a new video. Exist-
ing video shot detection systems generate too fine-grained
micro-segments, while most video topic segmentation tech-
niques are domain specific to certain types of videos. This
paper addresses this challenge through a multi-modal se-
mantic analysis technique for recognizing topical segments.
Various information cues derived from a video are exploited
to accomplish the task, which include keyword synonym
set, sentence boundary information, silence/music break
and speech similarity.

Experiments carried out on several training videos down-
loaded from various DHS websites have showed promis-
ing results. The system achieved compression ratio of 5.4
compared to a state-of-the-art micro-segmentation system,
and showed very small number of false positives. The sys-
tem has been embedded in an e-Learning project, and the

users reported very positive feedback after they tried the
new video navigation system based on topical segments.
The new topic-based navigation enabled the users to find
a video segment of interest in much shorter time, and sub-
stantially reduced the effort for merging many segments to
create a new video clip.
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