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ABSTRACT

Computer Assisted Auditing Techniques (CAATS) are increasingly used in s mgh

vast amounts of data to extract information of real value in the audit process. Techniques
based on applications of Benford’s Law have been utilized in various domains. This
paper goes beyond by introducing a class of focused tests (called Beh@kitiral

Models) that can be tailored to the scenarios being investigated. The discussion is
grounded by using scenarios related to policies around receipts. The new fodssed tes
are compared with an adaptation of Benford’'s Law using carefully engthegnthetic

data and real data from the business travel and entertainment expense raahagem
(T&E) domain. Results indicate that focused tests are robust with good detection powe
and significant reduction in false alarms when compared to either intuitiveaaes or
general tests based on Benford's Law. Application and validation with productiom data i
the T&E domain suggests that these focused tests can leverage the deep knafwledge
domain experts and play a valuable role in audit and business control processes.

Keywords: fraud detection; business rule violations; data asalfgdse positives and
negatives; Benford’s Law, Computer Assisted Auditing Techniques (CAATS).

INTRODUCTION

Rules specifying the receipt requirements for various busixgenges are an important
part of an organization’s expense management and control. Thesan®rmulated
to conform to regulatory requirements and to implement the organizatimsiness
controls processes. For example, in the travel and business ienterta expense
management domain (T&E) receipts might be required for expenses particular
category (e.g., ground transportation) that exceed a speaifiednt threshold (e.g., US
$25). In most organizations, the threshold on the expense amount foticalgrar
expense category is not to be considered as an entitlement andréherplicit business
rules specifying that only actual expense amounts can be clail@dever, auditors do
uncover suspicious “under-the-radar” behavior where a disproportionatbenuoh
expenses are claimed just under the corresponding amount thresholdswdticive
receipts would be required. Beyond this behavior auditors and busines®ls
personnel also monitor violations of business rules related to redemmtsmissing
receipt exceptions). This sub-domain of scenarios related t@pi®wves chosen because
it has important and interesting characteristics analyzddeium this paper. Also, the
results can be extended to other sub-domains with similar chastcse (e.g.,
procurement limits based on item categories and the procurement procesg)utiliz



Computer Assisted Auditing Techniques (CAATS) are increasibgiyg used as part of
the audit process. The goal for such tools is to identify and m®rases for audit
investigations and for taking business control actions. For examgia| dinalysis using
Benford’s Law identifies cases based on the non-conformance toexpected
distribution by the target variable being analyzed (Nigrini 199&afyl and Thibodeau
2005). The business value of any technique depends on its Type Ip@alsees) and
Type Il (false negative) error rates. Earlier work has pdirdut the need to apply
Benford’s Law considering all the digit possibilities in a sentggst to lower the Type |
error rate (Cleary and Thibodeau 2005).

The task addressed in this paper is to analyze the expenses edilpitgntities (e.g.,
employees in an organization) and to identify entities that exbkuspicious or non-
conforming behavior with respect to receipt rules. For the “underatiea” scenario,
out-of-pocket expense claims that are below the receipt thresheldfaparticular
interest. For this scenario, two methods will be compared to detect pattdraskpense
claims data that are indicative of plausible alterations inatiteal expenses incurred.
The first method is an adaptation of the well known digit analyaged on Benford’s
Law (Nigrini 1996; Cleary and Thibodeau 2005). The second method (cale/Bral
Shift Model: BSM) is a new application of hypothesis testindnwhie Likelihood Ratio
Test (LRT) using an underlying distribution well suited to thisnain (Ilyengar, Boier,
Kelley and Curatolo 2007). The comparison will be done first using simttata
specifically engineered to include “under-the-radar” behaviorl waspect to receipt
limits. The comparison using synthetic data will allow quantiiicaof the performance
of both methods in terms of their false positive and false negaties. The two methods
will then be compared on real data from the T&E domain and coockiwill be drawn.
Next, the problem of identifying excessive violations of businesssrid considered.
Analysis of exceptions triggered by missing receipts iseaato of interest in the sub-
domain related to receipt rules. A formulation of BSM tailom@dainalyzing event data
is applied to this problem. Results of application to real data the business travel
domain are presented and discussed.

SYNTHETIC DATA

The synthetic data will be engineered in two steps. In tee dtep, data (referred to in
this paper as Benford data (B) representing “non-fraudulent” behavicreated in a
manner so that it conforms to Benford’'s Law. This data set B iogrddist of expense
data items, each item specifying an expense amount and thetleatiincurred it. In the
second step, a subset of entities is chosen randomly in eachneqgefor injecting
fraudulent “under-the-radar” behavior for a specific recdiptghold. This engineered
data allows quantitative assessment and comparison of detectidnlitapaf the two
methods using the knowledge of which entities have the injected “umeleadar’
behavior.



There are many distributions that have been shown to obey Bentad/s(Leemis,
Schmeiser and Evans 2000). The expense amounts T in the BenfordadatgdBerated
using
T =2x10" where
W =Triangular (0,1, 3).

The receipt threshold for this data set is at a value of $25 ¢xpense amounts above
$25 will trigger the receipt requirement). The triangularritistion (with minimum

value 0, maximum value 3 and a mode of 1) was chosen to createittasome of the
characteristics seen in real life data sets in the T&E domHBistograms showing the
distribution of the expenses in the Benford data B are provided in Figures 1 and 2. Figure
2 shows only the subset of these expenses that are below the receipt threshold of $25.
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Figure 1. Histogram of expense amounts in the Benftd data B before injection of "under-the-radar"
behavior.
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Figure 2. Histogram of expense amounts in the Benftd data B before injection of "under-the-radar"
behavior (expenses restricted to those not requirinreceipts).
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The synthetic data models the expense amounts for 1000 entitiese/é@ exponential
distribution with a mean of 50 to model the number of expense itemsath entity

(based on analysis of real T&E data sets). The expensends in each of these
expense items are chosen by random sampling from T without replacement.

This initial data set B was used to generate independent datwittetinjected “under-
the-radar” behavior. Each generated data sel i6 used in an independent random

experiment {). In each generated data set)( 20 entities (representing 2% of the total

number of entities) were selected randomly for injection of “utlderadar” behavior.

For each chosen entity, expenses that are below the receipiotdrase replaced by an
amount that is chosen from a uniform distribution ranging from the original amount to the
receipt threshold. In essence, the amounts below the receipt thresaoatjusted
upwards without triggering the receipt requirement. Thisustilated in Figure 3 which
shows the expense amounts for a chosen entity under the receipolthriesth before

and after the injection of the “under-the-radar” behavior. The Histograms clearly
show the shift towards the receipt threshold created by theiamecThe next section
describes and compares the detection of such behavior using two analysis methods.
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Figure 3. Example of expenses below the receipt #shold for an entity before and after injection of
"under-the-radar" behavior (shown using two histograms).

ANALYSES OF THE SYNTHETIC DATA
Analysis using Benford’'s Law
Entities suspected of “under-the-radar” behavior could be identified byc dire

application of Benford’s Law. The expense data for each entity can be testsiddp a
single Chi-Square test to assess the conformance of the first digitilsudien to



Benford’s Law (Cleary and Thibodeau 2005). Entities with significant devi&tom

the expected distribution would be candidates for audit. Intuitively, this approach has
applicability since entities without the injected “under-the-radar” ieh&iave expenses
randomly chosen from data (B) that conforms to Benford’s Law. The performfance o
this method can be assessed using the knowledge of entities with injected belthvior w
metrics based on counts of true positives, false positives and false negatives.

However, this analysis method can be tuned further using the knowledge of the receipt
threshold and the nature of the “under-the-radar” behavior that is being targeted for
detection. The scale invariance property of data conforming to Benford’sshaelli

known (Pinkham 1961). Hence, multiplying expense data conforming to Benford’'s Law
by a non-zero constant would not impact the conformance. However, scaling does
impact the performance of the method in detecting non-conforming expense data.
Therefore, the analysis method can be tuned by utilizing a scaling facexpiemses that
improves the detection power for the “under-the-radar” behavior and the specdipt
threshold ($25 in our experiments). The expected first digit frequencies mamgao
Benford’s Law are given in Table 1. These frequencies decrease mondbgdorctst

digit values from one to nine. The “under-the-radar” behavior is expected to antineas
proportion of expenses closer to the receipt threshold of $25. The impact of this excess
will be magnified if the expenses are scaled such that digit values with Igpeated
frequencies have the excess occurrences. For example, analyzing thesgftens
multiplying them by the scaling factor of four would cause any exaepsoportion of
expenses in the range (22.5, 25) to result in higher frequencies for the firsallig

being nine (which has the lowest expected frequencies if conforming to Berifavd)s

Digit | Expected frequencies
value| for the first digit position
0.3010
0.1761
0.1249
0.0969
0.0792
0.0669
0.05780
0.0512
0.0458

Table 1. Expected frequencies for the first digit psition conforming to Benford's Law

OION|O|OTB|W[IN|F

The impact of scaling was assessed experimentally for a set oySeaiars. The

results are presented in Table 2 and discussed next in detail. Table 2 presertage a
performance over twenty five independent experiments, where in each extegim
randomly chosen set of twenty entities was injected with the “below-tlag*raehavior.

The scaled values for each entity were tested using a single Chi Squareltpstalues
computed (Cleary and Thibodeau 2005). In each experiment, entities with p-vatues le
than the threshold of 0.05 are tagged “positive” for audit and further investigation. Each



of these tagged entities can be classified as either “true positivilse positive” based
on whether it was injected or not with a “below-the-radar” behavior in thatiegrd.

The false positive rate expresses the false positives as a fraction of ther miim
negative instances in each experiment (980 in our experiments). The false nmatg@tive
expresses the false negatives as a fraction of the total number of positineessvith
injected behavior (20 in our experiments). The intuitive choice of four for thagcal
factor indeed has the highest power with an average of 11.2 true positives. However, the
analysis using Benford’s law results in a very high number of false pas{taeging

from 41.1 to 66.64). At the intuitive choice of four for the scaling factor, for eveny enti
correctly identified with the “under-the-radar” behavior there would almogiéy ot
incorrectly identified entities. This performance would be deemed very expérsn

an audit cost perspective.

Scaling| Number | Number | Number | False | False
factor | oftrue | of false | of false | positive| negative
positives| positives| negativeg rate rate

1 5.32 47.04 14.68 0.048| 0.734
2 9.80 41.16 10.2 0.042| 0.510
3 9.68 47.04 10.32 0.048| 0.516
4 11.2 54.88 8.8 0.056| 0.440
5 3.68 47.04 16.32 0.048| 0.816
6 4.72 66.64 15.28 0.068| 0.764
7 4.44 58.8 15.56 0.06 0.778
8 4.76 59.78 15.24 0.061| 0.762
9 2.96 55.86 17.04 0.057| 0.852

Table 2. Results of applying the Benford's Law basemethod in 25 experiments using synthetic data

Analysis using Behavioral Shift Model (BSM)

Behavioral Shift Model (BSM) is new application of hypothesis testing uskedihood

Ratio Tests (LRT) that is adapted for this specific task (lyengdr 20@v). Detection of

the “under-the-radar” behavior is done with BSM by analyzing the subset of theitihata
only those expenses that are under the receipt threshold. This subset of experadkes over
the entities is used as a “normal” baseline and the likelihood ratio test certbeléno
hypotheses: a particular entity’'s mean expense is either the samd hggdothlesis) or
greater than (alternate hypothesis) the “normal” mean from the baselindikeliheod

ratio test is formulated using the exponential distribution and this formulation has bee
shown to have wider applicability to other distributions and can be applied to censored
data like the subset below the receipt threshold (Huang et al. 2007, lyengar et al. 2007).
Consider an entity E with M expenses in the filtered set F that sum up to Q. Leofd de
the total number of expenses in the subset (considering all the entities) andeRaknot
sum. The score for entity E using BSM is given by:

vt B ON-MT N
SCOFG(E)-M IogHaHﬂN M)XIO%?QE N xlog PH
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The p-value is computed directly by Monte Carlo experiments to empiraetlymine
the distribution for the scores. In each of these experiments, each entsigmeds
expenses by sampling at random from the entire set of expenses in the subset data
Entities with estimated p-values below 0.05 are tagged as “positive” foraaneftrther
investigation. The performance of the BSM analysis (averaged over the sartefivee
data sets used in the earlier Benford’'s Law based analysis) is givablen3[ The
results from the earlier analysis using Benford’s Law (with the beltgdactor of four)
are also repeated in Table 3 for ease of comparison. The results indicateMhat BS
analysis correctly detects fewer entities with “under-the-rao@navior when compared
to the earlier analysis using Benford’s Law (scaling factor of foline average number
of entities correctly detected is around 78% of the number correctly detectesl uset
of Benford’'s Law. But, this relatively small degradation in detection by BSMes with
a remarkable improvement in the false positive rate (for these twenty freei@ents
there were no false positives). In most audit applications, the BSM performanick
represent the preferred tradeoff between detecting suspicious behavior worthy of
investigation and false alarms leading to wasteful investigations.

Method Number | Number | Number | False | False
of true | of false | of false | positive| negative
positives| positives| negativeg rate rate

BSM 8.68 0 11.32 0.0 0.566

Benford's Law 11.2 54.88 8.8 0.056 0.440

(Scaling factor = 4

Table 3.Results of applying the BSM method in 25 @eriments using synthetic data (earlier results
from Benford’s Law based analysis repeated for easyomparison).

Histogram of expense amounts: example detected by both methods
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Figure 4. Histogram of expenses for an entity detézd by both methods



Histogram of expense amounts below receipt threshold: example detected by both methods
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Figure 5. Histogram of expenses below the receiptrieshold for an entity detected by both methods

An intuitive understanding of the detection of the “under-the-radar” behavior can be
gotten by considering the distribution of expenses for an entity that wastlgorrec
detected by both methods. Figure 4 displays the histogram of all the experssehfan
entity while Figure 5 displays the histogram of the subset of its experieestbe
receipt threshold. The disproportionate fraction of expenses below the $25 receipt
threshold is quite apparent in Figure 5.
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Figure 6. Histogram of all expenses for an entitynicorrectly detected only by Benford's Law based
analysis



In addition, examining the expenses corresponding to an entity thaine@sectly
detected by the Benford’'s law based analysis but not by B&Mshed some further
insight into their performances. Figure 6 shows the histogfaait expenses for such an
entity while Figure 7 shows the histogram of the subset exjpenses below the receipt
threshold. Unlike the earlier case, there is no apparent disproptetmorecentration of
expenses just below the receipt threshold for this entity. Howa\gameral test like the
one based on Benford’s Law detects non-conformance and flags tiysfentiurther
investigation

Counts
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Figure 7. Histogram of expenses below the receigtrieshold for an entity incorrectly detected only by
Benford's Law based analysis

ANALYSES OF THE REAL DATA

The earlier analysis of carefully engineered synthetic data providesliasights into the
performance of the two methods (based on Benford’s Law and Behavioral ShifsMode
in detecting “under-the-radar” behavior. In this section, the two methods will be
compared by applying them to real data in the T&E domain extracted from gorisete
expense reporting system (GERS). Unlike the case with synthetic da¢alie are not
clearly quantified in terms of true positives, false positives, and false vieggatViany of
the entities identified by BSM were validated by audit and business controlsmofss.
However, entities identified only by the Benford’s Law based analysks twer

numerous and were not validated. The comparison between the two methods will be
done in this section by illustrating examples of cases categorized by toenest

(positive or negative) from the methods. This deep dive complements the eallysisan
of the synthetic data to provide a comprehensive comparison of the two methods.

The T&E data analyzed contains 112116 expense claims by a sample of 3265 employees
in an organization from a one year time period. Only those expenses that were paid in
cash and with a receipt threshold of $25 were included in this data. The distribution of
expenses is shown in Figure 8. The expense data has a long tail ranging up to a
maximum expense of $25000. For clarity, the histogram in Figure 8 shows only the
distribution of expenses up to $500, even though the analyzed data included the tail



beyond. The distribution of the number of expense items claimed by a single entity is
shown in Figure 9. The histogram shows the typical profile with many engddwering
just a few expense claims and a decreasing number of frequent traveleramgth m
claims. The average number of expense items claimed by an employealatdtsgst is
thirty four.
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Figure 8. Histogram of expenses in real data set

(Tail of distribution for expenses beyond $500 isat shown)
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Figure 9. Histogram showing the distribution of tte number of expenses claimed by an employee
(one year period)
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This data set was analyzed using BSM and the Benford’s Law based method. The
scaling factor of four was used for the Benford’s Law method. A p-valuéhtidesf

0.05 was used for both methods to determine which entities tagged as positive. The
comparative results are shown using the 2-by-2 matrix in Table 4 that shows the counts
of entities categorized by the outcomes from both methods. A pattern similardedha
with the synthetic data emerges in Table 4. The number of entities tagged pmysthee
BSM method is small (137) compared to those identified by the method based on
Benford’s Law (1357). Almost all (132 out of 137) entities tagged as positive by BSM
are also positively identified by the Benford’s Law based method. Next, exawifile

be examined based on the categories indicated by this 2-by-2 matrix.

BSM method: BSM method:
negative positive
Benford’s Law method} 1903 5
negative
Benford’s Law method} 1225 132
positive

Table 4. Comparative results on the real data foBSM and Benford's Law based methods

Counts

0] 5 10 15 20 25
Expense amounts

Figure 10. Histogram showing distribution of expenas for an employee tagged as positive by both
methods (excludes two expenses of $135 and $137)

Consider an employee tagged as positive by both methods. The histogram of expenses
for this employee is shown in Figure 10. Two expenses claimed for the amounts $135
and $137 were excluded from this histogram to increase the clarity in the rangeHzelow
receipt threshold. The disproportionate spikes just below the $25 threshold correspond to
expense claims for individual meal items (breakfast, lunch or dinner) and for ground
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transportation expenses. In addition, the large number of claims at the rounde@ expens
amounts of $10, $15 and $20 add to the evidence suggesting further investigation of these
expense claims. This example also illustrates how a simple heuristionisaters

counts and proportions of expenses in a fixed window below the receipt threshold would
not factor in more complex patterns of disproportionate claims.

Next, consider an employee tagged as positive by BSM and negative by thedBenfor
Law based method. The histogram of the expenses for this employee is shownan Figur
11. The histogram clearly shows the spike in number of claims just below the receipt
threshold that would have contributed to the positive outcome from BSM. The scaled
Benford’s Law based analysis computes the digit frequencies shown in TablehSdwhi

not pass the significance threshold for being tagged positive.
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Figure 11. Histogram showing distribution of expenes for an employee tagged positive by BSM and
negative by the Benford's Law based analysis

Digit Actual frequencies Expected frequencies
value| for the first digit position for the first digit position

1 0.3077 0.3010

2 0.1197 0.1761

3 0.1538 0.1249

4 0.0684 0.0969

5 0.0940 0.0792

6 0.0684 0.0669

7 0.0598 0.0580

8 0.0684 0.0512

9 0.0598 0.0458

Table 5. Actual and expected digit value frequencgefrom the scaled Benford's Law based analysis
that tagged the employee negative (BSM tagged thésnployee as positive)
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Lastly, consider an employee tagged positive by Benford’s Law basediarialy not by
BSM. Figure 12 shows the distribution of the employee’s expenses and Table 6 has the
actual and expected frequencies for the first digit values from the B&nt@w based
analysis of the scaled expenses (scaling factor was four). There eanpattern of
“under-the-radar” behavior while the digit analysis shows clear non-coafmerto

Benford’s Law.
15 20 2I5 ‘

30 35

S

4.5

Expense amounts

Figure 12. Histogram showing distribution of expenss for an employee tagged as positive by
Benford's Law based analysis and negative by BSM

Digit Actual frequencies Expected frequencies
value| for the first digit position for the first digit position

1 0.2258 0.3010

2 0 0.1761

3 0.0968 0.1249

4 0.2258 0.0969

5 0 0.0792

6 0.1290 0.0669

7 0 0.0580

8 0.2258 0.0512

9 0.0968 0.0458

Table 6. Actual and expected digit value frequencgefrom the scaled Benford's Law based analysis
that tagged the employee positive (BSM tagged thisnployee as negative)

The examples with differing outcomes from the two analyses methods reirdareso$
the issues with applying Benford’s Law to this problem scenario. The usaliofgo
tune the Benford’s Law based method to the specifics of the scenario (e.g.cthe spe
receipt threshold) does not go far enough in making the test focused on the problem
scenario, namely detecting “under-the-radar” behavior. The BSM approach,athehe
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hand, is more focused by identifying entities with shifted distributions of expetszs
compared to the distribution over all entities. The use of the likelihood ratio test adds to
the robustness by making the scoring depend on both the amount of deviation from the
expected behavior and its repetitiveness. The use of Monte Carlo based p-value
estimation takes into account the actual distribution of expenses (typicdily wit
significant tails) and reduces the bias in the estimated p-value.

ANALYZING RECEIPT RELATED EXCEPTIONS

The discussion on scenarios related to receipts is not complete without considering the
analysis of policy exceptions related to receipts. Specifically, tbisewill consider

the handling of missing receipts exception. From a business controls perspective
excessive submissions of expense claims with the required receipts ntisggegi(g an
exception in each case) is important to monitor and control. Other control points include
excessive approval of the missing receipt exceptions by individual approvetsror af
aggregation within larger organizational units.

Consider the analysis of excessive missing receipt exceptions by eeyploysimple
heuristic would be to rank employees by the total number of these exceptions and
consider employees at the top of the list for further investigation and contool.acti
However, this simple heuristic would penalize the frequent travelers sinceaey h
higher numbers of expenses and consequently a higher number of opportunities to incur
this exception. A possible fix to this bias might be to consider exception rates for
employees that normalize the number of exceptions triggered by the numbeemiax
opportunities. This simple fix still has issues since it could highlight emgdoy@o

have very few expense claims but happen to generate exceptions on a signifitant fra
of them. Usually, these cases are not good candidates for further investigation or
business control action. There is also a subtle problem with these simpladseutibe
missing receipt exception rate is not uniform across all expense typesxahple,

missing receipts exception rates are typically higher for ground transpoapenses

than for hotel room rate expenses. This non-homogeneity occurs across the ooganizati
and should be taken into account if the goal is to identify employees with saghific
deviation in policy regarding receipt submissions when compared to the entire
organization.

Behavioral Shift Models (BSM) can be formulated for event count scenarios and this
formulation can, by choice, factor in non-homogeneity of the kind discussed above due to
different expense types (lyengar et al. 2007). Consider an entity E withuvemces of
the event of interest (e.g., missing receipt exception) and W opportunities. Fplexa
an entity might have 10 missing receipt exceptions in a set of expense claiheitif0
expenses requiring receipts. The exception rate for this entity is 10%drat@s data.
Similarly, the total number of exceptions T and the actual exception eatki&ved for

the entire organization can be calculated. If the exception rate Z for ttee enti
organization is excessive then the control action has to be applied organization-wide.
The more interesting situation is when the organization’s rate is well tedtemd the
goal is to identify entities (e.g., employees) with excessive rates.fdrmulation of

-14 -



BSM uses the likelihood ratio test (using an underlying Poisson distribution) & scor
entities with excessive exceptions (Kulldorff 1997). The simplified scorenfentity E
IS given by:

Score(E) =V xlog %§+ T -V) X|Og§1%§.

As mentioned earlier, the BSM formulation can factor in non-homogeneity in event rate
due to other factors (e.g., varying missing receipt exceptions for diffexpense types).

In the homogeneous case, the expected rate of exceptions for an entity E is simply
(wxz). For the non-homogenous case, the expected rate is computed for each
homogeneous segment and then aggregated (lyengar et al. 2007, Kulldorff 1997). The p-
values are estimated by Monte Carlo methods using the Poisson distribution.

This BSM formulation was applied to the real T&E enterprise data set combsahatier

(same set of employees, same time period and restricted to cash paymieletsify
employees with excessive missing receipt exceptions. The number of eesplatie

one or more missing receipt exceptions in this data set was 1098. At the sigaificanc
threshold of 0.05, there were 78 employees identified by BSM as having ggcessi
missing receipt submissions. Table 7 summarizes the results for the top thlegees
identified by BSM. For each identified employee the table lists thelanioger of

missing receipt exceptions triggered in the time period of the analysis, tretezkpe

number of exceptions and the number of exception opportunities (i.e., expenses claimed
in the same time period that require receipts). The ranking is based on tlsefrecore

the likelihood ratio test. The expected number of exceptions is computed by cogsiderin
each expense type as a homogeneous segment for missing receipt exdegtiohh@
expected numbers of exceptions in Table 7 are not proportional to the opportunities since
the distribution of expense types varies from one employee to another. Fqilexam
second ranked employee has many hotel room rate expenses leading to a redtiation i
employee’s expected number of exceptions. The employees identified in/Tdbély

have excessive missing receipt exceptions using the expected numbereaseefdihe
likelihood ratio test formulation using in BSM factors in the repetitiveness of the
behavior (i.e., exception triggering) allowing auditors to focus on the entitie$igher
numbers of violation taking into account the expected numbers of violations.

BSM Rank| Actual number Expected numbefrNumber of
of exceptions | of exceptions exception
opportunities

1 128 9 263
2 129 11 519
3 86 9.5 418

Table 7. .Summary results for the top three employes identified by BSM as having excessive missing
receipt exceptions
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CONCLUSIONS

Computer aided audit techniques (CAAT) have an important role especially in domains
with large volumes of data. They can provide real value to a domain if the analysis
methods are capable of sifting through the data and identify cases for furthe
iInvestigation with high accuracy. Analysis based on Benford's Law has bekmuse
various scenarios to identify suspicious cases. This paper focused on scengenbsarela
receipt rules in an organization that included attempts to pass under the threshold of
detection (called “under-the-radar” behavior) and incurring excessive pabieyions.
Two analysis methods were discussed for the “under-the-radar” dete€herfirst

method is based on an adaptation of Benford’'s Law to this specific problem. The second
method is based on a new application of likelihood ratio tests (called Behavidtal Shi
Models) focused on these specific problem scenarios. Experimental resngdts w
presented from application of both methods to carefully engineered synthetamdadta
real data from the travel and business entertainment expense manageméant doma
Results indicate that a focused method like BSM can achieve almost the sactiertde
power as the Benford’s Law based analysis but with significantly fevger ddarms. A
different formulation in BSM also addresses the analysis of business rulovis ko
identify entities with excessive exceptions. Our experience in applyalgsas targeted
at specific scenarios (e.g., BSM for receipt scenarios) in the busiaesisand
entertainment expense management domain suggests that focused testxibasl \eff
leverage the domain knowledge of experts and provide value to audit and business
control actions.
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