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Abstract

In recent years, the ability to deliver IT infrastructure
services from multiple geographically distributed locations
has given rise to an entirely new IT services business
model. In this model, called the “Global Delivery Model”,
clients outsource components of their IT infrastructure op-
erations to multiple service providers, who in turn use a
combination of onsite and offsite (including offshore) re-
sources to manage the components on behalf of their clients.
Since the components of services provided can be assem-
bled and processed at any of the delivery centers, a frame-
work for continuous monitoring of quality and productiv-
ity of the delivery processes is essential to pinpoint and
remedy potential process inefficiencies. In this paper, we
describe a framework implemented by a large global ser-
vice provider that uses continuous monitoring and process
behavior charts to detect any potential shifts in its global
IT service delivery environment. Using this framework, the
service provider has already improved several of its IT de-
livery processes resulting in improved quality and produc-
tivity. We discuss the major components of the framework,
challenges in deploying such a system for global processes
whose lifecycle spans multiple delivery centers, and present
examples of process improvements that resulted from de-
ploying the framework.

1. Introduction
In recent years, the ability to deliver IT infrastructure ser-

vices from multiple locations around the globe has given
rise to an entirely new IT services delivery model. In this
model, clients outsource components of their IT infrastruc-
ture operations to potentially multiple service providers,
who in turn use a combination of onsite and offsite (in-
cluding offshore) resources to manage the components on
behalf of their clients. This service delivery model, called
theGlobal Delivery Model(GDM), is transforming the way

businesses plan and execute IT services aligned with their
business objectives. The service providers are increasingly
considered as a strategic business partner to enable inno-
vation, standardize processes and to achieve high opera-
tional efficiency; they are not simply viewed as a means by
which to reduce the cost of maintaining the IT infrastruc-
ture. In GDM, an offered service such as server manage-
ment and operations, or an entire business process such as
loan processing, can be decomposed into a set of core ser-
vice elements; the resulting workflows are dispatched to the
designatedService Delivery Centers(SDCs) for processing.
The SDCs, a combination of onsite-offsite centers, process
and reassemble the completed workflows before delivering
the requested service to the client.

In the early years of the GDM adoption, cost was clearly
a deciding factor for establishing SDCs in low-cost lo-
cations. However, due to the increasingly complex re-
quirements of IT service management and delivery, cost is
presently only one of several factors in adopting the model.
The benefits of adopting a global delivery model are many.
Service providers can provide round-the-clock services be-
cause of time zone differences. Global delivery also ensures
business continuity and resiliency of services in case of any
disaster. The clients adopting GDM can scale their core
business operations with demand without worrying about
resources required to manage their IT infrastructure. Fur-
ther, GDM forces clients to establish worldwide best prac-
tices and to optimize their processes and resources so that
local skills and cost structure can be leveraged.

However, the GDM framework poses an enterprise with
several unique challenges to achieve high levels of produc-
tivity and quality. Since the work to be performed must be
decomposed and reassembled across SDCs, factors such as
geographical distance, time zone differences, local regula-
tory environments, and social and cultural differences can
all affect quality and efficiency. In recent years, the GDM
service providers have faced a number of operational chal-
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lenges with deployment of global processes, standard man-
aging systems, and real-time visibility into deliverykey per-
formance indicators(KPIs). Quality improvement frame-
works such as Lean and Six Sigma [2], Kaizen [3], Bal-
anced Scorecards and Total Quality Management (TQM)
have been applied to address quality problems at SDCs and
to streamline GDM processes, with varying degrees of suc-
cess. Most of these quality initiatives have been limited
to Help Desk Support and Application Development and
Maintenance (ADM) processes. This is due to the fact that
quality improvement standards such as CMM (Capability
Maturity Model) [5] and ISO 9000 have been available in
the areas of software development and call center operations
since the 1990’s. As a result, there are well-established tools
and management systems for improving these processes.
On the other hand, there has been limited deployment of
these frameworks for improving typical delivery processes
performed at the SDCs, such as application hosting, net-
work maintenance, system and server operations, database
management and many other tasks that can not be per-
formed by a help desk or call center. For large GDM service
providers, these tasks often constitute more than 70% of
their contracted services with the clients. The current GDM
landscape can also be characterized by increasing pricing
pressures, increases in delivery costs at many GDCs and de-
creasing barriers to entry driven by lower cost of managing
systems. The complexities surrounding managing the GDM
as well as the competitive business environment point to the
need for tools and methods for monitoring and improving
the quality and efficiency of the services that it provides.
Therefore, development of GDM quality and process im-
provement techniques is an important area of service deliv-
ery research.

In this paper, we will describe an end-to-end framework
for continuous improvement of global service delivery op-
erations that can be implemented alongside of existing oper-
ations by making use of Kaizen principles [3]. This frame-
work for continuous improvement is similar to the approach
used in manufacturing environments. The methodology fol-
lowed to implement the framework is as follows: As a first
step, we analyze the different service activities delivered in
a typical SDC or across multiple SDCs, by taking a system-
oriented approach.

We then perform diagnostics to understand some of the
sources of inefficiency in each of the service activities. In
manufacturing, sources of inefficiency are better studied
and understood; and may be attributable to e.g., job schedul-
ing, machine downtime, or low yield. In the GDM envi-
ronment, inefficiencies may be due to rework or delivering
higher than agreed upon service level agreements or SLAs
(“over-delivery”). Rework could be caused by service re-
quests being incorrectly routed to the wrong service agent,
multiple service tickets associated with a single problem, or

lack of testing prior to moving to the production environ-
ment, for example. Inefficiency due to over-delivery occurs
when the GDM targets a higher SLA level than that contrac-
tually specified, for example, resulting in greater workload
than what is expected by the client and higher cost to the
service provider.

The diagnostics component of the framework calculates
a hierarchical set of metrics to measure the performance of
the GDM. The metrics allow for identifying areas for im-
provement. Further, standardized metrics allow for cross-
comparison across different client IT infrastructure as well
as for benchmarking. Examples of metrics are number and
types of service requests received on any day, standardized
measures of requests service times and number of repeat
incidents, etc. We measure the system according to these
different metrics to gain a baseline measurement for system
performance as well as to identify areas of improvement.

In the next step, these metrics are input to an analytical
engine to produce a set of process behavior charts that auto-
matically generates a series of signals whenever an anomaly
is detected. The signals are then forwarded to the responsi-
ble SDC and GDC teams who analyze the data embedded
in the signals, apply changes to the delivery environment as
required and reset the signals. Sometimes, the signal indi-
cate that the service delivery process has undergone a sus-
tained shift. In this case, changes are applied to the signal-
generating controls.

The steps of computing metric values, creating signals,
and implementing changes based upon these signals are re-
peated on a daily basis. We discuss representative levers
that are used to improve the delivery performance as re-
flected in subsequent measurements of the same metrics.
The system compares baseline and post-improvement per-
formances, and notes any changes in the process shift. This
continuous monitoring framework combined with periodic
diagnostics allows SDC and GDC teams to continuously
improve operational efficiency and quality of the delivery
environment.

The remainder of this paper is organized as follows. In
Section 2, we describe the components and workflow in the
Global Delivery Model. Section 3 describes steps of the
continuous system monitoring framework to generate sig-
nals for continuous improvement in SDC/GDC operations;
and in Section 4, we describe improvement levers that can
be used to improve system performance. In Section 5, we
describe the architecture of the prototype system we have
developed to deliver the end-to-end framework for contin-
uous improvement. Section 6 describes process behavior
charts that are used to continually monitor system perfor-
mance based upon standardized metrics. In Section 7, we
show early results from a large service provider’s global de-
livery operations, illustrating the benefits of implementing
this end-to-end framework of constantly monitoring several



Figure 1. Components of the Global Delivery
Model

SDCs and GDCs. We conclude in Section 8 with a summary
of our current efforts in this area.

2. The Global Delivery Model
Figure 1 represents a typical global delivery model, com-

prising of three primary components:managed systems,
managing systems, and remote resources. The managed
systems represent servers, networks, applications, business
processes and any other resources that a service provider
manages on behalf of its clients either at its own data cen-
ters or in client premises. These are managed and serviced
on a 24x7 basis by one or moreService Delivery Centers
via managing systems. Each service component is designed
to be delivered by executing a set of processes that perform
specific tasks on the managed systems. The managing sys-
tems comprise systems, tools and workflow systems that
are used in this context. The remote resources form a net-
work of GDCs that receive workflows from SDCs and per-
form the designated tasks. The most distinguishing aspect
of GDM is that these three components can be established
in different geographies.

The work performed at a SDC/GDC is broadly catego-
rized as follows: (i)Incident and Problem Management
is work performed to restore normal service operations as
quickly as possible. The root cause of incidents and out-
ages is investigated and a new solution or work-around is
created to prevent repeat events. The normal service oper-
ation is defined as service performed within the contracted
Service Level Agreements (SLAs). (ii)Change Manage-
mentis work performed to add, modify or remove changes
to configurations of IT infrastructure. This work is typically
scheduled in advance. (iii)Request for Service (RFS)is any
other work presented by the client that is to be performed
by the service provider. The work may be a new project
under the umbrella of an existing contract or a new change
request other than those approved under the change man-
agement work category.

Figure 2. Continuous Monitoring and Im-
provement Lifecycle

These categories are part of the IT Infrastructure Library
(ITIL) framework [4] for managing IT infrastructure, de-
velopment and operations, and have been adopted by the
majority of service providers. The complexity of manag-
ing these work categories requires a service provider to es-
tablishhundredsof processes depending on client require-
ments, local compliance and regulations, and IT infrastruc-
ture (systems, tools, applications). This inherent complex-
ity and variability make continuous improvement at GDCs
a difficult task that requires standard measurements, auto-
mated diagnostics and integration across the entire GDM
value chain. In the next section, we describe how con-
tinuous improvement via Kaizen can transform a service
provider’s GDM by applying non-disruptive and consistent
improvement levers to its operations.

3 Continuous Improvement Lifecycle
Figure 2 depicts the steps of this end-to-end process

improvement framework, as follows: (i) analyze the ser-
vice activities to identify the different service components,
(ii) perform diagnostics to understand potential sources of
inefficiency in the service components, (iii) calculate key
service delivery system performance metrics, (iv) gener-
ate moving range andX charts [1] (i.e. process behav-
ior charts), and automated signals to detect process shifts
or out-of-control states, (v) automatically forward signals
to respective delivery teams for root cause identification,
system adjustment, and problem resolution, and (vi) reset
signals after comparing pre- and post-improvement metrics.
Steps (iii)-(v) are undertaken on a continuous (daily) basis,
and the entire end-to-end process may be undertaken at pe-
riodic intervals to aggregate changes to the system, instead
of reacting to individual improvement signals. Note that
a number of industry solutions (Remedy, Peregrine, Max-
imo, etc.) are used to track workflows that arrive at a SDC
or GDC. These requests are typically stored in data ware-
houses for historical analysis and reporting. We have imple-
mented an automated system (described in Section 5) that
calculates the relevant metrics from these service requests.



The diagnostics step identifies improvement levers that
are most strongly correlated with the measured indicators.
Once the levers have been identified, the delivery teams im-
plement the improvements in their managing systems, to
achieve the desired state — this step often requires mak-
ing changes to managing system components (described be-
low). In some cases, there may be a need for automation to
achieve the desired state. In that case, the delivery envi-
ronment continues in the “as-is” state until the automation
steps have been completed and piloted in a small portion
of the managing system. The effects of any changes to the
managing system are captured via a continuous monitoring
system that calculates the KPIs at regular intervals, so that
they can be compared against the baselines captured before
the changes were introduced. The novelty of our approach
is that this is done in a continuous loop as part of the stan-
dard operating procedure at a SDC or GDC for IT service
delivery, where as such practices have been limited to man-
ufacturing operations so far. Next, we describe some of the
improvement levers in more detail.

4 GDM Improvement Levers

The vast majority of the service requests arriving at a
SDC/GDC originate from the managed systems requiring
attention to a problem, incident or change. Therefore, by
performing root cause analysis of common service outages,
a significant portion of the incoming service requests can
be eliminated. In addition to repeat service requests, there
is often a significant portion of rework done at GDCs on
services performed previously. For example, Table 1 shows
total numbers and percentages of changes in various cat-
egories that were not successful during implementation at
a GDC over a given time period. Since each change re-
quest requires approval and testing before it can be imple-
mented, most of the work performed to generate the sys-
tem patches can be characterized as waste or “non-value
added work” using the Lean terminology, and therefore,
must be repeated. The present framework captures indica-
tors that track such unsuccessful changes as well as repeat
requests with the necessary drill-down information to gen-
erate appropriate process improvement signals. We have

Change Category # Failed % Change Category
Software ¡ IntelP latforms 40 8
Hardware ¡ Server 2 7
OS ¡ IntelP latforms 11 5

Table 1. Example of non-value added work
performed

implemented several additional improvement levers in the
present framework, e.g. (i) Segment incoming service re-
quests by work category, complexity and priority so that

misroutingcan be minimized, (ii) Match capacity with de-
mand by periodically rearranging size and skills distribu-
tion of GDC/SDC teams, and (iii) Batch multiple requests
of similar type to reduce setup time in the managing sys-
tem. Each improvement lever is linked to one or more in-
dicators that are tracked via process behavior charts. The
signals identifying the most effective (as determined by the
system) improvement lever(s) are forwarded to the relevant
delivery team/organization responsible for activating it.

5 Architecture
We describe the architecture of a prototype for Continu-

ous Monitoring and Diagnostics system that we have built
for monitoring and providing insights into GDM operations.
Figure 3 illustrates the component view of the designed
prototype for implementing the process described earlier in
Figure 2. The main components of this system are: (i) Fed-
erated Data Warehouse: provides unified data schema and
storage for computed metrics, KPIs and signals, (ii) Met-
rics Computation Engine: provides continuous computation
of desired service delivery metrics and indicators, (iii) Ser-
vice Transformation Analytics Engine: identifies process
improvement levers and generates signals for forwarding to
the delivery teams, (iv) Service Insight Portal: multi-role
and portal-based access to the system

The operational life cycle of the prototype can be de-
scribed by the following phases: (i) system configuration to
capture GDM service hierarchy, (ii) periodic collection of
incident, problem and change requests from the data ware-
houses, (iii) periodic computation of metrics and indicators,
and (iv) generation of signals and insight through analytics.
The system configuration refers to the phase where accounts
and activities that are managed by a GDC/SDC are specified
in the tool. The components are described in the following.

Federated Data Warehouse: The service activities
managed by a SDC/GDC typically consist of several work-
streams that may use different managing systems for serv-
ing work requests. We have built a federated data ware-
house that collects service data from different managing
system tools and creates a single repository of metrics and
KPIs. Once configured, the Metrics Computation Engine
can compute and store the computed metrics data using a
unified data schema. There were several challenges in the
design of the unified data schema such as different time
zones, unit cost metrics, and granularity of available data.
We consolidated these differences using our unified data
schema that is used by the Federated Data Warehouse. In
addition, we address resiliency issue in our design by sup-
porting automatic failover to a standby server in the advent
of primary database failure.

Metrics Computation Engine: This component han-
dles computation of various metrics and leading indica-
tors. The computation is done by issuing queries against
managing system databases and only computed metrics are



Figure 3. Continuous Monitoring and Im-
provement System - Architecture Diagram

transferred back to the data warehouse. Thus, there are
several challenges the metric computation engine must ad-
dress. It must ensure that when running the devised queries
against the production databases, it does not affect the daily
SDC/GDC operations. Further, it must handle several data
inconsistencies before performing the actual metric compu-
tation. As there is no opportunity for data cleansing in the
designed Warehouse, due to on-the-fly computing structure,
the metric computation engine has to explicitly handle data
inconsistencies such as different time zones, missing data
fields, duplicate data etc. Once these metrics are computed,
they are stored in the Federated data warehouse for the sub-
sequent components.

Service Transformation Analytics Engine:Our frame-
work is extensible such that new modules and analytics can
be plugged in as long as it supports a set of common inter-
faces. We provide a key set of analytics such as (i) trending
analytics based on clustering and segmentation, (ii)signal
generation via process behavior charts, and (iii) predictive
analysis. The process behavior charts being a key set of
analytics for process improvement will be described in the
next section.

Service Insight Portal: The Service Insight Portal pro-
vides a multi-role portal based interface for the users of our
system and handles all the user interface related activities.
This is implemented using Websphere Application Server
and Web 2.0 technologies for the AJAX and client-side
Java. The portal aggregates metrics, KPIs and signals based
on the user role. For example, a service delivery manager
can access these data for all the client accounts under her
management. Users can quantify the effect of the process
improvement levers by comparing the baselines (taken be-
fore improvement) with the most recent levels of the com-

puted metrics and indicators. The supported roles can also
be extended via an administrative interface in the portal.

5.1 Metric Standardization

A key challenge in measuring the GDM service delivery
operations is the establishment of a standard set of metrics
that represents GDM delivery status with confidence across
all SDCs and GDCs. This is a complex task as different
organizations and business lines use different measurement
methods for monitoring their delivery operations that are of-
ten not consistent. We standardized the metric computation
and evaluation process by designing a unified set of met-
rics based on the workload, service quality, performance
and productivity criteria gathered from the different busi-
ness units. The following is a representative sample of met-
rics computed in the present prototype of our system.

† Workload Metric: volumes of incidents, problems and
change requests handled

† Service Quality Metric: percentage of service requests
within the client SLA criteria, percentage of requests
out of criteria, percentage of successful and unsuccess-
ful changes performed on the managed systems

† Performance Metric: service response times at differ-
ent levels of SDC/GDC hierarchy

6 Process Behavior Charts for GDM
Control charts, based on work by Shewhart in the 1920s

and later popularized by Deming, have long been used in
manufacturing systems as a means for measuring system
variation and to ensure that variation in system output re-
mains within acceptable limits. (See [6], [7], [1].) Control
charts provide the capability to differentiate between nat-
ural variation, which cannot be removed, and special cause
variation, which must be quickly identified and removed.
Further, control charts allow for both retrospective as well
as prospective monitoring of the process; they allow the user
to review the existing state of the system as well as provide
indications regarding future system performance.

We concentrate on two measurements: (i) the central ten-
dency and (ii) the spread (variation) in the distribution of
the data. Combined, these two measurements report on the
accuracy and the precision with which the process is per-
formed and, in the case of GDC/SDC, the service is deliv-
ered.

The major components of control charts are the points
representing the individual measurements at different times,
upper and lower control limits, and a measure of the central
tendency of the measurements. (Other optional components
are upper and lower warning limits.) For example, an indi-
viduals chart (“X-chart”) plots the individual metric values
at each point in timet. It also plots theX, a measure of



central tendency over the individual metric values. Finally,
it plots upper and lower natural process limits computed as:
Upper Natural Process Limit X-chart=UNP LX = X +
3µX

Lower Natural Process Limit X-chart=LNP LX = X +
3µX

whereµX is the standard deviation of theX values.
An mR-chart plots the absolute successive differences

between the individual metric values at each point in timet
(i.e., jXt ¡Xt¡1j, wherej ¢ j denotes absolute value). It also
plots themR, a measure of central tendency over the range
values. Finally, it plots upper and lower natural process lim-
its computed as
Upper Natural Process Limit mR-chart=UNP LmR =
mR + 3µmR

Lower Natural Process Limit mR-chart=LNP LmR =
mR + 3µmR

whereµmR is the standard deviation of themR values.
Shewhart chose to add (subtract) three standard devia-

tions to (from) the central value to obtain the upper (lower)
natural process limit because empirically, 99% of the data
is located within three sigma units of the average.1 Thus,
these limits strike a good balance between the dangers of
misclassifying common cause variation as special cause
variation and vice-versa. Misclassifying common cause
variation as special cause variation will lead to unneces-
sary cost and change to a process that is in control. Fur-
ther, “false alarms” may cause users to lose faith in the
capability of the process capability chart methods. On the
other hand, misclassifying special cause variation as com-
mon cause variation will lead to result in missed process
changes.

The method behind control charts is as follows: Assum-
ing that the process is in control, construct control charts
and determine upper and lower control limits. These limits
are used to predict the system behavior. Collect new data
observations and compare them to the average and upper
and lower limits on the control chart. If the observations are
consistent with the control chart, the process is assumed to
be in control. If the new observations are inconsistent with
the predictions based upon the control chart, the process is
deemed out of control and action must be taken to identify
the source of instability.

We have adopted the control chart methods from man-
ufacturing and applied them to improve service delivery in
the GDM. We refer to the control charts as process behav-
ior charts, since we use these charts to monitor the behavior
of the processes that drive the GDM to deliver the services
that we offer, within the contractually agreed and customer
expected specifications.

1We point out that these control charts are relatively insensitive to the
distribution of the underlying data, see [6].

Figure 4. X-Chart; Unix work requests

We develop a hierarchy according to which we analyze
performance of the GDM. All data is collected at the low-
est level of the hierarchy, but metrics and process behav-
ior charts are reported at varying views of the hierarchy.
At the lowest level of the hierarchy are the different work-
groups assigned to service the different tickets. The next
level of the hierarchy is the specialized skills required to
service the different ticket requests (e.g., UNIX, Database
Management). The highest levels of the hierarchy are indi-
vidual customer accounts and geography in which the de-
livery center providing the service resides.

Different users are interested in metrics reported at dif-
ferent levels of the hierarchy. For example, problems in the
work queues are best addressed and studied by looking at
the metrics associated with that level of the hierarchy. On
the other hand, account managers will review metrics at the
individual customer account level of the hierarchy.

For the metrics and indicators, at each level of the hier-
archy, we provide an associated X-chart and mR-chart. We
use 60 days of data to create the initial UNPL and LNPL
and average lines for the mR-Chart and X-Chart. Once
these limits are calculated, they are not recalculated until the
process behavior charts indicate that the process has shifted
and thus there is a need to calculate new process limits.
On a daily basis, we update the remaining elements in the
process behavior charts. By reviewing the resulting charts
(two charts for each of the twenty metrics), we are able to
continually monitor system performance and whether or not
the system is behaving in a manner that is consistent with
that predicted by the process behavior charts.

Figure 4 is an individuals chart for mean service re-
sponse time (“MSRT”), at the workgroup level of the hi-
erarchy. The limits were calculated based on two months of
data, ending on 4/21/07.UNP LX = 5829:6 minutes and
X=1534.22 minutes.2 MSRT measures the total time (in
minutes) from when a work request is entered into a system
until the request is resolved (equivalent to the sojourn time

2We do not reportLNP LX since MSRT can only take on positive
values so theLNP LX = 0 for this graph.



Figure 5. mR-Chart; Unix work requests

in a queue).3

Figure 5 is the mR chart for the same data set. The mov-
ing range chart measures the variability surrounding the ser-
vice delivery. Within a given workgroup, highly variable
time to resolve tickets could be indicative of, e.g., nonstan-
dardized solution approaches or different worker skill lev-
els.

6.1 Detecting Shifts or Out of Control

We implemented rules for detecting process shifts or out
of control periods in the delivery process. By shifts in the
delivery process we mean, for example, that it typically
takes 100 minutes to close a ticket and the process shifts
and it takes on average 80 minutes to close a ticket. Such
a shift could be attributable to initiatives that improve the
agents’ abilities to service tickets such as introduction of
new technology or recent agent training.

If the control chart indicates a process shift or out of con-
trol period, we send a signal (via email, visual indication
on the graph, and tabular report) of the date and the signal
detected. A designated individual must then investigate the
cause for the shift or out of control period. A process shift is
also a signal that process limits must be recalculated. Speci-
fying detection rules requires a delicate balance between not
sending a signal when the system has not changed but, on
the other hand, not missing a signal when the delivery sys-
tem has shifted or when the delivery system is out of con-
trol. We implement the following rules: (1) Any value that
lies aboveUNP LX or belowLNP LX indicates that the
system is out of control and requires investigation. (2) Any
value that lies aboveUNP LmR indicates that the system is
out of control and requires investigation. (3) Eight consec-
utive values above or belowX indicate a process shift.

Consider now the X-Chart in Figure 4. The dashed cir-
cle indicates eleven consecutive points that fall belowX.
This indicates a shift in the delivery process; average time

3Although we present here aggregated data, we typically analyze this
data at a finer level of granularity such as classified according to the differ-
ent SLA agreements under which they are bound.

to resolve tickets has dropped significantly for an extended
period of time. This process shift requires a recalculation
of the process limits. In addition, the responsible individual
must investigate to understand why the system performance
was able to improve over this time period. For example,
if the improvement is due to a short term assignment of
additional agents then this improvement will not represent
a sustained improvement and it does not represent a long-
term shift in process behavior. The chart also indicates two
points aboveUNP LX circled in a solid line. These points
indicate unusually elevated MSRT and require investigation
to understand what led to these high values.

6.2 Other Considerations

Percentage Metrics In some cases we found that
process behavior charts based strictly on the metric, was
not the most appropriate measure. For example, one of the
twenty metrics that we monitor isChangeS=Number of
Successful Change Tickets. In this case,ChangeS = 0
may mean that all change tickets were failures or that there
were no change tickets. Thus, for monitoring process be-
havior, we normalize this metric by the total number of
change tickets.

Rare EventsIn many cases we find that there are not ob-
servations for a given metric for every time periodt. This
happens most frequently for the tickets that are classified
by the system as most severe. For example, the incidence
of missing an SLA on a severe ticket is not common, es-
pecially when we study data at the most granular levels of
the hierarchy. When the metric of interest is a pure “count”
metric (e.g., number of tickets opened), standard methods
can be applied to transform the count data to rate data (e.g.,
rate at which tickets are opened per year). However, not all
of the metrics that we consider fall under the category of
“count” metrics. For these metrics other methods must be
used and other control charts must be considered, some of
which are sensitive to assumptions regarding the distribu-
tion of the underlying data.

Non-Random Behavior The use of control charts al-
lowed us to observe situations of non-random behavior.
Such non-random behavior requires investigation as it is a
certain indication of a need for process adjustment. For ex-
ample, we noted that every Friday a certain account consis-
tently missed its SLAs. The financial impact of this system
behavior is obvious. Such behavior may take a long time to
notice without graphical representation of the data through
control charts.

Targets The natural process limits define the behavior
of the process given its current configuration and its inher-
ent variability. An additional limit that can be defined is the
Target. The Target can represent, for example, contractually
agreed upon service levels. The Target represents an exter-
nal demand or request of the process, rather than an inherent
capability of the process. Thus, for example, if service level



agreements are set at a level lower thanUNP LX , either the
process must be modified or there is a good likelihood that
the service level agreements will be violated. Process be-
havior charts have been useful in highlighting the concept
of the capability of the processes and how this relates to the
ability to deliver on different promised Target values.

7. Representative Results
This end-to-end framework has been implemented in

stages, beginning in early 2007 and has already improved
service delivery for a number of teams. A step-by-step de-
ployment approach was taken as follows: the process im-
provement approach via appropriate lever adjustment was
implemented iteratively for each work activity rather than in
a single step for the entire GDM infrastructure. For exam-
ple, in one deployment initiated in one of the service activ-
ities during the summer months of 2007, the primary lever
utilized was improved routing of the problems to the appro-
priate service agents. We compare, for different incident
and problem classes, the value of the MSRT metric before
and after the improvements were implemented. Table 2 dis-
plays the results. Table 2 contains average service response

Priority Class Date MSRT
Class1 2/2007-3/2007 912.24 minutes
Class1 10/2007-11/2007 890.32 minutes
Class2 2/2007-3/2007 7654.99 minutes
Class2 10/2007-11/2007 7493.89 minutes

Table 2. MSRT (in minutes) by incident and
problem class

time (in minutes) for different classes of incidents and prob-
lems before and after the process improvement lever was
implemented. (Further details cannot be provided without
revealing confidential service provider data but the scaled
values in 2 still reflect true magnitude of improvement.)
We analyze the different priority classes separately because
these are typically governed by different service level agree-
ments.

For Class 1 problems, average MSRT prior to apply-
ing the improvement levers as measured over a two month
period is 912.24 minutes compared with 890.32 minutes,
as measured over a two month period after the process
improvement. This represents a relative improvement in
MSRT of 2.4%. For Class 2 problems, average MSRT prior
to improvement as measured over a two month period is
7654.99 minutes compared with 7493.89 minutes, as mea-
sured over a two month period after the process improve-
ment. This represents a relative improvement in MSRT of
2.1%. While the average results seem low when aggregated
at a SDC/GDC workstream, larger percentage improve-
ments were observed for several individual teams. Also
note the difference in magnitude between the response times

for the different problem classes; the contractual agree-
ments on Class 2 problems typically allow for longer re-
sponse times.

8 Conclusions
Service delivery, in particular via the global delivery

model, creates unique operational challenges that challenge
the service provider’s ability to deliver quality service. We
have taken methods that have been applied in the manufac-
turing environment and used them to improve efficiency and
quality of service delivery, in particular, in the IT service
delivery setting. The end-to-end framework that was devel-
oped and implemented includes consistent metrics that are
used to compare across all levels of the delivery environ-
ment hierarchy such as client accounts and service activi-
ties.

The upper and lower natural process limits in the process
behavior charts can be used to help guide future client con-
tractual agreements. Knowledge of the process behavior
such as average service response times should help guide
service provider commitments to clients regarding response
time, and can provide insight into the likelihood of being
able to meet client obligations if targets are not aligned with
the natural process capability. For example, the process ca-
pability charts can highlight the likelihood of failure when
the target line is set at a distance equidistant between the
average and upper natural process limit. The statistical like-
lihood of missing this target is high, since points that lie in
this range are within acceptable range of deviation from the
mean and do not indicate any special cause variation. Thus,
the only way to ensure compliance with this target is to use
levers that shift the process so that the overall average ser-
vice response time is reduced.
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