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Abstract

Services industry has become a primary growth point in mosintries. However, the current
services business is largely constrained by human factuislacks automated and quantitative tech-
niques for operation and decision-making. In this paperpvopose an optimal-control based decision-
making model that facilitates performance analysis arateqjly planning for services enterprises. Using
approximate dynamic programming, we are able to handle thdemcomplexity and obtain a near-
optimal solution for the decision making of employee mamaget, advertisement, and asset investment.
We validate our model and approach in a business simulatiaotipe. Furthermore, we propose a
consulting methodology based on the optimal-control madel describe its application in services

consulting practices.

Index Terms

Approximate dynamic programming, consulting methodojadgcision-making, optimal control,

services enterprises.

I. INTRODUCTION

Services industry has been a fast-growing industry in mayties. In the United States, for
example, the services industry accounts for 55% of the stahomic activity in 2006 [1], and
contributes about 78.7% of the GDP in 2007 [2]. However, nsasvices businesses today are
labor-intensive and rely on skilled workers to deliver $egg to consumers. Investment decisions
and service deliveries are still heavily subject to persé@nawledge, expertise, and biases. So
as to improve productivity of services business, analiaca quantitative methods are desirable
that enable services enterprises to deliver cost-efledervices.

Specifically, there has been a substantial need for foredhliways to represent services
enterprises and facilitate decision-making in servicdsrpnises. Business architecture has been
introduced to componentize an enterprise based on businasgonalities and time-varying
requirements from the market [3], [4]. However, most workhis direction only provides text-
rich descriptions and suggestions. It is still a challeggssue to formalize quantitatively a way
of guiding effective decision-making in services entesps..

In this paper, we aim to formalize a unified decision-makingdel for services enterprises

based on the optimal control theory. Optimal control hasnbe&lely used in economics [5].



Dorfman illustrated in [5] that optimal control is formaliglentical to capital theory, and control-
theoretic frameworks can be developed to represent angzn#ie generic economic ecosys-
tems. Following that idea, we apply optimal control to iniggte a specific type of services
enterprises that are project-based and manpower-cenisiodss systems.

The rest of this paper is organized as follows: Section Ikenés an optimal-control model
for decision-making in services enterprises. The modetuwrap major behaviors of a services
enterprise. Section Il utilizes dynamic programming tdvedhe optimal control problem, and
develops a variant of the forward induction algorithm ustagic spline interpolation to construct
value functions. Section IV illustrates the capability lo¢ toptimal-control model via a case study.
Section V introduces a consulting methodology that helgssttn makers or consultants to make
investment and planning decisions based on the optimdtaldmased decision-making model.
Section VI presents discussions on several related issuk®rgoing efforts. The last section

concludes the paper.

Il. DECISION-MAKING MODEL FOR SERVICES ENTERPRISES(DMM4SE)

In this section, we model the decision-making of a servicgsrerise based on optimal control.
Our objective is to help business managers or consultargadatify their available options and
make decisions in an effective and managed fashion.

Over a certain period of time, say from periddo K, in a services enterprise, the decision
makers need to choose a sequence of actions so as to maxomee“seward” or optimize the
enterprise performance with respect to some predeternuiriedion. Without loss of generality,
the time interval is set to a year in this paper, but it can beseh based on specific management
requirement, e.g., a month or a quarter. At tilne [1, K], the enterprise inherits a certain asset
and other conditions from its previous period. These can dsxribed by a set of variables,
and these variables correspond to a systestdse variablesor simply states Denote the state
variables at time: by a vectorz(k). Correspondingly, the initial state is denoted2&8) or x,
and the terminal state i8(X). With this statex and at that particular timé, the enterprise
takes some decisions concerning investment for adveréiseand policies for hiring, training,
and laying off employees, etc. Denote the decisions takemwatimek by a vectoru(k). This
decision vecton, corresponds to the input to the dynamic system modeling pleeadion of the

enterprise. From the state at a specified time together Wwehspecified current decisions, the



enterprise derives a certain reward:
r(z(k), u(k)).

This reward determines the benefit earned at threes a result of having the state ofk) and
taking decisions.(k).

Note that the decisions taken at any time influence not ody¢wards earned at that time but
also the system state. The current state of a services gategan be expressed as a function

of the previous state and current decisions:

w(k) = f(e(k = 1), u(k)). (1)

Given the initial stater,, the total rewards that will be earned from the initial time={ 1) to
the terminal timek is given by

K
Vic(zo,u) = ) r(a(k), u(k)) (2)

k=1
whereu denote the entire time path of the decision variabliecom the initial time toK.

The above formulas express the essence of the problem oihgalecisions in a dynamic
context. The problem is to select the time patlso as to make the total rewaldk as large as
possible. This problem is exactly an optimal control prahlén the following subsections, we

will introduce the details of this model.

A. Key Components of DMM4SE

Most of the enterprises today are project-based busineBsegprojects can be internal projects
on basic research, product development, communicatiomyffastructure transformation, and
business process reengineering, and can also be extemjattprincluding, for example, IT
outsourcing and on-site service delivery. Most of the reresnof service providers come from
service projects. Without loss of generality, we assumettiemannual gross income of a services
enterprise under consideration is contributed from thegepts (or contracts) that the enterprise
receives within a year.

To describe the dynamics of the operation and decisionimgaki a services enterprise, we

introduce the following notation:

« Indices:



— k: year number;
— j:. year of experience of an employee.
« Parameters:

— K: maximum decision period;

— nmax. Maximum years of experience beyond which an employee doestay;

— wy(j): cost of hiring an employee with years of experience;

— wi(j): layoff cost for an employee with years of experience;

— wg: allowance paid to a retiring employee;

— wg(7): annual salary paid to an employee wittyears of experience;

— Js(c, 7): average incremental strength of an employee witfears of experience after
receiving a training with cost per person.

« Decision (or input) variables:

— ua(k): advertising expenses in year

— ure(k, j): in yeark, the number of employees that are laid off wjtlyears of experi-
ences { < j < npax — 1);

— ung(k, j): in year k, the number of new employees that are hired witlyears of
experience{( < j < npax — 1);

— up(k): project price offered by the enterprise in yéar

— ur(k,j): in yeark, the expense that the enterprise spends in training emgdowéh
j years of experiencé (< j < nyax — 1);

— uy(k): asset investment in year

« State variables:

— xa(k): advertising capital in yeak, which summarizes the effects of current and past
advertising investment;

— zg(k,j): in yeark, the number of employees that are kept withiears of experience
(0 < j < Nnax);

— xg(k,7): average strength of an employee wijttyears of experience in yedr (0 <
J < Nmax);

— x4(k): asset of the enterprise in the ydar

« Output variables:



— yo(k): operational cost in yeak;
— yp(k): number of projects received by the enterprise in year

Furthermore, the state vecto(k) and decision vectot,(k) are defined as

2(k) = (xa(k),z6(k,0), ..., 250k, nmax), 2s(k,0), ..., 25(k, Nmax ), vz (k))’ 3)
U(kﬁ) = (UA(I{?),ULE(I{?,O),...,ULE(I{?,TLmaX — ]_),UNE(]{?,:[),...,UNE(I{?,TLmaX — ].),
up(k), up(k,0), ..., ur(k, nmax — 1), uz(k))". 4)

In the following subsections, we will introduce the submisdsharacterizing the dynamics of

the state variables.

B. Advertising Capital

We follow the model by Nerlove and Arrow [6] to describe thendgnics of advertising capital
(or called market goodwill). We assume that the advertisiagital depreciates over time at a

constant proportional rat&,. Then we have
za(k) = (1 —0a)za(k — 1) + us(k). (5)
The above equation can also be written as
za(k) —za(k — 1) = ua(k) — daza(k —1)

which implies that the net investment in advertising is tlifeecence between gross investment

ua (k) and depreciation [7].

C. Manpower Dynamics

Inspired by Aksin’s work on optimal policies for improvingonkers’ productivity [8], we
develop a set of equations for managing manpower dynamgtsus first consider the update

of employee numbers:

re(k,j) = ¢ op(k—1,5— 1) +uxe(k,j) —ure(k,j) if 1 <7 <npa—1 (6)
IL'E(k' — ]_,] — ].) if j = Nmax-

The above equation can be interpreted as follows. For threafis< j < nya—1, zr(k, j), the

number of employees that are kept wittyears of experience in the-th year, should include



(i) the number of employees that had- 1 years of experience in last year (yéa+ 1) and (ii)
the number of new employees that are hired wityears of experience in this year, but should
exclude the number of employees that are laid off this yed#n yiyears of experience. For the
case of; = 0, zg(k,0) simply means the number of employees without any work egped

in year k£, and it should equal the number of new employees that arel hivis year without
any previous work experience. Finally, for= n,..y, it is unlikely that an enterprise recruits
or lays off someone who will retire immediately in next yeso,zg(k, nm.x) includes just one
component, i.e., the number of employees thathag — 1 years of experience in the past year.

Next we consider the update for the average strength or ptivdy of an employee:

5 (;;;@?g),o) ifj=0
ws(k, ) = | wslk— 1,5 = 1) + 05 (L08,5) i 1< 5 < s — 1 (7)
xs(k—1,5—1) if 7 = Nmax-

For the most common case whete< j < nu.. — 1, zs(k,j), the average strength of an
employee with; years of experience in thieth year, should inherit the strength from last year,
i.e.,,zs(k — 1,7 — 1), and at the same time add on it the incremental strength i&teiving a
training with costur(k, 7). This incremental part is denoted (%,y) whose form is to be
determined via investigation of some empirical data. Ferdaise off = 0, z5(k, 0) cannot inherit
anything from the past, and has to purely rely on the incréalestrength obtained from training.
For j = nuax, it is unlikely that an enterprise would train someone whd wetire immediately

in next year, sors(k, nmax) iS e€xactly the strength from last year, i.eg(k — 1, nyax — 1).

D. Assets

The service assets include both hardware and softwardiggupporting service operations,
such as IT servers, storages, and information databasesnd3s process is another type of
assets. It formalizes a set of service operations, and swies human and IT resources. A good
business process can help optimize service operationseTservice assets are complementary
to the capability of human employees. In this paper, we asstmat the assets depreciate over

time at a constant rat&, but will increase following additional investmeny,(k):

l‘z(k) = (1 — 5z)$z(/€ — 1) + Uz(k) (8)



E. Services Projects

As mentioned previously, the services enterprises coreildieere are project-based business.
To win projects, a services enterprise has to compete vgtpaers in the market. The market
position of the enterprise determines how many customehseimarket will purchase its services.
We define the amount of services orders from custome@ect demandSometimes not all
the orders can be handled by the services enterprise, ethescapability of the enterprise
is limited by its assets as well as the number and skill-e\al its employees. We define
this capability of an enterprise in service @®ject capacity If the services project demand is
higher than services project capacity, the superfluouscesrwrders will be lost. Consequently,
the customer satisfaction-level will drop, and the adserg capital will decrease. If the project
demand is lower than services project capacity, some erapfolgave to be idle, and the enterprise
wastes its human resources. Therefore, a services eseergeds to match the dynamic demand
with its services capacity.

We assume that all projects need to go through a bidding psoéecording to [7], the rate of
project demand depends on the market position of the adirggtcapital, project price, and other
variables not under the control of the services enterpsisel as consumer incomes, population,

etc. Following [6], we use a simplified model for project dema
D(k) = np(k)d(k) 9)

where D (k) represents the enterprise’s project demand in ¥eap (k) denotes the total number
of projects available in yeak, andd(k) is determined by
up(k)17" [xa(k)]?

== 5w] X @
wheren and [ are defined as the elasticities of project demand with resfme@rice and
advertising capital, respectivelyy (k) is the project price offered by the enterprise in yéar
and Up (k) the sum of project prices offered by all the enterprises endbrresponding market;
xa (k) denotes the advertising capital in ydgrand X, (k) the total advertising capital of the
whole market; and: is a normalization parameter such that the surd(@f) of all the services
enterprises in the same market equhlsThis model has been empirically observed in many

industries [6].



The project capacity of a services enterprise in yigadenotedC'(k), relies on the number

of employee, their experiences and strengths, and thesask#te enterprise:
C(k) = C([xg(k,0), ..., zp(k, nmax)] » [£s(k, 0), ..., 2s(k, Nmax) ] , 22 (k)) (12)

where the functiorC'( - ) needs to be determined from the empirical data.
The number of projects received by the enterprise in ygare., yp, should be limited by

both the project demand(k) and project capacity’(k):
yp(k) = min{D(k), C(k)}. (12)

If D(k) is larger thanC'(k), the services enterprise does not have enough resourceppors
all the demands. For simplicity, we assume in the model thaha back orders will be lost. If
C(k) is larger, the enterprise is able to handle all the projeatateds, and thusp (k) equals
D(k). In the latter case, the extra resources will be idle, butethiterprise still needs to pay the
expenses of these extra capacity, e.g., the salary of idogee and the maintenance fee of

hardware.

F. Income, Cost, and Reward

The total profit made by the enterprise in ydashould equal the revenue gained from the

projects received by the enterprise subtracted by

« Human resource expenses, which include (i) salaries paghtployee, (ii) training cost,
(iii) hiring cost, (iv) layoff cost, and (v) retirement cost

« Marketing spending, which includes advertising expense.

« Operational cost, which includes the office administrafe® project supporting expenses,
and computing infrastructure cost. More people or moregatsjthe enterprise has, more
money it needs to pay for service operations. Meanwhile, atieanced assets such as
SOA (service-oriented architecture)-based enterprigatacture and state-of-the-art service
delivery processes can reduce the operational cost. Trerethe operational cost is a

function of the employee number, project number, and assets

yo(k) = folze(k), yp(k), 22(k)) (13)

where fo(-) need to be determined from the empirical study.
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Therefore, the profit (reward) of a services enterprise i@ yecan be represented as

r(z(k), u(k)) = up(k)ye(k) — ua(k) — yo(k)

Tmax Nmax—1 Nmax—1

=Y ws(enkg) = Y urlkog) = Y wulius(k.j)
=0 =0 i=0
N rix_ wi(j)ure(k, j) — wrTE(K, Nmax)- (14)

G. Optimality Criteria and Services Enterprise Index

As a result of choosing and implementing a policy, the sewienterprise receives rewards
in yearl, ..., K. The business objective is to choose a series of decisionedgr to maximize
the accumulated rewards. In the services industry, thepeance measures consist of multiple
assessment elements, e.g., efficiency, productivity, awergise-wide profitability. We need to
build a multi-factor quantitative performance evaluaticeamework to monitor the performance
of services enterprise.

Multiple indicators of performance evaluation obviouspdl to conflicts. Short-term and long-
term trade-offs need to be considered. For example, by neglncarketing and training expenses,
current costs will decrease and profits will increase. Hexethese might be exactly the wrong
things to do to maximize long-term profitability. Considegithe short-term and long-term trade-
offs, we propose to usservices enterprise indegSEI) to reflect a specific business goal. For
this paper and specifically the case study in Section IV, wesicker a simplified SEI, which is

the total profits in a given decision period. Our objectivéas

K
maximize Vi (zo,u) =Y r(z(k),u(k)) (15)
k=1

subject to (5)-(14).

I1l. DYNAMIC PROGRAMMING FORMULATION AND ALGORITHM FOR DMMA4SE

In this section, we formulate the above optimal-controlgbean into a dynamic programming
(DP) problem. However, the computation required for findthg optimal solutions increases
exponentially with the number of state variables. Thersfare develop an approximate dynamic

programming (ADP) algorithm which uses cubic-spline iptgation to simplify the computation.
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A. DP Formulation

The firm starts the business period with an initial staté) = z,. Let policy u denote the
series of decisions at all periods (frohto K). Denotell the space of the policies, and define

the optimal value function of the total profits as

Vic(wo) = max Vi (zo, u). (16)
Policy u*(zy) is said to be the optimal policy (given the initial statg) if

Vi (20, u"(20)) = Vg (o). (7)

We use forward induction to solve the optimal control praoblsince our problem has a fixed
initial statex, and a floating terminal state. For akyc {1,..., K} and given state:(k), let
Uk(z(k)) denote the optimal profit accumulated from yéato yeark while the state variable
evolves fromz, to (k). Then we have the following optimality condition féf, (z(k)):

U(z(k)) = max {r(z(k),u(k)) + Ux_1(x(k — 1))} (18)

z(k — 1), u(k) subject to
fla(k = 1), u(k)) = =(k)

wheref(-) is defined in (1). In yead, the enterprise receives no profit, so the boundary comditio
is Up(zo) = 0. Based on the above definitiorig; (x¢) equals the maximum value &fx (z(K))

over all possible final state(X) evolved fromz;.

B. ADP Algorithm

Solving the above DP problem is computationally intensiehigh dimensional state space.
Therefore, we develop a heuristic method based on ADP (de{@% comprehensive review
of ADP). We utilize an interpolation-based algorithm to wed the time and memory required
of of computation. The standard forward induction metha@] gtores the value function for all
possible states of a DP in each period; our method storesptimal values for only a small
subset of the entire state space (which we refer to as anelhoes) and approximates the values
of other states throughd hocspline interpolation. The spline interpolation method durces
interpolants that are simple, yet flexible and smooth piégewolynomial functions [11]. In par-
ticular, we use cubic splines to interpolate the multidisienal value function of the DMM4SE.

Our algorithm embeds these interpolated values within adstal forward induction method
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and generates near-optimal solutions. Similar algorithense been successfully implemented to
reduce computational complexity in large-dimensionalaigic programs [12], [13].

Let us introduce some notation. Defifieas the state space, which contains all possible values
of the state variable:, and letn be the total number of the dimensions Iof Denote~; the
number of anchor points for the cubic spline interpolatiothie:-th dimension of the state space,
and denotd’; the set of these anchor points in théh dimension. Defind as'; x 'y x ... T,.
This set is a subset df and contains all the points whose coordinates are some apolms
inl;,i=1,..n.

The basic idea of our ADP algorithm is as follows. We compiie approximate values of
Ux(z), denoted byl (x), for those anchor points ifi, using the estimates df,_;(z) and the
optimality equation (18). Then we find a multidimensionabicuspline function passing through
Uk(:p) forall z € I". The value ofUy(x) for z ¢ I’ can be approximated by interpolation using the
cubic spline function. Initially, we can exactly solve thptional U, () and letU; (z) = U, (z).
lteratively, we get the near-optimal valug(z) for k& = 2 through K. Then we use backward
induction to compute the optimal decision series, w&(K), v*(K — 1), ..., u*(1). Details of
the interpolation based ADP algorithm are described in dllewing five steps:

1) Fork = 1, computel/; (z) based on the optimality equation (18) with boundary cooditi

Uy(o) = 0, and then let/; (z) = Uy (x).
2) Fork=2to K:
a) Determine the anchor points for interpolation:
i) Determine the minimum (denoted ,,;,) and maximum (denoted,; ,..) for all
possible values of;, wherezx; denotes the-th element ofz.
ii) Choose~; points from [z; min, Z; max] SUCh that these points divide the interval

into approximately equal partitions.

b) For each: e I, computel,(z) using the optimality equation (18), i.e.,

U(z) = max {r(x, u) + Uk_l(x')} :
z',u subject to

f@' u)y==z
c) Forz ¢ T, calculate the approximate value ©f (z):
i) Construct a cubic spline functiofi(z) such thatS(z') = Uy(2') for all 2/ € T,
i) For all z € I'\I', interpolateU,(z) = S(z).
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3) Fork = K, computes*(K) = arg max, {Ux (x)}.
4) Fork =K to 2:
a) Construct the cubic spline functigi(z) such thatS(z’) = Uy_(«') for all 2/ € T.
b) For allz € T'\I, interpolatel,_,(z) = S(z).
c) Computer*(k — 1) andu*(k):
(o"(k —1),u*(k)} = argmax {r(x*(k),u) + Uk,l(x)} .
z,u subject to
flz,u) = z*(k)
5) Fork =1, computeu*(1) such thatf(zq, u*(1)) = z*(1).

V. CASE STuDY

To illustrate the usage of our optimal-control based denisnaking model, we analyzed a
sample dataset from the Beacon business simulation pegdid. This simulation practice was
conducted in the IBM Research’s Micro-MBA Program in 2006¢ anvolved four enterprises
run by four teams of participants. The four teams competaihageach other in the market for
various products and services. In the simulation pracéaeh enterprise had both manufacturing
business and services business, but for this study we fdausehe services business. In each
year, the teams made decisions on the project pricing, riagkepending, employee hiring or
laying-off, and employee training. Each team aimed to ma&entheir total profit within a fixed
period. The participants in this simulation practice wdtg@gofessionals and experts in business
operations and service management. Therefore, the datasetflect the behavior and dynamics
of services enterprises in the real world.

Fig. 1 shows the performance of all the four teams or servesgsrprises from yea$ to
year12. One of the enterprises, the South Service Inc., or the Soutshort, outperformed the
other three enterprises in terms of profits. Although thegutcsales [Fig. 1(b)] of the South was
not the highest, this team successfully leveraged the grgjecing [Fig. 1(c)] and employee
power [Fig. 1(d)]. With a relatively higher project pricé,maintained the service capacity with
a stable employee team. In doing so, it beat other teams isithelation practice. Therefore,
in this case study we chose the South as the target of oursimayg as to demonstrate the
effectiveness of our approach: We calculated the optiml¢yéor this enterprise based on our
decision-making model and ADP algorithm, and then compargdsolution with the recorded

performance in the simulation practice.
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Fig. 1. Performance comparison of four services enterprise

A. Data Analysis and Model Fitting

The dataset provides us the information about operatiotiseofouth from year 5 to year 12.
The data include information about the employees, theitistpand ending skill-levels, history of
their status (whether working or idle), number of employee gontract, and cost per contract.
The data also provide information of project sales, pricéaltrevenue, cost of working and
idle employees, gross profit, administration cost, expensadvertising and training, severance
payment, operating profit, and lost orders. Furthermore dita include all the decisions made
by the South about project pricing, marketing spending,eangloyee hiring, firing, and training.

In this case study, the employee’s annual salag) (vas$100K, no matter working or idling.
The employee layoff costu(,) was $30K. There was no cost for hiring new employees. The
Beacon dataset does not have the detailed information @abewxperiences and skill-levels of
individual employees. However, the average skill-levelatifemployees is available for each

year.



(a) Training spending and skill improvement

(b) Skill-leemd employee per project
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(c) Advertising, pricing, and project demand
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2.

Data analysis of the Beacon project.
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Fig. 2(a) shows the relation curve for employee skill-laagbrovement with respect to training
expense. We ran a regression and obtained the followingiamfor the skill-level improvement

of employees:
—3.81

ur (k)
1916

whereur(k) is the total training expense in year zg(k) is the total number of employees in

+0.226

yeark, andds(-) is the average incremental strength of an employee afteiviag training of
expenseur(k)/xg(k) per employee. The above equation was used in the updatedf@vidrage
strength of an employee [see (7)].

Fig. 2(b) shows that the employee number per contract deetdebnearly with the increase

of the employee skill-level. Therefore, the project capaoiff the South can be determined by
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the number and skill-levels of its employees. Using a limegression, we had

rp (k)

Clk) = —5.21as(k) + 14.1°

Fig. 2(c) shows how the project demand varied with the priwe @dvertising spending. Here
we use the term “share” to represent the portion of a quamtitiie market. For example, price
share means the project price offered by the South dividethé&ysum of project prices offered
by all the four enterprises in the simulation practice. Weduthe curves in Fig. 2(c) to fit (5)
and (10), and obtained

xa(k) =0.99 xo(k — 1) + ua(k),

and

ou =[] []”

Knowing the project capacity, demand, and sales [ise(k), the number of projects received
by the enterprise], we plot them in Fig. 2(d). The figure shthe project sales were bounded
by both the project capacity and demand [see (12)]. In ye&r, B, 10 and 12, the sales were
constrained by the project demand. In year 6, 8 and 11, thiegireales were limited by the
project capacity of the enterprise; in other words, the Balil not have enough resources to
support all the potential projects in those years. This oflag®n supports our model built in
(12).

B. Performance Analysis

Based on the model obtained in Section IV-A, we implementediaterpolation-based ADP
algorithm (in MATLAB [15]) to find the optimal policy for the &ith. In this case study, we had
five decision variables: project price, number of hiring éogpes, number of layoff employees,
advertising expense, and training spending; and we had #tete variables: employee number,
employee average skill-level, and advertising capital.iApdified SEI used here was the total
profit over a period of five years.

Fig. 3 presents the human-resource related decisions amse@oences produced by our
algorithm. For comparison, the figure also plots the origdecisions and performance of the
South. The employee number was significantly larger in odwt®m than in the simulation
practice of the South [Fig. 3(a)]. Except for year 11, theislen suggested by our algorithm
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Fig. 3. Comparison of human resource operations.

was to hire new employees in each year. The training expenseeiour solution experienced
a big jump in year 6, but remained at low levels afterwardg.[B(b)]. As a result, the average
employee skill-level was improved steadily [Fig. 3(c)],dathe project capacity was expanded
to a very high level [Fig. 3(d)].

Fig. 4 presents the marketing related decisions and corseqs produced by our algorithm. A
straightforward way of gaining profit is to increase the pobjdemand. By adjusting the price and
increasing the marketing spending, the project demand eamdpeased. For marketing spending,
the decisions suggested by our algorithm had little diffeeewith the original decisions of the
South in the simulation practice [Fig. 4(a)]. However, fecisions on pricing, the difference was
significant [Fig. 4(b)]. The strategy suggested by our atgor was to seize large market share
by offering low prices. In doing so, the project demand waseased dramatically [Fig. 4(c)].
Note that our solution was derived based on the simplifiedepmarketing-demand model in a

closed market. The real business situation may be much noonglecated.
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Fig. 4. Comparison of marketing operations.

Compared with the results shown in Fig. 2(d), our solutidiered a better match between the
project capacity and project demand, as demonstrated irdfdQ. This implies that our solution
made better use of the enterprise resources (with lessngastiidling of human resources). As
a result, there was a big improvement in project sales, waigtost tripled the original sales.

Fig. 5 shows the predicted profit in our solution and the oagiprofit of the South in the
simulation practice. Except for year 6, the profit producgabr algorithm was much larger than
the original profit. In year 6, our solution suggested thesgarise put more efforts in building a
strong workforce and augmenting the market share—these®##stablished a solid ground for
the development of the enterprise in the following yearssummary, the total predicted profit
in our solution was$106, 792K, which doubled the original profi53, 208 K. This case study
has demonstrated the effectiveness of our decision-makiodel and solution.
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Fig. 5. Comparison of profit.

C. Effectiveness of ADP Algorithm

To assess the effectiveness of our ADP algorithm, we condpiéseperformance with that
of the standard forward-induction based DP algorithm. TiRedlgorithm may find the optimal
solutions to the optimal control problems formulated irstpaper, but is highly computation-
ally demanding. In the previous case study, our interpmtabiased ADP algorithm yielded an
outstanding performance: It obtained a near-optimal soiuvith a gap of less thaf.5% to
the actual optimal solution, while using less the# of the computer memory antb% of the

CPU time required by the standard DP algorithm.

V. A CONSULTING METHODOLOGY BASED ONDMMA4SE

In this section, we propose a consulting methodology basedur decision-making model
for services enterprises (DMM4SE). Our methodology aimsomrdinate and integrate different
components of an services enterprise (e.g., manpowert, abeertising, and pricing) so as
to achieve centralized business goals. The proposed ¢mgswhethodology consists of the
following steps (Fig. 6).

Step 1. Model trainingin this step, historical operation data and related mankietrination
are collected. Given the past running information of an gmtge, each submodel in DMM4SE
can be fitted as discussed in Section Il. Sometimes servicEspeises may not maintain a

comprehensive historical data, and some enterprises mkyha evaluation system for abstract
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Fig. 6. DMMA4SE-based consulting methodology.

data such as advertising capital, employee skill-level,asset value. Under these circumstances,
the consulting team needs to mine the abstract data fromn imtfloemation sources. Furthermore,
market information may not be accessible to public. To abtaicing and advertising data of
a specific market segment, the consulting team needs theduppm third-party data service
firms.

Step 2. Performance evaluatioBased on the fitted model, optimal decisions for the past
periods are calculated by running the proposed ADP alguaritA comparison between the

actual and the optimal operations can provide evaluatioth®fpast actions of the enterprise.
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Step 3. Market analysis and foreca$trategic planning of services enterprises relies on
accurate forecasting of market demands. The services maakebe highly dynamic. Different
market sectors may behave differently, and even in the saametnsector competitors may
follow significantly different strategies. However, sinee focus on strategic decision-making,
market demands and competitor strategies can be aggregatesinoothed—this lowers the risk
and uncertainty in forecasting.

Step 4. Goal definitionCompeting enterprises may have different goals and coesgigu
take different strategies. For example, three generic ebithge strategies for services firms are
proposed in [16]. They ar®©verall Cost LeadershipDifferentiation and Focus A low-cost
position relies on efficient-scale asset and skilled eng#gy Differentiation aims at customer
loyalty and lies in creating novel services. The focus sggtrests on the premise that a firm
can serve its narrow target market more effectively andieifftty.

Step 5. SEI mappingy using the decision map (Fig. 7), each strategic goal camégped
into one or more SEIs. Each SEI consists of four perspectivesfinance, operations, marketing,
and innovation, and each perspective is linked to the ojperaketails. With this decision map,
the target values of specific operation variables can beemte&ometimes, different goals are
not compatible with each other. For example, to achieve aleadership, a services enterprise
should reduce redundant resources such as idle employdegsaats. However, to dominate a
market segment and attract more customers, a servicepesgeneeds to respond to unexpected
events such as peak demand. Therefore, a certain amountiwoid@nt resources is necessary.
Via SEI mapping, the consulting team identifies goal congeyei.e., how well the goals match
with each other. If some conflicts are not amendable, theuttimg team has to go back to Step
4 and modify the goal definitions.

Step 6. Decision optimizatiorBased on the forecast of market demands and competitors’
strategies, optimal decisions for the future periods ardeutated using the proposed ADP
algorithm. Since multiple constraints are added via SEI pirap feasible solutions may not
always exist. For those cases, the consulting team re@##s 5 and adjusts the SEI mapping.
If the SEI adjustment cannot reconcile the conflicts, thesatimg team should go back to
Step 4 and redesign the strategic goals. Generally, camstrean be categorized into different
levels, from critical to optional. For instance, in a comipet market segment, demand is the

most influential constraint. It is not easy to leverage theaed via pricing and advertising.
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Therefore, maintaining existing customers is the mostrggddask. However, in an emerging
market segment, innovation is the differentiation powesniain experts and superior assets are
scarce resources in the industry. Therefore, the servipacdy is the primary constraint. The
priority of constraints can be incorporated into the decisnodel by designing corresponding
penalty functions.

Step 7. Operations planning & executiomhe DMMA4SE focuses on decision-making in
the strategic level. Each submodel in Section Il is aggesjasummarized, and simplified to
represent the major characteristics of the full model oféhe&erprise dynamics. Following the
optimal decisions calculated for the full model, the entisg operates its service business,
subject to dynamic changes of the real business environment

Step 8. Model evaluation and adjustmeAt: the end of each decision period, the services
enterprise compares the realized results with the pretiretsults. If the realized results conform
to the prediction, the model is validated and the calculafgtnal decisions are reliable. If there
is a significant difference between the realization and iptiesh, the consulting team needs to
determine whether this is due to incorrect market forengstir incorrect model. If the model
IS not accurate, it needs to be refined, and the consulting &#ould return to Step 3 and
generate new optimal decisions. Besides the model evatydlie services enterprise also needs
to evaluate its business performance, and identifies itsipoghanges in industry. If necessary,

the strategy is adjusted to fit the dynamic services market.

VI. DISCUSSION
A. Services Ecosystem

The proposed DMMA4SE can be generalized to facilitate coHaton in a services ecosystem.
In the services ecosystem, customers raise the requireamehpay for the services; services
enterprises provide the services; and service-compomeniders focus on specific functionality
that is reusable in a variety of industries and customensi&ss business, unlike the traditional
business, relies on the collaboration of all these “pladyershe services ecosystem. Interaction
between customers and enterprises determines the resuiesV/ices engagement. Different ser-
vices enterprises may compete in some market segmentsltaliarate in other market segments
to provide advanced solutions, which are beyond the resoorcapability limits of individual

enterprises. The service component providers also neeatdtact with clients so as to create
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service innovations. Therefore, how to manage partnershiggourcing relationship, and parent-
child relationship affects the decision-making of a segsienterprise. Service enterprises have
to consider their roles in the entire ecosystem in order toeae optimal business performance.
In our future work, we will incorporate in the DMMA4SE the algomentioned collaboration

among different components of the services ecosystem.

B. Prototype System

Using the newly released IBM Lotus Mashup Center [17], we lmaiid a prototype system to
deliver consulting services for services enterprises. &ghows the architecture of the prototype
system.

« Via BizRSS Feed [18]Data Collectorretrieves operation data of a specific enterprise. By
connecting to the public data portal, the data collectoraatain the finance and marketing
information from related industry. The attained data isesbw internal data warehouse for
short-term and long-term analysis.

. Learning Engineanalyzes the data and fits the parameters of the sub-modetsafgpower
dynamics, asset capacity, advertising capital, and makkeiand. Then, the four sub-models

are integrated into the complete decision-making model.
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« Given the decision-making modeéDptimization Engineuns the proposed ADP algorithm
and output the optimal decisions.

« Consulting Portal provides for consultants a set of dashboards, which inclagé &
Stock, human resource, market & customer, and project tipesa These dashboards help

consultants to prepare the business planning reports feices enterprises.

VII. CONCLUSION

This paper formulated the decision-making of a servicegrprise as an optimal control
problem. This allowed mathematical description of servidgnamics, and facilitated quantitative
analysis for the operation and strategic planning of ses/enterprises. An approximate dynamic
programming algorithm was proposed to solve the optimalrobproblem, and successfully han-
dled the model complexity by simplifying the computationvalue functions using cubic spline
interpolation. The optimal-control based decision-mgkmodel was validated in a simulation
practice of the Beacon business. The results demonstitatcieasibility and effectiveness of the
proposed model and solution approach. Furthermore, a DMiMd&sed consulting methodology

was introduced and its usages for services consultingipeactvere discussed.
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