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Abstract—Overlay networks have been studied extensively in high level intent of a person or an organization, and arenofte
recent years as a flexible means to improving the reliability, described in the form of constraints [2]. In this paper, we
resiliency, and performance of many networking applications. - ¢,nsider policies that define constraints as to which nodes

In this paper we present a novel use of overlay networks and hich t f itive data. Such polici il
distributed mechanisms to construct them for handling infor- &N acCesSWhich types Ot sensilive data. such policies wi

mation assurance issues in networking systems. The problem isPe useful in di_sFributing and CO[’““"””Q .Senfiitive inf@iﬂ)n,
explored in the context of constructing an overlay that satisfies a such as classified and secret information in the military and
given access control policies in decentralized information sharing intelligence community, sensitive business informatierg
systems. We formulate a new graph-theoretic optimization prob- pr qata such as salary information), and private infornmatio

lem of constructing a minimum policy-compatible graph, which o .
we show is NP-complete. We provide efficient centralized and of an organization (e.g., tentative budget numbers) or of an

fully-distributed heuristics, and prove the convergence propery  individual (e.g., health record of a patient).

of the distributed proces. Our simulation study with synthetic Of particular interest to this research is controlling the
and empirical data set shows that our methods result in the jnformation access in distributed publisher-subscribjaub¢
performance (in terms of total number of links) very close to sub) networking environmentsyhere the information in the

the optimal case (within 3%) for small input, and that they can . . .
reduce the number by up to 30% compared to a method based network is accessed and shared by multiple networking nodes

on minimum Spanning tree a|gori’[hm for |arger data set. in a distributed mannern such Systems, since a |arge number
of information flows (from the publishers to subscribersh ca
|. INTRODUCTION be established dynamically, controlling the informatiacess

Overlay networks have been studied extensively in recd® conventional methods (e.g., access control list based on
years for their practical importance in many application§©de ID) does not scale to the system size. Instead, thegmlic
Various types of overlay networks and mechanisms to cof@n be effectively used to limit the information accessifege
struct them have been proposed to achieve various objectiyé@sed on higher-level criteria like the attributes of theles
reliable and failure-resistant communications among aggle FOr €xample, in a sensor network formed by a large number
[12], performance optimizations for bandwidth [13] or datQ various types of sensor nodes and data collecting nodes
transfer delay [4], [11], efficient P2P search [10], [14]iakle from multiple organizations, p0I|C|e_s can be uged_ to Ilrhﬂst
content delivery [1], and multicast/group communicati6i, [ 2CCcess based on the n_o_d_es’ organizational affiliationsirisgc
etc. However, one of the important considerations for lingd Cleéarance levels, sensitivity level of the data, etc. .
an overlay has been missing in the literature, narpelicies Wg note that thg access control pqhmes in such information

In the networking community, cyber security and informasharing systems in _partlcular specify multlple node groups
tion assurance issues (i.e., making sure that informatoass SUch that all nodes in each group are given access privileges
is granted to the users that have credential) are becomfRgS0Me common pieces of information that can be shared by
increasingly more critical. Policies are quite often emypd the group members. We call such node groups specified by
as a tool to address these issues, and also useful addres@]ﬁdgp‘)"c'es as “access-control groups”. Note also thaheac
inter-operability issues in information federation (e.gom- Nede can belong to many access-control groups since neultipl
patibility in data format, protocol, and even data avaligpi policies are specified based on different criteria (e.gseta

in time). Broadly speaking, policies are the rules that gpec O different attributes of nodes). _
Enforcing the access control can then be achieved by

Research was sponsored by the U.S. Army Research Laboratdriha having each access-control group perform a secure group

U.K. Ministry of Defence and was accomplished under Agreendamtber  communication for distributing the information permittést
W911NF-06-3-0001. The views and conclusions contained isidbcument

are those of the author(s) and should not be interpreted pmesenting the the group members. While t_her_e are many meChanllsmS to
official policies, either expressed or implied, of the U.S.mAr Research enable secure group communications proposed in the literat

Government. The U.S. and U.K. Governments are authorizegtodace and

distribute reprints for Government purposes notwithstagdiny copyright issues in g_rogp communication), they mostly concern hOW to
notation hereon. securely distribute the secret keys to the group membeis. Th



research is focused on an orthogonal issueat are the pairs
of nodes between which a secure connection is established to
satisfy the policy constraints?

We explore the problem of enforcing the access control
policies in the context of building an overlay network, in
which the links represent the pairs of nodes with secure
pairwise connections and are used by the access-contigdgro
for their secure group communications. Note that such an
overlay is required to satisfy the policy constraints: reode
in each group should be able to form a connected network |
between themselves using only the links in the overlay. While
more overlay links would mean that the overlay network
is to satisfy the policy constraints. it also results in lEgh
overhead associated with establishing secure connecgans
key distribution and management). It is therfore of praatic
importance to build a minimum overlay network that satisfies
given set of access control policies.

The challenge in building such a minimum overlay is that
the systems considered here are of potentially very Iarge,ﬂig. 1. Example sensor data sharing scenario. (a) Three fgdesls, As)
terms of not only the number of nodes, but also that of acceggm organization A, and three B, Bo, Bs) from organization B are
control groups resulted from the policies; since eachlattei deployed. Nodes' shaped indicate their roles as a datactiofenode. (b)

; ; upings of nodes according to the example policy congtralipdes within
of a node and information source can be used to Specgygh group have access privilege to the sensor data of teespgcified in

policies and there can be numerous attributes per objegt (Eeorresponding policy. (c) All pairs of nodes in each nodeugrare connected
gender, race, occupation, etc. for a patient object), thevdd each other. (d) A minimum overlay configuration that satisfies policy

be potentially a huge number of groups. constraints.

O : Collecting audio data
Roles: A : Collect video data
D : Collect vibration data

A. Motivating example

For a motivating example, consider a scenario in Fig. 1(a§ .
where nodes from two organizations, A and B, are deploy 8t of policies). - . .
in a sensor network so that each node takes the role(s) o{.’)ne way of building secure connecthns s to connect
collecting data from one or more types of sensors, nameﬁIrS of nodes as long as they are permitted to share some

details how these node groups can be derived from given

audio, video, and vibration. In the figure, the nodes at formation, and the resulting graph is shown in Fig. 1(c).

depicted ag), A, O, or the their combinations to show their Is W.OU|d. c_IearIy satisfy .the policy constraints, but cead
respective roles as a data collection node (sensors are 0o |n_eff|C|ent solution in terms O.f the number of secure
shown in the figure for brevity as they are not relevant t%on.nectlons to be ma_de. Qne can in fact reduce' the number
the discussion). Suppose the following access controtiegli Of links further a_md still satisty the policy constraints e .
are specified to permit a nodés access to the data from aohe shown in Fig. 1(d). Note that the graph in Fig. 1(d) is

sensors based on the organizations and the roles of the nodgy_nlmal in the sense that removing any link from it results in
« If organizationf,) == organization{), then permitn’s

a graph that violates the policy constraints: for instaiifcine
link between nodes!; and B; was removed, the node group
access to.data from. . {44, A2, B1} is not connected on its own, hence causiBg
« Ifroles(n) includes dataType}, permitr’s access to data to be unable to share the video data)(data with the other
from s.. two nodes, which violates the second policy above (In fact it
First of all, from the above policies, five node groups arg an optimal one in the sense that it has as small number of

readily identifiable according to their roles and organemat |inks as graph satisfying the policy constraints).
attributes (see Fig. 1(b)). Specifically, according to thet fi

policy, two node groupg A;, A2, Bs} and{B;, Bs, Bs} can B. Our contribution
be formed for those having access privileges to data fromOur objective is to build a minimum overlay network that

SENnsors In orggnlzatlon Aand B respe_cnvel_y_. S|m|IarIw_rir is compatiblewith given set of access control policies. The
the second policy, three groups can be identified based an tl}

e, . - . :
) . S Ollowings summarize our contribution toward this goal:
respective roles as the collecting nodes for audio, vidad, a

vibration data, respectively (In Section I1I-A, we will disss ~ * We first formulate the overlay construction problem
as a graph-theoretic optimization for minimum num-

n the current IT systems that use policies, the number of jeslicould ber of links, for which we formally define theolicy-
be in t'he range of 0O(10) - O(lOOO_). If' we assume the similar sfalehe compatibilityof a graph and prove the NP-compIeteness.
emerging distributed pub-sub applications, the number oigsathat may The input to our problem instance is a collection of node
need to be maintained could be also large because a singty padiy result p p

in multiple groups. groups, and as such we also discuss this pre-processing



step of deriving these groups from given policies (Secticgnvironments due to the inherent separation of information
). sources and consumers under such networking paradigm.

« We develop both the centralized and distributed heuristic Suppose now we are giveR policy statements, each of
algorithms for constructing policy-compatible graph. Thevhich specifies the condition of permitting nodés access
centralized algorithm in Section Il is presented as # contentc by two boolean functiong(n) and gx(c) (k =
baseline mechanism for our fully-distributed one (Sed;--- , K).
tionsec:distributed) that is suitable in large-scale envi Then, given a set of nodes, let us denote by, a subset
ronments. Several properties of our algorithms such a6 nodes that satisfy the node-conditigih of k-th policy,
correctness, convergence, etc., are also provided. Ny ={n € N : fig(n) =true} (k = 1,--- ,K). It is then

« We extend our algorithms to support a secondary opstraightforward to see all nodes ¥, commonly have access
mization goal of minimizing the total link cost as well.permission to any contentthat satisfies the conditiog, (c) of
A mechanism based on a single, tunable parameter thath policy. In other wordsN, (k =1,--- , K) is a group of
can control the behavior of the algorithms to gracefullmodes among which contents satisfyipgc) can be shared.
transition between the two objectives (Section V) is We notice that it is possible to further reduce the number of
provided. node groups by, for instance, identifying identical coiaais

« Via simulation study on synthetic and empirical data setcross policies and merging those policies, or after amalyz
we show that the proposed algorithm can achieve resulte policies to check their consistency and coverage [3].
that are very close (within 3%) to optimal for a smalDptimizing the number of groups in this pre-processingsstep
input, and can reduce the number of links by up to 30%owever, is beyond the scope of this paper.
compared to the solution based on Minimum-Spannin%- P —

. Problem definition

Tree algorithm for larger input data sets (Section VI).
Suppose we have a group of nod¥s= {1,2,---,|N|},

Il. PROBLEM STATEMENT and a collection of K subsets (or fiode group§ of N,

In this section, we formally state our overlay constructiof = {Ny, ..., Ny C N} derived from a set of access control
problem. The input to our problem instance is a collectigpolicies as described in Section |I-A. We assume that, fohea
of node subsets, each of which defines a group of nodes theup Ny, all nodes inN; are “trusted” by one another, so
can share a certain set of information contents accordingtt@t the node exercises properly the access control paoiés
access control policy. The output is a graph that satisfy théll not pass the information shared iN;, to other nodes not
connectivity constraints in all node groups (and hencesfgati in V;,. We also assume the same policies are applied to all
the access control policies). We begin by describing howenododes.
subsets can be derived from a given set of access controDur goal is to construct an “efficient” overlay network of
policies. the nodesN such that the overlay is “compatible” with the

- information access control policies imposed @y where the
A. Access control policies and node groups compatibility of an overlay network w.r can be defined in

An access control policy (opolicy in short hereafter) a graph-theoretic terms as follows.
specifies which nodes are permitted to access what contents ) ) )
in the network. Here, we use the term “content’ to mean a Definition 1: (Policy-compatible Graph Given a set of
piece of information in any form (e.g., file, URL, feed, etc.ffodesN, and a collection of subset§, = {N, ..., Nx € N}.
accessed by a set of user nodes. An undirected grapli’ = (N, E) is calledcompatiblew.r.t. €2,

We assume the policies are specified in the foIIowin%for each Ny, € (), the induced subgraply, = (N, Ej. C
canonical format: ), where By, = {(u,v)[u € Gy,v € Gy, (u,v) € E}, is a

“Permit noden’s access to a contentif f(n) = true connected graph.

AND g(c) = true”, In a policy-compatible graph, each subgraph of node groups
where f and g are boolean functions that determine thés a connected one on its own. This means that each group of
conditions for node: and content, respectively, under which nodes N, can securely share the contents specifiedkki
n should be given the permission to accesg-or instance, policy on a connected netwouk;, of secure links, where the
the example policies in Section I-A can be easily transfarme&onnectivity ofG;, ensures that any other nodes outside group
into this form by enumerating all values of the attributese W, need not be part of the information distribution withif,.
assume the access is denied by default if none of the statemém other words, a policy-compatible grapbalizesthe given
allows it. access control policies.

This form of policy statements (i.e., “permit-only-when- Note that there always exists some compatible graph w.r.t.
specified”) is widely employed in many access control mechany 2, with the complete graph being one such graph. As it
nisms such as file systems, firewall, network access comtroli$ typically expensive to set up and maintain secure links in
routers and servers, etc.. Also, decoupling the conditfons the overlay networks, however, it is of practical importanc
access permission into the node parts and content partsf(i.eto build a graph compatible w.r.t. given with as small a
andg, resp.) is appropriate in the pub-sub type of networkingumber of edges as possible (thus “efficiency” of the overlay



network). This is formally defined as an optimization prable elseifyg1 = Z;,, then
on graph in the following definition. i) Add b; c; € N,
J1 =J1 Ci

Definition 2: (Policy-compatible Overlay (PoCO) Opti- ii) Create N, = {bj,,pi}, Ne. ™ = {cj,,0:}.
mization Problem Given a set of node&V, and a collection  3) Repeat fory;,, but we useq; instead ofp;.
of subsets,) = {Ni,..,Nx C N}, find a compatible  4) Repeat fony;,, but we use bothy; andp;.

G = (N,E) w.rt. Q such that|E| is the smallest among
all compatible graphs. It is easy to see that the construction(d¥, 2) is polynomial

. in time. See Fig. 2 for an illustration of the construction of
As the PoCO problem is NP-complete as formally shown isoco (v, 0, A) for a givenF.

the following sup-secnon, the qpt|m|zat|0n problem |S|kml'y' There are some remarks. If a sub3gt € 2 has two nodes
to be solvable in polynomial time, and we seek for efficient

- . . . only (i.e. N, = {a,b}), then(a,b) € E for any compatible
heuristic mechanisms in subsequent sections. ATy " T T T,
q G = (N,E). Thus,N2"™  NEo™n  NPI®s  NJoTiz  NdiTss,
04Ty

C. Complexity of PoCO problem N Noitz - N2*™s are two-node subsets, which must be

We prove the NP-completeness of the Policy-compatibfaciuded as edges in any compatitdle
Overlay (PoCO) optimization problem. The decision version Finally, we setA = 2h + 7m.
of the problem is as follows.

Definition 3: (Policy-compatible Overlay (PoCO) Decision (If Part): We show that if " is satisfiable, ther{ N, Q, A)
Problem) Given a set of nodes/, and a collection of subsets,is satisfiable by constructing compatiblé = (V, E). First,
Q = {Ni,..,Ng C N}. AgraphG = (N,E) is called we setE = @, and we include the two-node subs@é&’™™,
compatiblew.r.t. 2, if for each Ny, € 2, the induced subgraph N2t | NPi®sa - Ntz - Nyditis - o - N2tz - NyOiTis g
Gr = (Ny, Ex C E) is a connected graph. Decide if theredges inE, for all variablej and clause. Thus, the induced
exists a compatiblé& = (N, E), such thaf E| < A. subgraphs of these subsets are connected.

) . . Then, for each variable;, either one ofy; or z; is true. If

Theorem 1:Policy-compatible overlay decision problemxj is true, then we adda;, c;) € E. Otherwise, ifz; is true,

PoCO(N, 2, A) is NP-complete. o __then we addb;,c;) € E. Thus, the induced subgraph B,
Proof: It is easy to show that POCO is in NP. We examing ~;nnected. !

each induced subgragh, of G to see if it is connected or not.
Checking the connectivity in a graph is polynomial in time.

To show PoCO is NP-hard, we rely on a polynomial tim
reduction from 3SAT problem.

Next, for each clause;, one literal must be true. Hence,
the correspondingx;,c;), wherex; € {a;,b;}, has been
already included inE. Thus, the induced subgraph of,,
is connected.

Definition 4: (3SAT Problet Consider a 3-CNF formula Therefore, G = (V,E) is compatible. Moreover,
F consistingm clauses and: variables, i.e.F = c¢; Ao A |El[=2h+Tm = A, and(N,Q, A) is satisfiable.
- N\ Ccm, Where eachy; =y, Vyy, Vyj, andy;,, vh,, ¥, €
{x1,Z1,...,2n,Zp}. F is said to be satisfiable, if there exists (Only-if Part): We show that if (N, 2, A) is satisfiable,
a truth assignment td’, such that every clause has at leaghen F is satisfiable. Suppos& = (V,FE) is compatible
one true literal. 3SAT is well-known to be NP-complete. and |E| = A = 2h + 7m. Since the induced subgraphs of
two-node subsetva®, NPOTi NPT NdeTia N9t
Given a 3-CNF formulaF, we assume each clause does/o’™t, No'*’2 No'*7* must be connected id and their
not contain a literal and its complement (as this is trivialledges are distinct, they take ap-7m edges fromE. Hence,
satisfiable). We construct a corresponding Po@Q 2, A), there remairh edges.
such thatf” is satisfiable, if and only ifV, ©2, A) is satisfiable.  nNext we know that the induced subgraphshofiumber of
First, set\N' = @. For eacha;, 7;, we add three nodes y; subsets are also connecteddrusing distinct edges. That
aj,bj,¢; € N, and create two subsetsin N;; = {a;,bj,¢;}  totally take up all remainings edges. Hence, each,, takes

aj,bj ..
and N;;™7 = {aj,b;}. up exactly one remaining edge. Therefore, weaseas true,
Then, for eachr; = y;, V y;, V yj;, we add three nodesif (aj,c;) € E. Otherwise, set; as true, if(b;,c;) € E. This
0i,pi,q; € N, and create eight subsets {in is a consistent assignment for each variable.

Pi,Tj Pi % . qi s 5 qi e 0T 0T 0;Tj. i i
N, , NP NPi®is NOiTn Nt NOiTi NOiTi NOiis Finally, we also knoyv t.hat t.he induced subgraphs oﬁ@lil
are connected 7. This implies that at least ong;,c;) in

We next describe the construction of these subsets: N,,, wherex; € {a;,b;}, is also present inV,,. Otherwise,
1) First, we setN,, = @ and addo;, p;,q; € INg,. other edge inN,, will require to take up an extra edge .
2) Next, if y/* = xj,, then Hence, every clause is satisfiable.
i) Add aj,,c;, € N, Therefore, we show that PoCO is NP-hard, because 3SAT

iy Create Ng, " ={a;,,pi}, No. ™™ = {cj,,0i}. problem is NP-complete. [



r Lz, Lz, r Lz, Lz

Fig. 2. An illustration of construction of PoCQV, 2, A) for a givenF = (z1 VZ2 V Z3) A (T1 V 22 V z3) V (1 V 22 V x3). The truth assignment is
z1 = 0,z2 = 0,23 = 1, which is depicted as the selected black edges in the figures.

I1l. CENTRALIZED OVERLAY CONSTRUCTION inserted whose addition maximizes the number of new group-
ALGORITHMS connected node pairs in the graph constructed thus fazlet

We begin by defining a few terms and notations that will b€ the set of all pairs of nodes iN, i.e., BV = {(u,v)lu €
used in the description of the algorithms throughout thig ad¥>v € IV, u # v}.
subsequent sections.
Suppose we are given a set of nodéand a collection of its Algorithm 1 GREEDY-CONN Input (N, ), Output G =
subset$) = {Ny,--- , Nk }. We denote by, C Qthe groups (N, E)
that a nodev € N belongs to, i.e.2, = {Ny € Qv € Ny }. 1 FE—0
Similarly, €, , denotes the groups that nodesand v both ~ 2: F — EY
belong to, i.e.02,., = Q, N Q. 3: while F' # 0 do
We say a pair of nodes and v both in some groupV, + for each(u,v) € F do
are group-connected inVy, (INi-group-connectedn short)
in a graphG = (IV,E) if there exists a connected path
between them in the subgraph, = (N, Ex). We denote : break
by Cg, (Ni) C Ni x Ny the set ofN,.-group connected node 9:  end if
pairs inGy = (Ni, Ej,). 105 (u*,v%) «— ar%mgx{m(uﬂv) : (u,v) € F}
Given a subgraplts, = (N, Ey), the following function E g:gaf((zg))}}:
returns the number afewgroup-connected pairs iV, when 13- end while ’
an edge(u,v) is added toE}: 14: retun G = (N, E)

NEW—CONNSU, v, Nk, Ek) = |CEkU{(u,v)}(Nk:)_CEk (Nk)|

The value returned by NEW-CONNS function is used in At &ach step of the WHILE loop (line 3- 13), the GREEDY-
our algorithms hereafter as the “utility” of an edge for agira CONN selects an edge whose insertion to the graph can get
G, i.e., as a measure of how many new node pairs will j8& MOst pair of nodes group-connected (lines 5, 10), and add
connected due to the addition of an edge to a graph. Note tfi¢"€ Py one to the graph (lines 11, 12), until no edge can
it is easy to see NEW-CONNS returns in a polynomial tim@dd any new group-connected node pair (line 7). When there
since there exist efficient algorithms to verify the conintgt 1S @ ti€, one of the edges will be selected arbitrarily. .
of all node pairs in a graph (e.g., breadth-first-searchitdep tis easy to see GREEDY-CONN completes in a polynomial

4

5: M) — ory NEW-CONNSu, v, Ny, Ex)
6: end for

7:  if maxm(,,,) = 0 then

8

first-search, etc.). time w.rt. |N| and || because the NEW-CONNS routine
_ _ returns in a polynomial time which is repeated for eachkof
A. Centralized algorithm groups (line 5), and, at each step of the while loop, one edge

Our first algorithm, GREEDY-CONN (see Algorithm Ill-A), is taken from all potential edge sets of siZ€|(|N| — 1)/2
is based on a greedy decision such that, at each step, ansed@lae 11) and added to the graggh (line 12).



B. Further reducing the number of links

The greedy algorithm tries to avoid adding unnecessary
edges to the graph by adding only the edges whose utility
is positive. However, the choice of edges is only based on the

GC(N)=¢ GCWV)={(1,3)} graph topology built in the previous steps, not on the edges
GC(No)=¢ GC(N)={(1,3)} that will be added in the later stage. Thus, the final output
@ (b) graph may containedundantedges, which can be removed

from the graph without rendering it incompatible.

For a given graptG = (N, E), we say an edgéu,v) €
E is redundantin G if, for each N, € Q, ,, there exists a
connected path between and v other than the edgéu,v)
itself in the induced subgraptVy, E)). Note that an edge

GCWVP=1{(1,3), (1,2), (2,3)} GCWp={(1,3), (1.2), (2,3)} (u,v)'s redundancy in a given grapf can be easily verified

GC(NZ():){“’”} GC(NZ):{“?& a4, 3} by comparing the number of connected node pairs\ip, £,)
and that in(Ny, E, — {(u,v)}) for all k.

Fig. 3. Example edge assignment by GREEDY-CONN algorithm vay t 1€ following lemma shows a redundant edge can be safely

groupsNy = {1,2,3} and N2 = {1, 3,4}. The new node pairs that becomeremoved without affecting the group-connectivity of thelas.
group-connected in each group is indicated in bold letters.

Lemma 2:Suppose there is a redundant edgev] in a
graphG = (N, E). If a pair of nodesu’ and v’ are Ni-
group-connected ¢ for any groupN, v’ andv’ are also

Fig. 3 illustrates an example of the execution of GREEDYAx-group-connected iz~ = (N, E' — {(u, v)}.
CONN algorithm for two node groupd; = {1,2,3} and Proof: Consider a redundant edge, ¢) in G = (N, £).
N, = {1,3,4}, where, at each stage of the execution, tHeet G = (Ni, Ey) be the subgraph induced by any arbitrary
set of group-connected node pairs for each group is shownfia in G = (IV, E). Suppose an arbitrary pair of nodesand
GC(V). In the first step, the edgd, 3) is added since it will v’ are N-group-connected for somj, and let a sequence of
make two group-connections (one in each group), as shownpdes(u’ = ug,u1, -+ ,u; = v') denote a path in betweer
Figure 3(b)-all others make only one group-connectionnTh@ndv’ that go through nodes, - - -, u;—1 (u; € Ny). If the
one of the edge§l, 2), (2,3), (1,4), and(3, 4) can be added at Path does not include a subsequeliecev), then the removal
the second step as any of them would make two pairs of nodd$dge(u, v) does not affect this path, hengeand’ are still
group-connected. In this example, edge?2) is added with connected i Ny, Ex, — {(u,v)}. If the path does include the
the tie broken arbitrarily (Fig. 3(c)). Note that the adulitiof Subsequencéu, v), because there is a path betweeand v
(1,2) makes nodes 2 and 3 connected in addition to the nole/V other than the edge:, v) by definition of the redundant
pair 1 and 2. This makes the addition of edge (2,3) unneaess@figes, after the removal ¢f,, v), the pairu’ andv’ must be
thereafter. Finally, edge (3,4) is added from grovip (Figure connected by another path which is represented by replacing

3(d)), resulting in a graph compatible with the groupingtélo the subsequend, v) in (u" = uo, u1, -+, = v') with the
that, the greedy algorithm achieves the optimal assigninentnode sequence representing the alternate path betweewl
this particular example. v. u
The following lemman shows the correctness of the Therefore, since removing a redundant edge does not hurt
GREEDY-CONN. the group-connectivity of a graph, once we have a gréph
compatible withQ2, we can check the edgesd@hone by one (in
Lemma 1:Graph G = (N,E) returned by GREEDY- any order) to see if there are redundant edges to remove from
CONN(, Q) is compatible w.r.t). G as a final step after the completion of GREEDY-CONN.

Proof: The proof is by contradiction. Suppose there is dV. DISTRIBUTED OVERLAY CONSTRUCTION ALGORITHM
subgraplty = (N, Ey) that is induced by a s € Qand - iy e algorithm
is not connected when the algorithm returns. By definiti@p, o . _
has at least one pair of nodesandv, between which there is 1N the distributed algorithm, each node continually makes
no connected path i6;,. The edggu, v) is not £, (hence not 2 local decision as to whether to add or delete edges that are
in E either) because it would make a connected path betweBfident to itself based on the local connectivity inforraatof
u andv. Therefore, upon the completion of the algorithf, the access control groups that it belongs to until the algari
is not empty and containg., v), for which m, ., > 1. This CONVerge.
means none of the two terminating conditions of the algovith  Given a subgrapl, = (N, E_k) for someN, € Qu, Ie_t us
(lines 4 and 7) is satisfied, contradicting to the assumptian denote byV, (Gy) the set of neighbor nodes ofin G, i.e.,
the algorithm has returned. m Nu(Gr) = {v | (u,v) € Eg}. Similarly, £,(G) represents

the set of local edges incident toin Gj. Also £, denotes



all edges incident ta in the entire graplG = (N, E), where
K
E=U,_, Ex.

For the correctness of the algorithm execution, we assume
for now the following two conditions hold before the dis- e
tributed algorithm is invoked by any node (we describe in
Section IV-C how a distributed protocol of message exchange

among nodes can ensure these conditions):

« Each node only considers the topology and the utility
of its edges within the groups it belongs to (the input
includes only the groups the node belongs to).

At each invocation of the algorithm, the node also re-
moves redundant edges among its own existing edges
(lines 14-20).

Note that, after each execution of the algorithm, at most one

« (C1) Before executing the algorithma, has the correct, edge is added, but multiple redundant edges can be removed,

up-to-date topology information off, = (N, Ey) for
all N, € Q,.
e (C2) Whenu adds or deletes an edde,v) for some

and sometimes no edge is added or deleted (when there is
no edge with positive utility or redundant edge). Througé th
repeated execution of DISTRIBUTED-GREEDY algorithm by

v € N, after executing the a|gorithm, no other node |@” nodes, the collective edge addition and deletion result

Ny adds or deletes an edge at the same time.

Now, in our distributed construction of policy-compatibl
overlay, each node invokes DISTRIBUTED-GREEDY algo-
rithm (see Algorithm 2) whenever it obtains a new grou
(Ng, Ey), including the initial stage with

topology G, =
empty topology information.

Given Gy, = (Ng, Ey) for all Ny, € Q,, DISTRIBUTED-
GREEDY outputs an updated set of a nade local edgest,,
to be included in the graph.

Algorithm 2 DISTRIBUTED-GREEDY
(u, Ny, Nk, Ex) V N, € Q,,, Outputé,
1: g’u — &
2: Vi UNkEQ Ny,
3: Fu «— Vu — u
4: for all v e F, do
5 my — Yy, cq, NEW-CONNSu, v, Ny, Ej)
6
7
8

Input

. end for

 if max, > 0 then

: q* « arg maxyer, My
9 &y & U{(u,v")}
10: for all Ny € Q, do

11: Er — Ex U{(u,v")}
12:  end for
13: end if

14: A,[-] — Random ordering of edges i,

15: for i — 1 to |Ey| do

16:  (u,v) «— A[i]

17:  if (u,v) is redundant in anys, = (Ng, Ex) for N € Q,

then .
18: Eu — Eu—{(u,v)}
19:  end if
20: end for

21: return &,

Like the centralized GREEDY-CONN

e

a policy-compatible graph as a whole. We formally show the
convergence of this process in Section IV-B.

Note also that, while each node adds and deletes only its
own edges, its decision is based on the utility and redundanc
Bf the edges not only for the node itself but for other pairs
of nodes in the groups that the node belongs to. This is
possible because each node keeps getting updated with the
graph topology of its groups through the distributed protoc
described in the Section IV-C.

2:(2,1) = 4:(4,1) >
4:(4,3) — 3:(3,1)
(b)

(1,3) > (1,2) > (3.4)
(a)

Fig. 4. Distributed greedy assignment can assign more edges ith
centralized counterpart. (a) The same assignment by theatizatt algorithm
as in Figure 3 (b) The edges added by a run of distributed mssgts by
nodes in the order of 2, 4, 4, and 3. The number before each edtei
sequence indicates the node that adds that edge.

The distributed algorithm is more scalable than its central
ized counterpart as it reduces the overhead for each node
and it utilizes only local information. This however comes
at a cost: Due to each node’s myopic view of local network
topology, the number of links collectively added by all nede
can be greater than the result computed by the centralized
algorithm. Figure 4 illustrates such an example, where the
edges are added by each individual nodes in a particular
order of nodes 2, 4, 4 (again), and 3. This inefficiency result

algorithm,from the fully distributed execution of the algorithm by &ac

DISTRIBUTED-GREEDY chooses an edge such that individual node, which only controls its own edges and can no
can maximize the number of new group-connected node pdipsce other nodes to choose edges to add or delete in their set
added to the current graph (lines 4-13). However, there afdewever, our simulation study in Section VI shows that the
a few differences between DISTRIBUTED-GREEDY and itperformance of DISTRIBUTED-GREEDY is generally within

centralized counterpart:

« Each node only adds its own edges (the algorithm returBs
new set of edges for node only: line 21), by selecting ~

a small margin of what the centralized counterpart achieves

Convergence of distributed algorithm

one from those that are in at least one of its groups butln this section, we show that the distributed process of

not yet in its own edges,,.

adding and deleting edges by each node converges to a global



graph compatible w.r.€2 under the two conditions C1 and C2 Corollary 3: The distributed process of DISTRIBUTED-

in Section IV-A. GREEDY terminates in a polynomial number of steps w.r.t
For a given graphG = (V, E) and node groupind2 = |N| and|9].

{Ny, -+, Nk}, let us denot&)q(G) be the total number of Proof: In the proof of Theorem 2, we have shown the total

group-connected node pairs undgrin all Ny, € Q, i.e., number of times DISTRIBUTED-GREEDY is executed by all

nodes is bounded by X, Nel(Nel=1) o INIINLED yhich s
in O(|Q||N|*). Also since each execution of DISTRIBUTED-
GREEDY is also polynomial ifnN| and|?|, the whole process
finishes in a polynomial time steps. [ ]

K
Qa(G)=>_ > 1(uandv are Ny-group-connected

k=1u,vENy

Every time a node changes its edge, the global gi@ph
(N, E) changes: yvhen an edge, v) is added or deleted by ¢ Obtaining group topology
eitheru or v, E will change toE U {(u,v)} or E — {(u,v)}, o _
respectively. Since only one node can add or delete its eatges Nodes use a distributed protocol to ensure the two condi-
a time (due to the condition C2), without loss of generaiitg, tions C1 and C2 presented in Section IV-A. Our mechanism
denote the evolving sequence of graphs Gy,(G1, Go, - --).2 1S similar in spirit to the distributed protocol proposed in
Theorem 2:Starting from an arbitrary grapfi,, the evolv- [8], which is designed for distributed resource replicatio
ing sequence of the graph€, G1, G2, - - -) generated by the Here we provide only a high-level sketch of the protocal,

distributed process DISTRIBUTED-GREEDY converges to %ith particular emphasis on how it is used in our context
stable graphG’ = (IV, E) which is compatible w.r.tQ in a Of distributed overlay construction. We assume existerfce 0

final number of steps. some separate control-plane communication methods for the
Proof: We first prove the convergence of the procesgc_)llowing protocol, i.e., nodes can exchange messages with
For anyi = 0,1,---, the transition fromG; to G;41 occurs each other without the existence of the secure overlay link
when some edgéu,v) is either added or deleted. Sincd’€ing built by the distributed process. o
an edge ¢, v) is added only when it can create some new Before a node changes its edges in a group, it ini-
group-connected node pair in somé, € Q,, (line 7), tates a three-way handshake of messages with all other
Qa(G;) < Qa(Giyq) if the transition is caused by an edgéwodes in the same group to get consent of. other nodes in
addition. If the transition occurs due to an edge deletioH}e group for the change. The handshake is composed of
Qa(G) = Qa(Gis1) because only redundant edges can B_Bree_ StagedREQUESTAC(_:EPT/REJEC—'UPDATE/ABOR':I'
deleted, and, by Lemma 2, the number of connected pairs dgedirst, when nodeu decides to change an edge, v), u
not decrease for any group due to the removal of redund&®§nds REQUEST messages to other nodes in the grau
edges Qq(G;) does not increase either). v belong to, indicating:’s intention to change its edge. Other

Now sinceQq(G;) is bounded from above by some con'@des respond to this message either by accepting the change
stant A — ZK [Nel(INel=1)  the number of times that ©F rejecting it. (i) Any nodew that receives the request from

Qa(G:) increases (hence the number of edge additions) is alsREJECTs it if the responding node has itself initiated a

bounded byA. Also, for each interval between two consecu@ndshake process for its own edge’s change, to prevent a

tive edge additions, there can be only up'% (IN|+1) edge simultaneous edge change byn the same group. Otherwise,

deletions. Therefore, the distributed process shoulditete  ACCEPTsu’s request, after which it refrains from initiating

within a number of s:teps less thay VIV +D) its own change process until it receives the further outcome
éﬁ72 .

Next we show the converged graph is a compatible gra _PIﬁAT_'fE O:j ABORT.) of Kgcg::a{]ge processf from |§iii) q
by contradiction. Suppose the distributed process resulés inally, 1t nodeu receves messages rom all nodes

graphG = (V, E)) not compatible w.r.tQ2. Then there must be in the group, it changes the edge, v), and sends UPDATE

. . messages to group nodes. If it receives at least one REJECT,
some pair of nodeg, v) in Some groupv, that are not group- it doesgnot chgngepthe edge, and sends ABORT messages

connected inGy, = (N, Ei). For each such pairs, however, o
this condition must be recognized by all nodesNp as all ~ 1he handshake process serves two purposes: (i) A node
nodes in, have the correct topology information 6f, — ¢ changes its edge in groupy. only when all other nodes

in N have accepted the change. Since, if all of them have

(Ng, Ey). If no other node inN, adds an edge to improve ) .
the connectivity ofu and v in (%, eitheru or v will add an accepted the changes, they are prevented from changing thei

edge between them since adding such an edge will incre241 €dges until the requesting node completes its change, th
the number of group-connected pairsii. This contradicts €d9€ change by: must be the only one at the time of its

to the assumption that the process has terminated. m change. This ensures condition C2. (i) If a nodec Nj
receives altUPDATE message from some other node Ny,

The proof of Theorem 2 reveals the following property. the edge change contained in the message is used to update
v's view of the topology ofNy. Since every node will send

5 , , _ the UPDATE message withinV,, for every edge change, and

Even if a node deletes multiple edges after a single execuifothe

algorithm, one can break the multi-edge deletions into meltipbnsecutive SINCE @ nodey Wou_ld not attempt to change its edge\y, if
single-edge deletions in arbitrary order. some other node iV, is in the changing process, the group



topology G = (N, Ey) is always accurate by the time anyAlgorithm 3 GREEDY-MARGIN-CONNInput (N, Q, , ¢),
nodewv in N, changes its edge. This ensures condition C1.0utputG = (N, E)
1. E«—0
V. TAKING THE LINK COST INTO ACCOUNT > P g

While PoCO optimization is our primary objective in this 3: while F' # () do
paper, we acknowledge that it is also important to consiuer t 4 for each(u,v) € F* do
“cost” of adding a link. For example, the link can be assignedf5 enan%*r“ — 2 k=1 NEW-CONNSING,, B
a cost proportional to the distance in the underlying sabstr ,. . " MaX 171y 0)
network, indicating how far apart the two nodes of an overlays:  if m.,a. = 0 then
link in the underlying substrate network. Another examgle i break
to have a link cost inversely proportional to the mutual trus10:  end if

level between two nodes (i.e., what security level needseto §1: H 0
S . . : 2.  for each(u,v) € F do
maintained for a given node with certain trust-level?). iigls ;5. if 1M (u0) > 0 ANdM, ) IS IN @-Margin of m.q, then
cases, it is advantageous to minimize the overall link cest a4: H <~ HU{(u,v)}
well as the total number of links. 15: end if

To account for such link cost, we assume a cost functiot: end for ,
c: N x N — Rt is available to map each pair of nodes . %‘:’F) f{?;% mvl*%c(“’ v): (u,0) € H}
andv in N to a positive real numbérThen we can formulate 190 g g {(u*:v*)}
another optimization problem of constructing the graph=  20: end while
(V,E) compatible w.r.t.Q2, such that the total cost(E) = 21: return G = (N, E)
2 (uw)er €(u, v) is minimized.
Achieving both objectives of reducing?| and C(E) to-

gether is, however, basically a multi-objective optimiaat yetermines the size of the search space—the smaller the valu
problem, for which a solution that achieves better perforcea ¢ a, the larger the candidate set— 1 is a special case whose

for one objective will suffer for other objectives. In ourcangigate set is identical to GREEDY-CONN algorithm except
context, these two objectives indeed often conflict, esigci {4t ties are broken by the link cost. On the other hand, when
when the link costs are widely varied: minimizing onliZ| ~, — o, only the link cost will be considered in constructing
can result in a graph whos€(E) is far worse from what he graph.

would have been resulted from an effort of minimizi6gE) The distributed counterpart of GREEDY-MARGIN-CONN

only. is also possible and straightforward. In what would be dalle

Our approach is to design a solution that can address bgjf5TR|BUTED-GREEDY-MARGIN, the selection of an edge
objectives in asystematiomanner, such that the outcome ofy pe added is made not only from the set of the edges with

the solution can be easily adjusted and optimized towajigh highest utility, but also from the edges that have thiyuti
either objective. ThIS.IS dohe by Algorlthm 3, a modificationyithin a-margin of the maximum utility, with the edge with
of GREEDY-CONN, in which a single parameter can be he smallest cost selected from the extended set.

used to systematically balance the algorithm’s tendenegitt
either objectives. VI. PERFORMANCEEVALUATION

More specifically, we say a non-negative integers in the  |n this section we present the performance of the algorithms
a-margin of another integen for m < n if > >« for real- proposed in this paper by simulation. In our simulations, we
valued constantr € [0,1]. Then, given a link cost function first study the performance in a random setting, follow by a
c: NxN — Rt and a constantr, GREEDY-MARGIN- realistic social grouping extracted from a trace that dosta

CONN selects an edge at each step in the following mannegnference Program Committee (PC) member information.
Like in GREEDY-CONN algorithm. GREEDY-MARGIN-

CONN keeps adding edges until all node pairs in all groufs Random groupings
are group-connected. The main difference is that, instéad oln the random setting, we create random grouping of nodes
selecting an edge that maximize the number of new grouQ; for which each node is assigned to group/;, with some
connected node pairs, GREEDY-MARGIN-CONN choosegsrobability p. We conduct simulations by varyingV| and
the one with the smallest cost among those whose utiliti€3|, and alsop. Due to space limitation, we only present a
(ZkK:lNEW-CONNSu,v,GNk)) are within a-margin of limited set of result, but report that we found essentialtig t
the maximum utility (lines 11-17). same trend holds for other cases. We first present the rdsult o
By taking into account the edges with smaller utilities,E|-performance for different algorithms, then we present the
GREEDY-MARGIN-CONN can search and select an edgesult of convergence- and E)-performance. We obtain the
of smaller cost in a larger candidate set. The parameterperformance values by averaging the results of 10 runs.
. o _ ' ' o 1) |E|-performance: We first see thgE|-performance of
There are existing methods available to obtain certain assttions in - GREEDY-CONN algorithm against the optimal value. Figure

a distributed way; for instance, the routing information fre tunderlying .
i 5 sh th t Egrecaul \yh E d|E, e
network can be used for the network distance measure. snows tnhe ratio o Boptimall’ where| gTeedy' and|Eoptimail
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the size of inputN| and |Q?|, suggesting our algorithm will
be highly scalable in large-scale networks.
3) ¢(E)-performance: In section V, we discuss a way to

extend our algorithms to minimiz€ E). To evaluate the(E)-
performance of our extended algorithms, we assign the cost
of link between each pair of nodes uniformly i, | N|]. We
evaluate both the number of link&| and the total link cost
¢(FE) assigned by the algorithms. Figures 9 and 10 compare
the |E| and ¢(E) performance of the distributed algorithms
: respectively.

Figures 9 show the averag®|, selected by our distributed
algorithms with |€2] = 10. Our first observation (and rather
obvious one) is thatF| increases agN| increases. It is
because with fixegh, average group sizgVy| increases with

. . |, for which more links are needed for group-connectivity.
are the numbers of edges assigned respectively by GREEH)QTWe also notice in these figures is that, as intended by

CONN "?‘”d an exhaugtive search. Since the complexity of trh(':'e design, thdE| performance of MARGIN-version of the
exhaustive search quickly explodes|ag and|(2| increases, algorithms degrades gracefully as we decrease the marginal
we are only able to show the results for small range$Xf

: i arametera from 1 to 0; With « = 1, the design of
:23'5:;0&;23\'(@ gm%t";‘frgn'ﬁgsvtxr\‘lv?n '(?;h'SGC;‘ESEb"\V( DISTRIBUTED-)GREEDY-MARGIN-CONN algorithms are
i “equivalent to simpl dy algorithms in t Bf perfor-
CONN only performs around 3% worse than optimal), but t eq:r:\ézen 0 simple greedy algorithms in terms| 6f perfor
performance gap increases in general/dsand || increase. '

! i . ; The benefit of increased in terms of ¢|E| performance
For a comparison with a baseline approach, we include the cjear in Figures 10, where the total link cost gradually

results of an algorithm that, starts from complete graph fQf reases as we decreasedt o — 0 for instance, GREEDY-
G, removes redundant edges one by one in the decreagjilRGIN-CONN algorithm essentially results in the same
order of edge cost. We call this algorithm G-MST (Groupserformance by G-MST, whose goal is to solely optimize
Minimum Spanning Tree) due to its similarity to Reversec-(E) performance. In summary, the results in figure 9 and
delete algorithm [7]. Reverse-delete algorithm solvesnait 14 5jigate that our MARGIN-CONN algorithms effectively
minimum spanning tree problem for a single tree, except thathieve our goal of balancing the weights given|H and

it removes only the redundant edge w.rt. the groupidg ) performances easily by controlling a single parameter
Since G-MST is designed only toward the goal of minimizin

¢(E) but not|E|, we setc(E) = 1 for all links in this |E|-
performance evaluation. B. Realistic social groupings

The performance of the distributed algorithms are quite |n the last evaluation, we evaluate our proposed algorithms
close with their centralized counterparts. This can befieeri in a realistic social group setting. We utilize the dataseinf
more clearly in Figure 6|(2|=20), where|E| resulted by [15], which study the characteristics of Program Committee
DISTRIBUTED-GREEDY is about 5% to 10% higher tharnypC) members more than 2900 conferences. From this dataset,
that from GREEDY-CONN. Figure 7 shows the impact ofve select the set of most recent high-quality conferences
varying group size withp varied to the|E| performance. (j.e., conferences hold at 2006 and classified as reputable
Interestingly, there is a trend of increasiffg| initially when  conferences by [15]), which results 32 conferences and 482
p increases in small values (0.2 to 0.4) but it decreasgs aPC members. We create a group for each conference and
further increases. This is because wheis small, increasing assign the PC members to the corresponding groups to emulate
p means bigger sizes of individual groups, thus requiringemog secure data distribution for each conference. Links is thi
links for each group. However as keeps increasing andscenario carry a same unit cost bf thus minimizingc|E|
approaching to 1.0, the number of overlapping nodes acregguals to minimize E| in this case.
groups also increases, and links assigned to a group can beigure 11 presents the result of averagewith different al-
shared and reused by other groups. gorithms, and figure 12, 13 and 14 present the resulting graph

2) Convergence performancen Figure 8, we plot the from different algorithms. We observe that in this reatisti
total number of times that the links are added or deletethcial grouping, the result is similar to those with random
by the collective process of DISTRIBUTED-GREEDY (i.esetting. The performance difference between Greedy-CONN
how many steps the algorithm takes to terminate). The cunessd Distributed-Greedy is 5.89%. Comparing with G-MST,
suggest that the total number of link changes increases sbileedy-CONN and Distributed-Greedy reduce the number of
linearly with the number of the groups and nodes. This iinks used in the overlay by 29.8% and 25.7% respectively.
turn means the edge changes per node is kept within a constanaim this result, we believe that our proposed algorithmekwo
level (less than 2 times on average in the figure) regardiiesswell for both homogeneous and heterogeneous settings.

inks by brte force)

inks by greedy! no. of

Fig. 5. Performance ratio of GREEDY-CONN versus optimal sofut
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Fig. 12.

Result of G-MST|E| = 604

Fig. 13. Result of Greedy-CONNE| = 424
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Fig. 14. Result of Distributed-Greedyf| = 449



