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1. Overview.

We address the topic of metrics and approachesttoratic quality analysis and validation of sentetranslations when manually
developing a parallel corpus of translations. Weufospecifically on the crowdsourcing-centered apph. We propose a set of
metrics which provide the corpus developers wiimgtation quality estimates. These estimates atieparly necessary when, due
to the particular circumstances of the data cabecthe quality of the translation provided is egfed to vary significantly from
person to person as well as from sentence to sent@ur approach is based on the concept of quatdityvalence and cohort-
consensus. We also describe our experience anldsresing our proposed metrics when developinggelaarallel corpus in a
crowdsourcing approach.

2. Background

Parallel textual corpora play a vital role in canfsrary research and development of machine tramisieechnologies. Parallel text
corpora (corpora of sentences for which every seetdas an associated translation into other lag@uare typically developed
through the manual translation of documents byaatef professional or at least experienced tramdand corpus developers. The
assurance of the translation quality typically ilves an additional step in which mistakes and isisiancies are corrected by an
editor. Overall, these are costly and labor intemgirocesses.

The emergence of the crowdsourcing model providesus and language resource developers with opmitietsi to lower the cost of
corpus development [2,3,4]. In the case of paratbepus development, the kernel task consists@figing small groups of sentences
to individuals in the crowd which in turn translébese sentences in exchange for some incentezer@muneration, raffle entry,
charity donation etc.). This approach is gainingyarity in the corpus development community.

While the cost of development is typically reduegten doing crowdsourcing, the resulting quality baninconsistent: the quality
uniformity and homogeneity of the resulting tratisias is expected to vary significantly due notyotd the style of the individual
participants but also due to their skills. Whileadly, participants should be fluent in the sodaceyuage and native in the target
language, this is a condition that is hard to exand enforce.

Thus, crowdsourcing presents us with the need fopee stringent and systematic quality estimati@tess than in the traditional
approach.

3. Issuesrelated to Crowdsour cing Parallel Corpora Development

There are two main issues affecting the qualittheftranslated sentences and our ability to estitat he first relates to the natural
variability in the distribution of translation qigl The second is the extent to which redundamcyrénslation overlap) in the work
is desired or exists.

With respect to the variability in the quality, seal factors influence it. The combination of mpikéi factors like language skill of
each participant, nature of the sentences, atteoti@ffort devoted etc., results in a non-unifdranslation quality distribution across
the various translators. Even within a single ti@es's work the attention and effort might nottemogeneous and will result in
within translator variability . However, our assuiop is that in the long run, as more translatibesome available thdistribution of
the quality of these translations will provide uishwa glimpse about the skill of the translator.

With respect to redundancy, there is a tradeoff/ben aiming for collecting multiple-translationsaach sentence (i.e., sentence
overlap or redundant translation [2]) and coverage, maximizing the number of different sentenirasslated). If no overlap or
redundancy exists then each sentence will be &etsbnly once thus maximizing the coverage. Téleaf maximizing coverage is
that if for a given sentence a defective or of llity translation has been entered, not only vllenet have alternative translations
to replace the defective translation but we wildaodirect way of knowing that this particular translatiorofdow quality.

4. Estimating Quality of Human Trans ations Using Automatic M achine Translation: the Quality Equivalence Condition

Given that we assume that we have no professiotralhslated references (i.e., “gold-standard refege”) to score the translator’s
data against, the only additional resource we c@nfor this purpose is the machine translationwdupthe desired sentences.

The justification of using MT as pseudo-referenisess follows: let us assume that we know the “tdistribution of BLEU scores of
a translation engine given the corpus to be tréedld his distribution of scores reflects the disebetween MT output and a gold-
standard set of reference human translations (tipgrieal value of BLEU corresponds to the Maximuikdlihood estimate of the
expected value of this distribution). Lacking thd-standard but having MT and crowdsourcing tietiens, we focus on the
questionhow likely it is that the crowd’s translations ctake the place of reference translatio’sfecessargondition for this
quality equivalencés that the distribution of BLEU scores betwees glold-standard references and MT output has sirbiéar to
the distribution between the crowdsourcing refeesrend the MT output. We refer to this necessangition as the Quality
Equivalence Condition. We leverage this Conditiothie next sections and we propose metrics baséteamachine generated
translation as reference.



5. Metricsfor Quality Assurance and Monitoring

We now describe two proposed sets of metrics fewraatic quality estimation: the first set is usalteen there is no overlap in the
translation set and is based on of the qualitywedence condition and the second set is for wheretls at least some overlap.

5.1 Metrics with No Existing Sentence Overlap: Fegi show below a summary of the 4 measuremenfopeal that focus on the
distance between 2 sentences s1 and s2 (let $anslator’'s sentence and s2 be the Machinslation for that sentence).

. F1: Length ratio: consists of the ratio of the dbwodifference between the lengths of the twoeseeeds smoothed by an
exponent over the length of the MT sentence. Tha id that the length of two similar sentences lshoat diverge too
much from each other if they are coarsely equivalen

. F2: Core Language words ratio or symmetry: Thisrimés similar to F1 except that instead of consiugthe length of
each sentence, we consider the length in termsnztibn or grammatical words (e.g., prepositiormpuns, conjunctions
etc) the rationale is that the proportion of fuactivords in between two equivalent sentences shmtldary too much if
they are coarsely equivalent.

. F3: BLEU: This is the BLEU distortion (1 — BLEU silarity) between the MT sentence and the translatedence. The
rationale of applying BLEU to this task is basexkdily on the quality equivalence condition desedilin section 4.

. F4: String Edit Distance: measures the similaréggw®en two sentences and is more stringent tharJBLE
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F1: Length ratio fls.s,) length(s,)
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FIGURE 1. Summary of proposed metrics
5.2 Sentence with Overlap

In this case we assume overlap. We assume thagragre (cohort consensus) in the multiple tranghaitistances coming from
crowdsourcing for each sentence (what we cafilzorf) reflects features that are likely to exist in@dgstandard reference.
We can leverage cross-sentence agreement throagtotitept of the Cohort Consensus as follows:

1. Consensus Divergence: It refers to the cumwdaiilit distancescore between a sentence and the set of tramslatrovided by
others (the cohort set). This essentially tellbhow different the features of this sentence (n-geane from those of the rest of the
cohort.

Consensusidergencés,) = Zedit(s,sj)

CjOcorpus

2. Cohort Rank Distribution: We rank the particifmim a cohort based on increasing participantgesee consensus divergence and
look at the participant’s rank in the cohort liBhis tells us how different this participant isffidhe pack on average. A low rank will
indicate that the sentence is close to being th& papular translation of the cohort while highk#hbeing deep in the cohort list)
means that the translations provided by the ppsidi are unconventional. The distribution of raoka given participant can provide
insight on systematic quality issues.

6. Summary of Crowdsourcing Results

We now describe our experience in a large crowdsoegrctivity and the application of the metricelapproaches introduced in this
paper.

. Description of Crowdsourcing Activity: We carriedta large crowdsourcing activity aimed at trarisgis many
sentences as possible without overlap (excepsimall optional subset of benchmarking sentences)héd a total of
1700 unique participants and collected data irmhgliages plus English, resulting in a total ofé&#®ylage pairs. We
collected 55k sentences. Participation is highbvskd as described in figure 2: We can see thatfit¥teqarticipants
produced 38% of the translations, and so on. TheolMtput was made available to the translators tsecaue assumed that
it could save time to the translators to edit thE &itput rather than entering each translation fsenatch.
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FIGURE 2. Participation distribution

. Analysis of Translations for multiple translatonsrion-overlapping set: Figure 3 below the scatiergf F3 vs F4 for all
the sentences translated by 4 users (user greak, bed, and blue). This plot reflects the natfrthe changes introduced
in the sentences: in general F4 > F3 and to thenekb which this is true reflects the nature & translator’s effort. In
figure 3 We can see that the patterns of the gitelank and blue translator’s overlap, while thetgrat of red falls on top
of a line that do not extend far from the origimigreflects an agreement between the SMT anddhslator which is
unusually large and that there is very little noveér editing (reflected in F4). This translateor pther words, disagreed
very little with the machine translator output munbre than the other 3 translators and thus caoobsidered to be
providing little new information in his/her transtans. Under the quality equivalence assumpti@nsdiators blue, black
and green have consistent score distributions atishsthe necessary condition for quality. The treghslator is
inconsistent and these translations should beduittspected.

FIGURE 3 (aand b). Distribution of Quality Plots

. Analysis of the overlapping set: We Analysis ofssdranslator agreement using the overlappingdét:Sentences
having 3213 translations across a subset of ttgukege pair set (9 pairs). These sentences matariique “originating”
sentences. Figure 5 shows a scatter plot of thertadink vs. cohort depth for two translators (greed red). Each
sentence is represented by a point in the scdtier We can see that there are clear regions tbenpas wit green translator
showing consistently lower (better translations)ksathan red translator. The work of the red ti@tons should be further
inspected for systematic problems.

7. Conclusions
We have presented approaches based on qualityadepioe assumption and the cohort rank distributiab can be of value in

assessing the quality of sentences in a corpuslatad by the crowd. As more and more data arergtstbthrough crowdsourcing
we believe this approach can be of great value.



Sentence Rank

1 s 3 + Good

Cohort Depth

FIGURE 4. Cohort rank-distribution for 2 annotators

References

[1] Papineni, K., Roukos, S., Ward, T., and Zhu,dJM2002). "BLEU: a method for automatic evaloatof machine translation” in
ACL-2002: 40th Annual meeting of the Association @pmputational Linguistics pp. 311-318

[2] V. Sheng, F. Provost and P. Ipeirotis , (2088&t Another Label? Improving Data Quality and D&aning Using Multiple,
Noisy Labelers”. In Proc. KDD, 2008.

[3] R. Snow, B. O’'Connor, D. Jurafsky, A. Y. Ng @®) “Cheap and Fast—But is it Good? Evaluating Meapert Annotations for
Nat. Lang. Tasks” In Proc EMNLP 2008

[4] Stewart, O., Huerta, J. M., and Sader, M. 2@@&signing crowdsourcing community for the entesgriln Proceedings of the
ACM SIGKDD Workshop on Human Computation (Pariartee, June 28 - 28, 2009).



