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Abstract

Data loss prevention (DLP) systems aim to automat-
ically detect and protect confidential or sensitive in-
formation in an organization, for example when it is
accidentally leaked by email. Current state-of-the-
art DLP systems employ rudimentary content anal-
ysis techniques such as regular expression matching
to detect sensitive content. The detection accuracy
of these current approaches remains very limited for
unstructured text, due to the high level of ambigu-
ity and idiosyncracy in human languages. In this
paper, we propose problem-specific text mining tech-
niques to assess the sensitivity of documents. Our
case study on a corpus of more than 900 confiden-
tial documents shows that a lightweight classier with
problem-specific features outperform existing meth-
ods by at least 10 percentage points.

1 Introduction

Recently, the computer security community has ac-
knowledged the importance of data-centric security
with the emphasis to protecting data directly. Data
Loss Prevention (DLP) refers to systems that iden-
tify, monitor, and protect confidential or sensitive
information through deep content inspection [1, 2].
DLP systems are divided based on the status of data
into “endpoint DLP” for data at rest (e.g., stored
in data storage) and in use (e.g., copy and print ac-
tions), and “network DLP” for data in motion (e.g.,
email or internet transmission). Due to growing con-

cerns on data breaches and increasing requirements
from regulatory compliances such as HIPAA (Health
Insurance Portability and Accountability Act) [3] and
PCI DSS (Payment Card Industry Data Security
Standard) [4], DLP has drawn increasing attention
from both businesses and academic community.

DLP systems typically apply content inspection to
identify confidential or sensitive data, and contextual
analysis of transactions (e.g., information about the
sender and the recipient, transmission method and
time, etc) to prevent unauthorized use or transmis-
sion of sensitive information. Since most of data in an
organization is published as unstructured free text,
accurate analysis and detection of sensitive informa-
tion in unstructured text is crucial for DLP. How-
ever, automatic understanding of unstructured text
is notoriously difficult, and computers are far from
reaching human-level understanding. The low accu-
racy is caused mainly by the high level of ambigu-
ity in human languages (e.g., “Cookie” and “classi-
fied”), and many different representations of a same
concept (e.g., “IBM”, “International Business Ma-
chines”, “Big Blue”, etc).

Most current DLP systems employ pattern match-
ing using dictionaries of predetermined terms or reg-
ular expressions. More advanced DLP systems ap-
ply machine learning-based classification technolo-
gies based on document concepts. While both ap-
proaches are quite successful for certain applications
such as personally identifiable information (PII) de-
tection and document topic categorization, they show
limited success for more complicated security appli-



cations such as confidential document detection.
In this paper, we show that advanced text mining

technologies designed specifically for the given prob-
lem achieve higher accuracy. We conduct a case study
for identifying confidential documents in an enter-
prise, and demonstrate that a problem-specific set of
features greatly improves the accuracy. In addition,
our system generates the confidence of the decision
(i.e., the probability of the document being confiden-
tial) so that a DLP system can apply more flexible
security actions based not only on the binary decision
but also on the confidence level of the classification.

2 Challenges in Confidential
Document Detection

Automatic identification of confidential documents
and enforcement of appropriate protections on these
documents are critical for enterprises to protect their
intellectual properties. An important task in build-
ing an automated system for confidential document
detection is to understand what constitute confiden-
tial documents. A document can be designated as
confidential for a variety of reasons including:

• Contains sensitive entities such as personal, fi-
nancial, or medical information of employees or
customers

• Contains sensitive topics such as human resource
and legal documents

• Contains new product development plans

• Contains future acquisition plans

• Contains un-announced financial reports

• Contains proprietary source code

As we can see, confidential documents contain a vari-
ety of topics, and, thus, standard information extrac-
tion or topic-based classification approaches do not
work well for this task.

We note that most government organizations and
companies use a predefined set of words and phrases
to explicitly specify confidential documents such as

“Top Secret”, ”Classified” and “Confidential”, to
name a few. When a document contains such a label,
it should be treated as confidential unless the docu-
ment is very old that the confidentiality has expired
in accordance with the company’s policy. Therefore,
documents containing such labels can be a good start-
ing point to identify confidential labels.

Detecting confidential documents using a precom-
piled list of confidential labels seems trivial at first
hand. Some may argue that one can simply search
confidential labels in certain locations in a document,
such as the title page, footer or header; and if a doc-
ument contains a label, the document is considered
as confidential. This method may work well for doc-
uments such as powerpoint slides and source code.
Authors of these documents tend to put confidential
labels in the header, footer or the beginning of a doc-
ument.

However, this straightforward method is not sat-
isfactory for two reasons. Firstly, the labels are not
fixed, but are very diverse both lexically and syntacti-
cally as demonstrated by the example labels shown in
Table 1. Furthermore, the labels often used in nar-
rative sentences in many documents. They are not
written in stand-alone phrases but included in sen-
tences as in “This is an IBM Confidential document
and should not be shared.”. It is not feasible to pre-
compile and write patterns to recognize all possible
expressions.

Secondly, identifying the likely locations in docu-
ments is not a straightforward problem. Document
structure information is not consistent across differ-
ent document formats, and, thus, rules relying on the
location information can be very vulnerable to small
changes.

Furthermore, this method is incomplete because
many documents are often duplicated entirely or
partially. In many cases, the duplicated version
may not contain the confidentiality label any more,
and thus can not be detected by a system relying
on a predefined confidential labels. If the original
document was correctly identified as a confidential
document, one can infer the duplicated version is
also confidential based on its content similarity to
the original document.
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IBM Confidential
An IBM Confidential study
IBM and aPartnerName Confidential
Private & Confidential
IBM Proprietary and Confidential
Internal Use Only
IBM Use Only
This document is IBM and IBM Business partner use only
Do Not Distribute (Reproduce/Forward/Disclose)
Please do not disclose this information to non-IBM employee
Should not be disseminate (shared outside/disclosed)
Not for External Distribution
This document is not intended for customer distribution or use with customers
The information contained in this document is confidential or protected by law
For educational purposes only; do NOT share with Customers or any Business Partner not covered by an NDA

Table 1: Examples of phrases and sentences used to specify IBM confidential documents. aPartnerName
indicates a business partner of IBM and is used to anonymize the identity.

More advanced DLP systems apply a machine
learning-based classification based on the concepts or
topics represented in the documents. Most systems
in this category represent documents as vectors of
the words that appear in the training document set
(a.k.a., ’bag of words’ representation). This approach
has been very successful for topic categorization of
texts such as news articles or web pages [5, 6, 7].
However, this approach also has a limited value for
DLP scenarios. For instance, a document contain-
ing personally identifiable information is not sensitive
from a DLP perspective, if the information belongs
to a publicly well-known person. Similarly, a patent
document is not confidential if the patent has been
filed.

3 Problem-specific Text Min-
ing Approach

Based on the observations described in Section 2, we
propose a customized system for confidential docu-
ment detection.

3.1 System Overview

Our approach comprises two steps for confidential
document detection as depicted in Figure 1.

Documents 
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Confidential 
Labels

Duplicate/
Near-duplicate

Document
Detection

Confidential
Documents

Confidential 
Documents 

with
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Confidential 
Documents 

without
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Document 
Repository

Confidential 
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Figure 1: High-level Steps for Confidential Document
Detection

At the first step, we collect documents containing
one or more confidential labels, and apply a machine
learning-based algorithm to determine if the labels in-
deed specify the confidentiality of the given document
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or are used for different meanings. Please note that
people often use very diverse and complex phrases as
shown in Table 1, making the detection of such labels
non-trivial. In addition, these words and phrases are
often used for different contexts as in ‘When should
you use “IBM Confidential”?’, and thus simple de-
tection of such labels is not enough. The identifi-
cation and classification of confidential labels in un-
structured text is the focus of the paper, and we will
describe our approach in much details in Section 4.

The second step is to find duplicate/very-similar
documents to the confidential documents using du-
plicate document detection technologies. A number
of duplicate document detection schemes have been
studied in the web search community [8, 9, 10, 11,
12, 13]. Duplicate and near-duplicate document de-
tection technologies can be categorized into two dif-
ferent groups. One approach is based on lexical sim-
ilarity between two documents, i.e., measuring how
many words a given pair of documents use in com-
mon. This method can determine the similarity with
high accuracy, but is not feasible for a large vol-
ume of document collection, especially. for a real-
time application like a network DLP scenario. The
other approach uses signatures or document finger-
prints instead of words to compute the similarity.
This method is much faster than lexical similarity-
based method, but very brittle to small changes. We
are currently investigating a more robust fingerprint-
ing technology for textual data, which can produce
a same fingerprint for lexically and semantically very
similar words.

4 Confidential Label Classifica-
tion

The proposed method consists of the following three
steps.

1. Identify canonical forms of confidential labels

2. Classify each label instance in a document to
decide if the instance specifies that the document
is confidential

‘classified’, ‘restricted’, ‘secret’, ‘top secret’, ‘confi-
dential’, ‘ibm confidential’, ‘internal use only’, ‘do
not distribute’, ‘do not share’, ‘do not forward’,
‘do not disseminate’, ‘do not reproduce’, ‘do not
disclose’, ‘not be distributed’,‘not be shared’, ‘not
be forwarded’, ‘not be disseminated’, ‘not be re-
produced’, ‘not be disclosed’, ‘ibm confidential re-
stricted’, ‘registered ibm confidential’, ‘highly con-
fidential’, ‘strictly confidential’

Table 2: Confidential cue phrases used in this study.
The cue phrases are widely used in IBM and govern-
ment organizations.

3. Based on the classification results at Step 2, clas-
sify the document into ‘Confidential’ or ‘Not-
Confidential’.

4.1 Confidential Label Identification

In this work, we compiled a set of canonical cue
phrases widely used confidential labels at IBM and
at the government. For instance, cue phrase “IBM
Confidential” is used in the first three labels. The
full list of the confidentiality cue phrases used in this
work are listed in Table 2. The first step toward con-
fidential document detection is to recognize all the
instances of the cue phrases in a document. In this
work, we apply pattern-based matching for this step.
Please note that it is very easy to modify the list, and
changes in the list do not cause performance change
because the label itself is not used in classification as
described in the next section.

4.2 Individual Label Classification

For each confidential label instance, we determine if
the instance specifies that the document is confiden-
tial, or it is used in a different context. Unlike the
document concept-based approach described in Sec-
tion 2, we base the decision on local context and ex-
trinsic information about the file.

Based on the analysis of the sample documents, we
selected the following 13 features to predict the confi-
dentiality of individual label. The features represent
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lexical, contextual and extrinsic information about
the label and the document. As we can see, the fea-
tures are very general and domain independent, and
therefore the system can easily be applied to a new
domain.

• Label Type: We categorize all confidential la-
bels into three groups. The first group contains
one word labels such as ‘classified’, ‘confidential’,
’secret’. The second label group contains labels
with a negation word such as ’do not distribute’,
and ’not for external distribution’. All other la-
bels belong to the third group. Use of label type
instead of the labels themselves makes the sys-
tem more robust and domain-independent. For
instance, if a user creates a slightly variation of
an existing label, a classifier relying on the label
will fail to classify the document correctly.

• Capitalized: The feature indicates if the label
is written in all-capitalized form (e.g., CONFI-
DENTIAL), initial capitalized form (e.g., Confi-
dential), or all lower case (e.g., confidential).

• Negated. A boolean value denoting if a label is
negated in the context. We analyze 5 words on
the left and 3 words on the right from the label
to decide if the label is negated.

• Location in the document; “Top”, “Middle”, or
“Bottom”. When the label appears 10th per-
centile from the beginning of the document or
from the bottom of the document, the feature
value is “Top” and “Bottom” respectively. Oth-
erwise, the value is “Middle”.

• Location in the sentence; “LEFT”, “CENTER”
or “RIGHT”. When a sentence starts with a la-
bel, the location of the label is “LEFT”. When a
sentence ends with a label, the location of the la-
bel is “RIGHT”. When a label appears in other
locations, the location value is “CENTER”.

• Part of speech of 6 surrounding words: part of
speech information for three words on the left
and three words on the right. These information
provides additional knowledge about the use of
the label in the sentence.

• Document format: The file format of the docu-
ment such as “doc”, “html” and ”pdf”. Software
code files such as “.c”, “.java” are consolidated
as one format.

• Document Age: The year duration of the docu-
ment since it was created.

In this work, we apply support vector machines
(SVMs) for classification 1. The main idea of SVMs
is to find a hyperplane which splits the positive ex-
amples from negative examples with the largest dis-
tance in between the two example sets [14]. SVMs
have been successfully applied to many classification
and regression tasks such as text categorization [5]
and pattern recognition [15]. In this work, we use C-
support vector classification (C-SVC) with a radial
basis function (RBF) kernel [14]. C-SVC solves the
following problem:

min
w,b,ξ

1
2
wT w + C

l∑
i=1

ξi

subject to yi(w
T φ(xi)+ b) ≥ 1− ξi,

ξi ≥ 0, i = 1, . . . , l

given training vectors xi ∈ Rn, i = 1, . . . , l and an
answer vector y ∈ Rl.

The SVM algorithm can also produce the probabil-
ities of an object belonging to each class in the target
class set. For instance, the SVM’s output for label
“Internal Use Only” may be ‘Confidential (0.97)’ and
’NotConfidential (0.23)’. We take the class with the
highest probability (i.e., confidence) as the classifica-
tion result.

4.3 Confidential Document Classifica-
tion

After making decisions on all confidential label in-
stances in a document, we apply a voting method to
classify the document. The final decision is made as
follows. If the document contains only one label, the
decision for the document is same as the classification

1We also conducted experiments with Logistic Regression,
but SVM performed better
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result for the label. When there are multiple labels,
we discard all labels with the classification probabil-
ity lower than 0.6 (i.e., the classification result with
low confidence), and then take the majority class as
the final class for the document.

5 Experimental Results and
Performance Evaluation

In this section, we describe the experimental results
and compare the performance of our system with two
state-of-the-art approaches.

5.1 Experimental Data

We collected 957 documents of various formats in-
cluding HTML, PDF, DOC, PPT and XLS, which
contain at least one confidential cue phrase. The
HTML documents are downloaded from an IBM in-
ternal wiki. Table 3 shows the counts of documents
by document format.

Document Format Count
html, txt 677

ppt 152
doc, lwp 49

pdf 47
source code 19

xls 13

Table 3: Experimental data by file formats. ‘lwp’
is a document format from Lotus. The source code
column includes .c, .h, .css, .java, .sh and .sql and
.tag files.

We then manually inspected the documents and
assigned each document to ‘Confidential’ or ‘NotCon-
fidential’ class based on the content. 565 documents
(i.e., 59%) were assigned to ‘Confidential’, and 392
documents were assigned to ‘NotConfidential’. The
hand-labeled data set enables us to quantitatively
measure and compare the accuracy of automatic sys-
tems.

5.2 Performance Evaluation

We conducted experiments with the 957 documents
and performed 10-fold cross validation 2 using strat-
ified sampling on document format. Therefore, the
experimental data set is partitioned into the training
set and the test data containing 90% and 10% of the
experimental data respectively, and the constituents
of the training and test sets are representative of the
entire data population.

We also conducted the same experiment using the
two state-of-the-art methods introduced in Section 2.
For the pattern matching-based approach, we built
a pattern matching-based classifier which classifies a
document as confidential if a confidential label ap-
pears within the first 15 sentences of the document
(i.e., the window can cover the title page, the header,
the footer sections).

For document concept-based classification, we used
a commercially available text classification system.
The classifier uses Naive Bayes classification algo-
rithm and extracts topical words from the documents
as features. The system has been successfully used
for automatic email message routing and document
organization.

Table 4 compares the performance of different ap-
proaches. As we can notice from the results, docu-
ment concept-based approach shows higher accuracy
than the pattern matching approach or the majority
class approach. Our approach significantly outper-
forms the other approaches both in overall accuracy
and precision and recall for identifying confidential
documents.

6 Conclusions and Future
Work

This paper argues that a problem-specific text
mining technique greatly improves the accuracy of
DLP systems. Specifically, we described our case

2K-fold cross-validation is a technique to estimate how a
predictive model will perform in practice. The process splits
the data set into K subsets; each subset is held out in turn as
the evaluation set, and the remaining (K-1) subsets are used
for training. The average accuracy over the K rounds is used
to predict the accuracy of the system.
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Accuracy Precision Recall
TM 86.4% 90.6% 86%

Concept 77.78% 81.96% 81.2%
Pattern 57.16% 57.16% 100%
Majority 59% n/a n/a

Table 4: Comparison of the performance of the three
approaches. TM indicates our approach, Concept
denotes the document concept-based system, and
Pattern indicates the pattern matching-based sys-
tem. Majority is an artificial classifier which assigns
all documents to the majority class, i.e., “Confiden-
tial” for the experimental data set.

study on detecting confidential documents in various
formats, and demonstrated that existing methods
based on pattern matching and topic classification
are not sufficient even for this seemingly straight
forward problem. Our experimental results showed
that a text mining technique designed for a given
problem can perform the task with a high level of
accuracy. The presented system can be used to build
a repository of “known” confidential documents.

Future research topics are in the following.
• Text mining technologies for network DLP
Content inspection and analysis for network DLP sce-
narios pose two challenges. Firstly, it has to be done
in real-time. The main focus of the text mining com-
munity has been improving the accuracy, and little
attention has been paid to the development of real-
time text mining techniques. Secondly, it must pro-
duce a high accuracy with partial content informa-
tion. In network DLP scenarios, we don’t have ac-
cess to the entire document, but only to a fraction of
the document. Therefore, the traditional text mining
relying on the document content can not be applied.
• Usability study for DLP systems

The accuracy of DLP system is an important fac-
tor for the system to be adopted by the users. An-
other very important factor is the usability of a DLP
system. If a DLP system is too intrusive to a user,
the user may stop using the system. Understanding
appropriate protection mechanisms for different sce-
narios, and users’ reaction to the system can help us

design a more usable DLP system.
• Development of advanced text mining systems

for different DLP applications
There are many other DLP applications which re-
quire more customized text mining technologies for
instance detection of documents with HIPAA-related
information. This example task has been also re-
garded as a simple pattern-matching task, i.e., ‘find
medical condition or treatment names and personally
identifiable information in a document’. However, to
be more accurate, we need to determine if the medi-
cal condition mentioned in the document belongs to
the person whose personal information is revealed in
the document. This level of analysis requires more
sophisticated relationship extraction.
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