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Enabling Real-Time Data Center Energy 
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Abstract— The most desirable data center energy monitoring and management capabilities required for energy efficiency are 
today not affordable, or even possible, for a variety of reasons. We enable these capabilities by two new pieces of technology: a 
low-cost, non-intrusive and retrofittable power monitoring sensor for power panel circuits and a semiautomatic server-to-circuit 
mapping system employing the new sensor. Applications include accurate charge-back to clients, server-to-circuit mapping for 
more efficient equipment placement, and branch circuit power capping allowing the safe oversubscription of power for more 
efficient utilization of power capacity, resulting in the deferral of major capital expenses. 
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1 INTRODUCTION 
The explosive growth of data centers over the past few 
years, both in size and power density, has resulted in the 
power delivery infrastructure becoming a prime 
bottleneck to both efficient energy usage and data center 
utilization. Since data centers consume approximately 2% 
of USA electricity today, and grew 20% to 33% in the 
period between 2005 and 2010 [1], data center energy 
growth poses pressing environmental as well as economic 
challenges. 

Power consumption is a major component of data 
center operational cost, while data center construction 
cost is proportional to peak power capacity. Limiting 
peak power consumption to fit within a company’s 
existing data center’s power capacity at different levels of 
the power distribution network (and without crippling 
performance) defers building a new data center, deferring 
tens to hundreds of millions of dollars of construction 
cost. 

Organizations have become increasingly reliant on 
their IT infrastructure. It is common for a server to 
support dozens or even hundreds of customers, and 
downtime can result in significant financial losses. The 
power distribution infrastructure contributes to 
significant downtime risk. The failure of a single branch 
circuit (e.g., because of a circuit breaker tripping) may 
result in bringing down all servers, storage, and network 
devices connected to it if proper design is not 
implemented. In more drastic situations, a trickle effect 
can result in disastrous failure data center failure if the 
protection devices are not setup correctly [2], [3]. This is 
why higher redundancy, often rated in reliability “tier” 
ratings defined by the Uptime Institute, is usually 
adopted in enterprise data centers [4]. Unfortunately, our 
experience is that many data centers and machine rooms 
do not have accurate mappings of which equipment is fed 

by which circuit breaker, due to the expensive and 
cumbersome manual tracking required to maintain these 
mappings. 

In order to properly handle the dynamic IT load 
growth, many data centers utilize a power allocation 
scheme to track the maximum power required by IT 
equipment at any time. The total power allocated for IT 
equipment has to be within the data center power 
capacity, which is the maximum that can be provisioned 
by its power distribution network. Overestimation of the 
power allocation results not only in poor utilization of the 
data center infrastructure, but it also leads to stranded 
power [5]. Stranded power is the amount of available 
power that cannot be used because it is allocated to IT 
load but never gets actually used. While wasteful, this is 
safer than underestimating allocated power, which 
increases the risk of overloading the power distribution 
network. Since the financial consequences of taking such 
risks may turn out to be drastic, this is usually a risk 
never taken. The result is poor data center utilization and 
its attendant costs.  

Both charge back and peak power capping necessitate 
mapping IT equipment to branch circuits (the underfloor 
cables running from power panel circuit breakers to the 
racks) feeding them. This is currently done by a manual 
process that is expensive, cumbersome and error prone. 
We achieve semi-automatic branch circuit identification 
(BCID) using an algorithm that allows us to identify a 
many-to-many relationship between different IT 
equipment and branch circuits in power distribution units. 

We present a system that achieves these goals. A 
power monitoring system measuring the actual current 
consumption at branch circuits is an essential component 
in our system, where the actual consumption 
measurements provide the basis for the charge back 
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policy and the power capping mechanism. In order to 
control the power consumption at different levels of the 
power distribution network, a power capping mechanism 
interacts with the IT equipment connected to the specified 
branch circuit(s), and picks the servers previously 
determined via the BCID algorithm to be fed by the 
branch circuit with specific equipment power caps to 
meet the power capping target. 

In short, in addition to providing simple energy 
measurements, this system is fast enough and flexible 
enough to enable additional applications such as power 
allocation, power shifting and trending and stranded 
power reduction [5], [6], [7]. 

In the rest of this paper, we present some brief 
background, present the design goals which address the 
challenges introduced in this section, and summarize the 
hardware and software architecture of our system. In 
“Applications” we present the monitoring, branch circuit 
identification and branch circuit power capping 
capabilities of our system, before touching on future work 
and concluding. 

2 BACKGROUND 
Power measurement for the data center power delivery 
infrastructure is available commercially from many 
vendors (Eaton, Schneider, Emerson Electric and others, 
with the Eaton Energy Management System Upgrade Kit 
[8] as one example). These power measurement systems 
are designed as tools for static power allocation and 
human interaction, so high speed is not a useful or 
provided function. The reporting interval of the current 
systems is 15 seconds or more. This reporting rate is too 
low for newer uses like dynamic power allocation or 
protection. These commercial systems are provided as a 
built-in feature in a power distribution unit or as add-ons. 
Current sensing is done using costly current transformers, 
contributing significant cost to these systems. 

Methods for circuit identification for AC circuits have 
been in production for decades. Most solutions inject a 
high frequency signal into the power circuits. The 
detector has to identify the wires that contain the 
transmitted high frequency signal. This technique is not 
very robust because it is susceptible to interference and 
requires filtering otherwise more than one circuit is 
detected. A more recent method is load modulation, 
where the AC current is modulated by changing the load 
to generate an identifiable signature for the receiver. The 
detector uses some form of frequency detection to 
determine if the signal is present. One example of this 
approach to modulate the power consumption of a server 
is to change the CPU utilization. Microsoft’s Red Pill [9] 
uses this approach, by inserting a software agent that 
periodically changes the CPU load. The major limitations 
of this approach lie in the need of IT access to the server, 
and when the server is heavily utilized, there is no 
available capacity to be modulated. Red Pill also suffers 
from the low reporting rate of the measurements that 
increases the detection time to hundreds of seconds. 

3 DESIGN GOALS 
This work began as part of a joint IBM and US 
Department of Energy project to improve data center 
energy efficiency (see [10], also the Acknowledgement) 
with a goal of producing a sensor system design that 
could be marketed at one-tenth the cost of systems 
available in the market. The motivation for this goal 
results from the scarceness of branch circuit level power 
measurements available for analysis today. While the 
need for better power distribution utilization (reducing 
stranded power [6], [11]) is well known [7] and schemes 
for improvement have been proposed [12], there is 
insufficient data to test these ideas. Discussions with data 
center facilities operators led us to the realization that the 
reason was the relatively high cost of power 
measurement systems for data center power distribution 
units (PDUs).  

These discussions also led us to realize that the 
management schism existing in legacy data centers 
between the IT organizations and the Facilities 
organizations meant that retrofitting power monitoring 
and branch circuit identification (a Facilities function) had 
to be do-able by Facilities staff without IT staff 
involvement.  

Our system design goals were meant to address cost 
and retrofit concerns, while providing equal or better 
accuracy than present-day systems. Existing solutions use 
expensive (on the order of $20-$30 each) sensors based on 
current transformers, in contrast to our sensors that use 
an order of magnitude less expensive off-the-shelf 
components. Multiple decisions were taken in order to 
reduce the system components: 1) A low cost, highly 
integrated microcontroller with a high sampling rate and 
accurate analog to digital conversion capabilities. The 
microcontroller also provides a USB interface to enable in 
the field firmware upgrades. 2) A high degree of 
multiplexing at the inputs was made to amortize the cost 
of digital and analog components over a larger number of 
measurements. 3) The processor board is powered 
through the USB, eliminating the need for extra power 
supplies. 4) An off-the-shelf computer board with 
computational capabilities high enough to multiplex 
multiple processor boards on one computer engine.  

Another design goal of the system was that it be able 
to be installed in energized power distribution units since 
deenergizing a power panel is a major undertaking in 
most data centers. Working in live power panels is an 
inherently life threatening activity. The U.S. OSHA and 
other authorities require wearing protective gear during 
all work with energized PDUs. This protective gear varies 
according to the category of arc-flash risk assigned to the 
individual PDU. The gear ranges from protective gloves 
and minor clothing requirements at the minimum risk 
category up to very thick protective gloves and an all 
body protective suit and welder-style helmet. The sensors 
must be installable while wearing some version of this 
gear. 
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4 POWER MONITORING ARCHITECTURE 
4.1 Hardware 
The system consists of three components: a current sensor 
installed on a branch circuit in the PDU, a signal 
processing board (SPB) collecting and digitizing the 
signals, and a commodity, general purpose, small form 
factor computer (SFFC) running Linux that captures the 
data and provides a user interface.  

 

   
Fig. 1. Block Diagram of the System Architecture. 

 
Fig. 2.  The Power Sensor 

Figure 1 is a schematic showing these as well as the 
software components of the SFFC. Shown in Figure 2 is 
the sensor combining an off-the-shelf clamp-on ferrite 
typically used in line cord noise filtering applications and 
a ratiometric Hall effect sensor, with a combined cost of 
$2.50 in small quantities. Using clamp-on ferrites enables 
non-intrusive deployment in the PDUs, as shown in 
Figure 3.  

The SPB is a custom printed circuit board used to 
measure the instantaneous RMS (root mean squared) 
power consumed by branch circuits. It does so by 
measuring the current that flows through the cable using 
Hall effect sensors. This board is designed around a Texas 
Instrument MSP430 microcontroller. The SPB board also 

includes low-pass analog filters used to remove noise 
introduced by the environment. Multiple SPBs may be 
connected to the small form factor computer via USB 
communication ports. 

 

 
Fig. 3. Power Sensors Installed in Power Panel 

                        
Fig. 4. The Signal Processing Board and Small Form Factor 
Computer 

The components are installed inside, or in close 
proximity to the PDU, which typically contains multiple 
power panels. Each power panel has a (standard) capacity 
of 42 branch circuits. Current is sampled concurrently on 
all branch circuits in an interleaved way. Data is streamed 
from multiple SPBs, each monitoring up to 42 branch 
circuits, to a SFFC associated with the PDU. The accuracy 
of the sensor/SPB combination is +/- 5% above 3A with a 
resolution of .15A. Averaging multiple samples 
significantly improves recorded resolution. The SPB 
prototype and a Pandaboard SFFC are pictured in Figure 
4. 

4.2 Software 
The SPB microcontroller uses 12 analog to digital 
conversion channels augmented with analog muxes, 
which allows the system to monitor the 42 branch circuits 
present in conventional power panels. During a 16.7 ms 
window (a 60 Hz AC cycle), the system samples every 
branch circuit channel 24 times. This corresponds to a 
sampling frequency of 1.44 kHz, which allows us to 
capture energy content up to the 12th harmonic frequency. 
At the end of the 16.7 ms interval, the system computes 
the cycle RMS using the expression 
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where N is the number of samples in the cycle and Ii is 
the sample from the current sensor. Once the RMS values 
are computed, the packetized value is buffered for 
transmission to the SFCC via the USB link. 

On the SFCC computer, a real time module receives 
the RMS packets, which are timestamped and forwarded 
to the multiple components that will consume them. As 
shown in Figure 1, the historian module generates 
statistics for the system and stores the values in a round-
robin database (rrdb) [13] every second. The round robin 
database is configured to automatically aggregate current 
measurements to longer time intervals (e.g., seconds, 
minutes, hours, days, weeks, months). 

The power monitoring and management applications 
that require access to historical data access the rrdb for all 
measured data. For applications that need access to real 
time measurement stream (at 60 Hz granularity), a 
streaming module intercepts the branch circuit current 
measurement streams, and forwards them to the specific 
application code. The SFCC also runs a web server to 
provide a user interface. 

5 APPLICATIONS 
5.1 Monitoring and Protection 
These components enable “managing the forest” by first 
providing accurate and fast measurement. Monitoring 
power at the branch circuit level means monitoring it at 
the rack level. Many data center racks house a single 
client. One effective way to reduce the energy 
consumption in a data center is to apply a fair charge-
back policy for energy. Almost every data center today 
charges clients for energy usage by a simple formula in 
which square footage dominates; where the monthly 
charge is dominated by the space allocated by their 
servers and other IT equipment, irrespective of the load 
or the actual power consumed by their IT equipment. 
Lacking incentive to save energy results in unjustifiable 
waste of energy that can be eliminated by a fair charge 
back mechanism based on the actual energy consumed by 
each department. Branch circuit monitoring ties energy 
use to clients. 

Tracking branch circuit-level power consumption over 
time enables the balancing of phases from power panels, 
detecting historically available power in circuits to avoid 
stranded power and guide new equipment placements. 
Further, it can also provide a critical input to datacenter 
planning for expansions. 

Fast measurement also enables reduced power 
margins and corresponding reductions in stranded power 
in the following manner. Stranded power can be reduced 
by implementing a safe mechanism for eliminating power 
overdraws during server power supply failures. As one 
example, redundant power systems can result in 
stranding 50% of power capacity. If one (or even more) 
power supplies fail for a server, a redundant power 

supply suffices. However, in the facility where wasteful 
power margins are minimized by oversubscription, the 
additional load placed upon the redundant power supply 
can exceed the effective current capacity of the branch 
circuit feeding the redundant power supply. This 
situation can be prevented by means of dynamic power 
cap for the server. The system described later in the paper 
provides a power cap for one or more devices fed by 
every branch circuit.  

Circuit breakers are used to preserve the integrity of 
the power distribution network by removing failures like 
short-circuits or overloads. When a circuit breaker trips, it 
disconnects the branch circuit potentially creating service 
disruptions by deactivating servers. Power allocation to 
the servers has to guarantee that in any foreseeable 
condition the total power consumed is higher than what 
is provided by the branch circuit (circuit breaker limit). 
The value of the peak power is usually much higher than 
the average power leading to large stranded power. 

Our system is able, in case of overload, to dynamically 
change the peak power consumed by each server 
guaranteeing that the total power consumed is equal or 
below the available power. The detection of the overload 
condition, change in power cap and response by the 
server is fast enough to make the event undetectable by 
the circuit breaker. Interestingly, circuit breakers are 
designed to trip quickly in the event of a short but 
relatively slowly in the event of a current over load. Thus 
a window of time exists in which to draw down the over 
current to below the circuit breaker’s limit. One typical 
circuit breaker can endure a 25% overload for a minimum 
of 200 seconds and a 100% overload for 35 seconds [14]. 

 
5.2 Branch Circuit Identification 
Knowing the power distribution topology as it winds 
through the facility to the IT equipment as well as 
knowing the real-time load at each level of this 
infrastructure is necessary for optimizing a) management 
of available power, b) failure scenario responses, c) 
equipment placement and d) data center planning. 
Modern servers have power measurement capabilities but 
the real-time load within the facility power distribution 
infrastructure is unknown. This is because while 
instrumentation can be bought, it is too costly to enjoy 
widespread deployment. A further hindrance is that 
installing such instrumentation is disruptive to operations. 

Our technology for doing this branch circuit 
identification (BCID) enables many power management 
applications including: load-aware power distribution, 
balancing power consumption across the three phases 
(for example by phase aware equipment deployment) and 
power capping at the branch circuit level. Also, while the 
power distribution topology is designed to be redundant 
at all levels, incorrect wiring can remove that redundancy 
and leave equipment vulnerable to being deenergized 
accidentally when one of the two redundant PDU’s are 
deenergized, only to discover both “sides” of the 
equipment power supplies were connected to the 
deenergized PDU. BCID can be used to identify these 
miswirings and hence improve the system availability. 

€ 

Irms =
1
N

N Ii( )2∑ − Ii∑( )
2  
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The manual identification of branch circuit maps is 
extremely difficult. In addition to being error prone, 
manually tracing a branch circuit underneath a raised 
floor for each branch circuit is frequently so labor 
intensive as to be impractical. (We demonstrate a 
technology that allows a power-varying signal generated 
by a server to be recognized at the SFFC.) The detection 
achieves server to branch circuit mapping. Similarly, a 
unique signal can be induced by an external source 
connected to a power outlet to establish the mapping 
between power outlets and branch circuits. This enables 
safe equipment installation in desired branch circuits, and 
optimizing electric phase load balancing, among other 
applications. 

A practical BCID technology has to account for a set of 
requirements that comes from aspects of datacenters 
operations. One of those is the operational schism existing 
between the facilities areas (electrical, cooling) and the IT 
operations. Facilities personnel have little or no access to 
IT equipment or management systems. Patching in an 
intrusive technology like a software agent running in a 
server is also impractical, since it requires facilities staff to 
gain permission from IT staff for access to the system, as 
per [4]. It can also lower IT performance. Worse, some 
equipment, like network switches, cannot accept software 
agents. A good solution should be transparent to the 
hardware, OS and applications. 

Our BCID technology leverages our power monitoring 
system by assuming that high speed sensitive power 
measurement is available at every branch circuit and 
employs a detection algorithm to construct a receiver that 
is sensitive enough to reliably detect a variation of 2.5W 
per branch circuit. At this power level, 2.5W, a simple 
USB device can be used as the power modulating device. 
This is key to achieving the requirement of transparency 
since our USB device can be hidden from the OS by only 
connecting to the power and ground signals of the USB 
connector. Figure 5 shows how BCID is integrated with 
the power measurement system. 

Our BCID algorithm uses a synchronous detection [15] 
algorithm that measures the correlation of two signals; by 
assuming that the original transmitted signal is known, a 
much more sensitive and robust detection can be 
obtained than a more commonly used frequency 
detection algorithm (Goertzel, FFT, etc.). In our 
implementation the transmitter sends a copy of the signal 
used to modulate the power consumption to the SPBs via 
an external interface. The correlation is computed 
between the copy of the signal and the branch circuit 
measurements.  

One beneficial property of synchronous detection is 
the very low run time cost (linear on the number of 
samples and on the number of channels). In the algorithm, 
a number of parameters can be optimized to manage false 
positives and false negatives. The integration time, 
proportional to the number of samples integrated to 
obtain a single output value, is a key parameter to 
determine sensitivity. Larger integration times improve 
sensitivity but decrease reaction time. False negatives are 
avoided by determining an integration time allowing a 

robust detection of 2.5W, which in our system is around 
30 seconds.  

Even though synchronous detection is very resilient to 
noise, it is not immune to it, so other techniques are 
applied to decrease the probability of false positives. We  

 
Fig. 5. Branch Circuit Identification Methodology 

  

  
Fig. 6. BCID:  Integration Value When Signal Present 

determined that when a signal is present, the first and 
second derivatives of the integration value follow a very 
defined pattern. The second derivative has to be very 
small, meaning that the first derivative is constant over 
time or zero. A noise signal (a potential false positive) 
does not follow this pattern and presents large variations 
in the time derivatives of the signal. Figure 6 shows the 
sensitivity of the system in detecting two different signal 
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strengths when a 2.5W, first bump, and 1.875W BCID 
signal, second bump, is applied. Figure 7 shows another 
branch circuit where no BCID signal is applied (and also 
represents the worst case found in our experiments.) In 
almost all branch circuit tests, a simple threshold detector 
applied to the integration value is enough to discriminate. 
When augmented by a threshold detector on the second 
derivative, all false positives were eliminated in our 
experiments. The experiments used a USB device able to 
produce 5W of variation with two USB ports (2.5W per 
port) and the measurements were done on circuits 
carrying from 0.5A to 100A. The system under test had 
two redundant 208V power supplies with four branch 
circuits, so a 5W variation corresponds to .012A variation 
of the current in the branch circuits. Synchronous 
detection gives us the powerful advantage of detecting 
signals below the resolution of the sensing system. 

  

     
Fig. 7. BCID:  Integration Value When No Signal Present 

5.3 Power Management 
In this section we provide a solution to improve data 
center utilization without suffering any deterioration in 
reliability. The way we achieve this is through utilizing 
branch circuit power capping, a mechanism that monitors 
the power consumption on a branch circuit, and 
guarantees that it doesn’t exceed a certain preset level 
(power cap). While the term has been previously used for 
controlling the loads on compute servers [15], we extend 
this concept beyond the computer system level into the 
power distribution level. 

Unlike the operation of a circuit breaker that trips 
when a preset (static or dynamic) value is exceeded, a 
system implementing branch circuit power capping 
controls the load connected to a branch circuit to keep 
levels within the branch circuit power cap. This way the 
power allocation scheme can be more aggressive and 
utilization can be improved without sacrificing reliability. 
We still utilize power protection mechanisms (e.g., circuit 
breakers) to protect the power distribution network. 

The fact that we build the connectivity map for servers 
and the corresponding feeding branch circuits, power 
capping can be applied to the specific servers connected 
to the branch circuit suffering a power cap violation.  

We utilize the power monitoring system to collect the 
branch circuits’ power measurements. High frequency 
sampling of the power data, and availability of high-
speed computation at the power panel level enable timely 
response to power cap violations.  

As shown in Figure 1, the power-capping module 
continuously receives power measurement streams from 
the streaming module. When a specific branch circuit 
power exceeds the power cap (initially set for each branch 
circuit by the power allocation module by a facility 
manager), the power-capping module issues an alarm 
signal to the facilities user. The power-capping module 
reads the mapping file corresponding to the branch 
circuit, and looks up the list of servers connected to it, 
reading their power caps (initially set to their allocated 
powers). The power-capping module determines new 
server power caps. The power-capping module then uses 
the server communications module to send out the new 
server power caps. Each server then resets its power cap 
and the adjusted loads correct the branch circuit power to 
within preset levels. 

We next describe an experiment that demonstrates 
using branch circuit power capping to protect the branch 
circuit from overcurrent in the case of a power supply 
failure. We apply a relaxed availability branch circuit 
power capping policy with a DVFS server power capping 
policy (both defined in Future Work). 

 

     
Fig. 8.  Schematic of Test Machine Power Cabling 
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Fig. 9. Power Capping Experiment 

The setup of the experiment is shown in Figure 8, 
where three IBM midrange System p POWER7 servers are 
powered by a redundant power distribution system. The 
IBM systems have redundant power supplies, each with 
separate 208 V feeds through rackmounted PDUs. The 
PDUs are each fed with a pair of branch circuits connected 
to a different power panel. Since all the servers in this 
setup are connected to the same power strips, a total of 
four branch circuits power all the servers.  

The experiment starts after the BCID algorithm is 
applied, identifying the three “servers’ connectivity,” and 
generating map files fully populated for all feeding branch 
circuits. We emulate a power supply failure by unplugging 
the power cord connected to one of the three servers. 
Figure 9 presents the current measurements on the four 
branch circuits feeding the three servers. The two lower 
graphs present the current consumption feeding the side of 
the failing power supply (we call it Side A). The upper two 
charts present the current on the branch circuits feeding the 
other side (Side B). As shown in Figure 9, the power supply 
failure results in increased current flow on Side B to 
compensate for the power lost due to unplugging the 
power supply (and hence reduced measured current) on 
Side A. We model a power cap in this experiment by a 
maximum current limit, shown in this figure by a 
horizontal red line.  

The experiment is first run without enabling the power 
capping module shown in Figure 1. Figure 9 shows the 
power supply failure causes a branch circuit power cap 
violation as the currents on Side B exceed their cap. Next, 
the power cap violation occurs while the power capping 
module is enabled. The module realizes that the side B 
branch circuits suffer a power cap violation, so it looks up 
the map files listing the connectivity of side B branch 
circuits, and identifies the servers supplied by them. The 
two branch circuits feed the same three servers, the map 
files are identical, and they both list the names of the three 
servers. The server processor on the machine with failed 
power supply contacts the server communication module 
to report the incident. The power capping module 

identifies the server which suffered the power supply 
failure. The power capping module determines a new 
server cap value for that server, and sets it by sending the 
value to its service processor through the server 
communication module. Within a second, the service 
processor on this server applies the appropriate voltage 
and frequency, and lowers the server power via its DVFS 
control. This in turn brings the branch circuit power to safe 
limits within the identified power cap. 

We then plug in the power again to the power supply, 
power levels are once again evenly spread among all 
branch circuits, and the increase in current is maintained 
within safe limits. 

6 FUTURE WORK 
One area to investigate surrounds the policies for branch 
circuit power capping and server power capping and 
their interaction. The power capping policy is responsible 
to setting the server power cap values to meet the branch 
circuit power cap, as defined by the facilities personnel. 
This policy determines the victim servers to be throttled, 
and the degree of throttling relaxation. The new 
capability of being able to respond to current overages 
very quickly opens up a new class of relaxed policies in 
contrast to today’s strict policies. 

In strict policies, individual server power caps are 
statically set such that the sum of all server power caps is 
equal to the branch circuit power cap. This guarantees 
that no branch circuit power cap violation will occur, 
since the server power capping mechanism maintains 
load levels below their corresponding caps. While these 
policies are simple, they lead to either performance or 
stranded power problems.  

Relaxed policies allow the sum of the server power 
caps to exceed the branch circuit power cap. The server 
power cap values can be set to accommodate a variety of 
considerations including different service level 
agreements across servers and not just for branch circuit-
level capping. Consequently, momentary violations of 
branch circuit power caps can occur.. When such a 
violation occurs, the quick response of our infrastructure 
can trigger a new (potentially temporary) set of server 
power caps to return total branch circuit load to 
permitted levels in a safe manner (before overloading the 
branch circuit breaker). This way, server power caps can 
be leveraged for more functions (e.g. differentiated 
service) in addition to equipment protection, also 
allowing for higher levels of performance, and less 
stranded power. 

Each of the following branch circuit power capping 
policies may be implemented as either a strict or a relaxed 
policy. Fair throttling sets the same power cap to all 
servers. Priority throttling applies server power caps 
according to a specific (static or dynamic) priority scheme, 
where lower priority servers suffer a lower power cap 
and performance. Availability throttling is a variant of the 
priority throttling policy, where the priority of a server 
with a failing power supply drops to the least level, in 
order to reduce the load on the surviving power supply. 
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Performance throttling sets the priority of servers 
connected to the branch circuit proportional to their 
performance per watt. Proportional throttling sets a power 
cap proportional to the server’s rated power.  

We see two classes of mechanisms that the server 
applies to keep its power within a specific server power 
cap value. DVFS sets the voltage and the frequency of the 
server to meet its power cap. In a simple implementation, 
the voltage and frequency will be set to a predetermined 
value that guarantees that the power never exceeds the 
server power cap. In a more sophisticated 
implementation, the voltage and frequency will be 
dynamically adjusted to optimize performance within the 
allowed server cap. In a scheduling mechanism a workload 
scheduler will distribute the load in such a way to keep 
the load within the specified server cap.  

Further, we would like to investigate how dynamic 
policies could be employed in data centers to make them 
load adjusting components in a “smart grid” electric 
system. 

7 CONCLUSION 
We have introduced a new data center power monitoring 
and management framework enabled by new technology: 
a highly accurate and responsive branch circuit power 
sensing system coupled with a branch circuit 
identification methodology that enables a practical server-
to-circuit mapping system for the first time. As Liu states 
“Power provisioning, power capping, and power tracking 
all depend on accurately accounting which server 
consumes power from which circuit.” [9] Further, the 
responsiveness of the system enables the safe adoption of 
new relaxed policies that oversubscribing branch circuit 
power [6] [7] that should substantially reduce power 
allocated that is currently wasted and results in 
unnecessarily accelerating the construction of new data 
centers. 
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