
RC25371 (WAT1304-058)  April 23, 2013
Computer Science

IBM Research Report

Harnessing Disagreement in Crowdsourcing a
Relation Extraction Gold Standard

Lora Aroyo
VU University

Amsterdam,
The Netherlands

Chris Welty
IBM Research Division

Thomas J. Watson Research Center
P.O. Box 208

Yorktown Heights, NY 10598
USA

Research Division
Almaden - Austin - Beijing - Cambridge - Haifa - India - T. J. Watson - Tokyo - Zurich

LIMITED DISTRIBUTION NOTICE: This report has been submitted for publication outside of IBM and will probably be copyrighted if accepted for publication. It  has been issued as a Research
Report for early dissemination of its contents.  In view of the transfer of copyright to the outside publisher, its distribution  outside of IBM prior to publication should be limited to peer communications and specific
requests.  After outside publication, requests should be filled only by reprints or legally obtained copies of the article (e.g. , payment of royalties).  Copies may be requested from IBM T. J. Watson Research Center , P.
O. Box 218, Yorktown Heights, NY 10598  USA  (email:  reports@us.ibm.com).  Some reports are available on the internet at  http://domino.watson.ibm.com/library/CyberDig.nsf/home .



Harnessing disagreement in crowdsourcing a relation
extraction gold standard

Lora Aroyo
VU University Amsterdam

The Netherlands
lora.aroyo@vu.nl

Chris Welty
IBM Watson Research Center

USA
cawelty@gmail.com

ABSTRACT
One of the first steps in any kind of web data analytics
is creating a human annotated gold standard. These gold
standards are created based on the assumption that for each
annotated instance there is a single right answer. From this
assumption it has always followed that gold standard qual-
ity can be measured in inter-annotator agreement. We chal-
lenge this assumption by demonstrating that for certain an-
notation tasks, disagreement reflects semantic ambiguity in
the target instances. Based on this observation we hypoth-
esize that disagreement is not noise but signal. We provide
the first results validating this hypothesis in the context of
creating a gold standard for relation extraction from text. In
this paper, we present a framework for analyzing and under-
standing gold standard annotation disagreement and show
how it can be harnessed for relation extraction in medical
texts. We also show that crowdsourcing relation annota-
tion tasks can achieve similar results to experts at the same
task.

Categories and Subject Descriptors
H.4.3 [Miscellaneous]: Miscellaneous; H.3.3 [Natural Lan-
guage Processing]: Miscellaneous; D.2.8 [Metrics]: Mis-
cellaneous

General Terms
Experimentation, Measurement, NLP

Keywords
Relation Extraction, Crowdsourcing, Gold Standard Anno-
tation, Disagreement

1. INTRODUCTION
Relations play an important role in understanding human
language and especially in the integration of Natural Lan-
guage Processing Technology with formal semantics. Enti-
ties and events that are mentioned in text are tied together
by the relations that hold between them, and these relations

are described in natural language. The importance of rela-
tions and their interpretation is widely recognized in NLP,
but whereas NLP technology for detecting entities (such as
people, places, organizations, etc.) in text can be expected
to achieve performance over 0.8 F-measure, the detection
and extraction of relations from text remains a task for
which machine systems rarely exceed 0.5 F-measures on un-
seen data.

Central to the task of building NLP systems that extract re-
lations is the development of a human-annotation gold stan-
dard for training, testing, and evaluation. Unlike entity type
annotation, annotator disagreement is much higher in most
cases, and since many believe this is a sign of a poorly de-
fined problem, guidelines for these relation annotation tasks
are very precise in order to address and resolve specific kinds
of disagreement. This leads to brittleness or over generality,
making it difficult to transfer annotated data across domains
or to use the results for anything practical.

The reasons for annotator disagreement are very similar to
the reasons that make relation extraction difficult for ma-
chines: there are many different ways to linguistically ex-
press the same relation, and the same linguistic expression
may be used to express many different relations. This in turn
makes context extremely important, more so than for entity
recognition. These factors create, in human understanding,
a fairly wide range of possible, plausible interpretations of
a sentence that expresses a relation between two entities.
In our efforts to study the annotator disagreement prob-
lem for relations, we saw this reflected in the range of an-
swers annotators gave to relation annotation questions, and
we began to realize that the observed disagreement didn’t
really change people’s understanding of a medical article,
news story, or historical description. People live with the
vagueness of relation interpretation perfectly well, and the
precision required by most formal semantic systems began
to seem like artificial problems. This led us to the hypothe-
sis of this paper, that annotator disagreement is not noise,
but signal; it is not a problem to be overcome, rather it is
a source of information that can be used by machine un-
derstanding systems. In the case of relation annotation, we
believe that annotator disagreement is a sign of vagueness
and ambiguity in a sentence, or in the meaning of a relation.

The idea is simple but radical and disruptive, and in this
paper we present our first set of findings to support this
hypothesis. We explore the process of creating a relation



extraction gold standard for medical relation extraction on
Wikipedia articles based on relations defined in UMLS1. We
compare the performance of the crowd in providing gold
standard annotations to experts, and evaluate the space of
disagreement generated as a source of information for rela-
tion extraction, and propose a framework for harnessing the
disagreement for machine understanding.

This work began in the context of the DARPA’s Machine
Reading program (MRP)2.

2. BACKGROUND AND RELATED WORK
Relation Extraction, as defined in [5, 11, 17] etc., is an NLP
problem in which sentences that have already been anno-
tated with typed entity mentions are additionally annotated
with relations that hold between pairs of those mentions.
The set of entity and relation types is specified in advance,
and is typically used as an interface to structured or formal
knowledge based systems such as the semantic web. Per-
formance of relation extraction is measured against stan-
dard datasets such as ACE 2004 RCE3, which were created
through a manual annotation process based on a set of guide-
lines4 that took extensive time and effort to develop.

Our work centers on using relation extraction in order to
populate and interface with semantic web data in expanded
domains such as cultural heritage[22], terrorist events[3],
and medical diagnosis. In our efforts to develop annota-
tion guidelines for these domains, we have observed that
the process is an iterative one that takes as long as an year
and many person-weeks of effort by experts. It begins with
an initial intuition, the experts separately annotate a few
documents, compare their results, and try to resolve dis-
agreements in a repeatable way by making the guidelines
more precise. Since annotator disagreement is usually taken
to represent a poorly defined problem, the precision of the
guidelines is important and designed to reduce or eliminate
disagreement. Often, however, this is achieved by forcing
a decision in the ambiguous cases. For example, the ACE
2002 RDC guidelines V2.3 say that “geographic relations are
assumed to be static,” and claim that the sentence, “Monica
Lewinsky came here to get away from the chaos in the na-
tion’s capital,” expresses the located relation between “Mon-
ica Lewinsky” and “the nation’s capital,” even though one
clear reading of the sentence is that she is not in the capital.

The idea of analyzing and classifying annotator disagree-
ment on a task is therefore not new, but part of the standard
practice in developing human annotation guidelines. How-
ever, the goal of classifying disagreement, in most previous
efforts, is to eliminate it, not to exploit it. This can be seen
in most annotation guidelines for NLP tasks, e.g. in [4], the
instructions include:

...all modality annotations should ignore tempo-
ral components of meaning. For example, a belief
stated in the future tense (Mary will meet the

1http://www.nlm.nih.gov/research/umls/
2http://www.darpa.mil/Our Work/I2O/Programs/Machine Reading
3http://projects.ldc.upenn.edu/ace/data/
4ACE guidelines: http://projects.ldc.upenn.edu/ace/

president tomorrow) should be annotated with
the modality ‘firmly believes’ not ‘intends’ or ‘is
trying’.

Here the guidelines stress that these instructions should be
followed in all cases, “even though other interpretations can
be argued.”

Similarly, in the annotator guidelines for the MRP Event
Extraction Experiment (aiming to determine a baseline mea-
sure for how well machine reading systems extract attacking,
injuring, killing, and bombing events) [13] show examples of
restricting humans to follow just one interpretation, in order
to ensure higher chance for the inter-annotator agreement.
For example, the spatial information is restricted only to
“country”, even though other more specific location indica-
tors might be present in the text, e.g. the Pentagon.

Our experiences designing an annotation task for medical re-
lations had similar results; we found the guidelines becoming
more brittle as further examples of annotator disagreement
arose. In many cases, experts argued vehemently for cer-
tain interpretations being correct, in the face of other inter-
pretations, and we found the decisions made to clarify the
”correct” annotation ended up with sometimes dissatisfying
compromises. The elimination of disagreement became the
goal, and we began to worry that the requirement for high
inter-annotator agreement was causing the task to be overly
artificial.

There are many annotation guidelines available on the web
and they all have examples of “perfuming” the annotation
process by forcing constraints to reduce disagreement (with
a few exceptions). In [2] and subsequent work in emo-
tion [16], disagreement is used as a trigger for consensus-
based annotation. This approach achieves very high κ scores
(above .9), but it is not clear if the forced consensus really
achieves anything meaningful. It is also not clear if this
is practical in a crowdsourcing environment. A good sur-
vey and set of experiments using disagreement based semi-
supervised learning can be found in [25]. However, they
use disagreement to describe a set of techniques based on
bootstrapping, not collecting and exploiting the disagree-
ment between human annotators. The bootstrapping idea
is that small amounts of labelled data can be exploited with
unlabeled data in an iterative process [20], with some user-
relevance feedback (aka active learning).

The time and expense of creating guidelines, and of finding
human annotator experts enough to follow the guidelines in
the medical domain, led us to evaluate crowdsourcing as an
approach to generating the gold standard, following a grow-
ing community of machine learning and NLP research [10, 6].
Disagreement harnessing and crowdsourcing has previously
been used by [7] for the purpose of word sense disambigua-
tion, and we explore a similar strategy in our experiments for
relation extraction. As in our approach, they form a confu-
sion matrix from the disagreement between annotators, and
then use this to form a similarity cluster. In addition to ap-
plying this technique to relation extraction, our work adds a
novel classification scheme for annotator disagreement that
provides a more meaningful feature space for the confusion
matrix. The key idea behind our work is that harnessing dis-



Figure 1: Harnessing Disagreement with Crowdsourcing Relation Annotation Gold Standard

agreement brings in multiple perspectives on data, beyond
what experts may believe is salient or correct. The Waisda?
video tagging game [12] study shows that only 14% of tags
provided by lay users could be found in the professional video
annotating vocabulary (GTAA), which supports our claims
that there is a huge gap between the expert and lay users’
views on what is important. Similarly, the steve.museum
project [15] studied the link between a crowdsourced user
tags folksonomy and the professionally created museum doc-
umentation. Again in this separate study only 14% of lay
user tags were found in the expert-curated collection docu-
mentation.

When dealing with crowdsourcing, there is a growing lit-
erature on detecting and eliminating spam, most of which
is based on the assumption that for each annotation there
is a single correct answer, enabling distance and clustering
metrics to detect outliers [14, 1, 19, 9]. One of the popular
crowdsourcing platforms CrowdFlower implements quality
assurance methods based on gold standards, i.e. “golden
units” to denote types of questions, for which the answer is
trivial or known in advance. For example, CROWDMAP[21]
uses golden units to block invalid answers, as well as use ver-
ification questions that force the user to type a name of the
selected concept. Additionally CrowdFlower allows for fil-
tering spammers at run time based on country or previously
built trust calculating mechanisms[18]. However, in the case
of crowdsourcing ground truth data, the correct answer is
not known, thus building golden units is hardly possible.
Moreover, as discussed above, our claim is that there is not

only one correct answer, which makes even more difficult to
generate golden units or use distance metrics.

3. ANNOTATION TASK
NLP systems typically use the ground truth of an annotated
corpus in order to learn and evaluate their output. Tradi-
tionally, the ground truth is determined by humans anno-
tating a sample of the text corpus with the target relations
and entities, with the aim to optimize the inter-annotator
agreement by restricting the definition of relations and pro-
viding annotators with very precise guidelines. In this paper,
we propose an alternative approach for relation annotation,
which introduces a novel setting and different perspective on
the overall goal.

3.1 Approach
By analogy to image and video tagging crowdsourcing games,
e.g. Your Paintings Tagger 5 and Yahoo! Video Tag Game
[23], we envision that a crowdsourcing setting could be a
good candidate to the problem of insufficient annotation
data. However, we do not exploit the typical crowdsourcing
agreement between two or more independent taggers, but
on the contrary, we harness their disagreement. Our goal is
to allow for a maximum disagreement between the annota-
tors in order to capture a maximum diversity in the relation
expressions, based on our hypothesis that disagreement indi-
cates vagueness or ambiguity in a sentence or in the relations
being extracted. Ultimately we aim to support the creation

5http://tagger.thepcf.org.uk/



Figure 2: The final version of the overall instructions used in the CrowdFlower annotation jobs

of annotated data to train and evaluate relation extraction
NLP components.

Our crowdsourcing process is shown in Figure 1. We be-
gin by identifying a corpus and a knowledge base for the
domain. The task is to find sentences in the corpus that
express relations that are known in the KB. We select candi-
date sentences from the corpus that are likely to express our
relations of interest using a distant supervision approach.
We then present these sentences with putative arguments
to crowdsourcing workers and allow them to pick from the
set of relations the ones they believe the sentence states as
holding between the arguments. We filter spam and generate
sets of training data for each relation from the crowdsource
results, with positive instances associated with weights re-
flecting the degree of agreement among annotators for that
instance.

The process is likely to be very data dependent, and it will
be important to continue to analyze it from different dimen-
sions. We review below the data and set of choices we made
for these experiments.

3.2 Data
We focused on a set of 12 relations, shown in Table 1 man-
ually selected from UMLS, with slightly cleaned up glos-
sary definitions of each relation and ignoring relation argu-
ment order. The sentences were selected from Wikipedia
medical articles using a simple distant-supervision [17] ap-
proach that found sentences mentioning both arguments of
known instances of each relation from UMLS. Occasionally

the distant supervision method would select the same sen-
tence multiple times with different argument pairs, as shown
below in Ex.1. Wikipedia medical articles were collected us-
ing all pages labeled with the category ”Medicine” or any of
its subcategories.

CrowdFlower workers were presented sentences with the ar-
gument words highlighted, as shown below in Ex.2, and
asked to choose all the relations from the set of 12 that
related the two arguments in the sentence. They were also
given the options to indicate that the argument words were
not related in the sentence (NONE), or that the argument
words were related but not by one of the 12 relations (OTHER).
Workers were not told which relation was predicted to hold
between the argument words in UMLS. They were also asked
to justify their choices by indicating the actual words in the
sentence that they believed ”signaled” the chosen relations.

Ex.1: [METHYLERGOMETRINE] is a blood ves-
sel constrictor and smooth muscle agonist most com-
monly used to prevent or control excessive [BLEED-
ING].

Ex.2: [METHYLERGOMETRINE] is a blood ves-
sel constrictor and [SMOOTH MUSCLE AGONIST]
most commonly used to prevent or control excessive
bleeding.

In general, a single crowdsourcing micro-task was a sentence
with two arguments, thus these two examples were different



Table 1: Relations Set
Relation Definition Example

TREATS therapeutic use of an ingredient or a drug penicillin treats infection

PREVENTS preventative use of an ingredient or a drug vitamin C prevents influenza

DIAGNOSE diagnostic use of an ingredient, test or a drug RINNE test is used to diagnose hearing loss

CAUSES the underlying reason for a symptom or a disease fever induces dizziness

LOCATION body part or anatomical structure in which disease or dis-
order is observed

leukemia is found in the circulatory system

SYMPTOM deviation from normal function indicating the presence of
disease or abnormality

pain is a symptom of a broken arm

MANIFESTATION links disorders to the observations that are closely associ-
ated with them

abdominal distention is a manifestation of liver failure

CONTRAINDICATES a condition that indicates that drug or treatment should
not be used

patients with obesity should avoid using danazol

ASSOCIATED WITH signs, symptoms or findings that often appear together patients who smoke often have yellow teeth

SIDE EFFECT a secondary condition or symptom that results from a
drug or treatment

use of antidepressants causes dryness in the eyes

IS A a relation that indicates that one of the terms is more
specific variation of the other

migraine is a kind of headache

PART OF an anatomical or structural sub-component the left ventricle is part of the heart

micro-tasks. Hereafter for simplicity we refer to the micro-
tasks as sentences. The sentences were organized in batches
of 140, 50, 30, 20 or 10 sentences with equal distribution
per relation. In total 300 sentences were annotated over a
cumulative period of 2 weeks. In one batch each worker
could annotate a sentence only once. However, the same
worker could perform the micro-task on different batches. In
the aggregation of all the results from different batches we
observed that only an insignificantly small subset of workers
had done the tasks across different batches. In most of the
cases these workers were also identified as spammers. Since
the domain was medical diagnosis, and the annotators were
from the lay crowd, we believe it was often the case that
they did not know the relation that actually held between
the arguments, and were basing their judgements purely on
the other words in the sentence. We made no attempt to
measure this, but it seemed intuitively obvious as most of
the sentences used at least one very specific medical term,
and the workers did not take very much time to complete
the tasks making it unlikely they were consulting external
sources.

3.3 Parameters
Our goal was to collect and analyze multiple perspectives
and interpretations, and there were a lot of parameters to fix
before running the experiments evaluated below. In the ex-
pert (i.e. not crowdsourced) annotation task that had been
designed previously, annotators were presented the sentence
and the seed relation (the relation that UMLS states holds
between the two arguments) and asked whether that rela-
tion held or not. We performed a set of initial experiments
(see 4.1) in order to adapt this setting to be suitable for
micro-tasks on crowdsourcing platforms by experimenting
with the following set of parameters in order to achieve the
optimal setting in terms of time, effort and quality of the
result.

Number of relations. In the expert tool, there was very little
data on disagreements, since the space of possible answers
was binary, e.g. only one relation was presented and the

annotators were asked a yes/no question (does the relation
hold between the arguments?). We also conjectured that
giving annotators too many relations to choose from would
overload them and bias them away from thinking about the
best choices. We minimally explored the tradeoff between
these two considerations, settling on 12 relations plus the
two extra choices (NONE and OTHER).

Knowing the relation seed. Our experience with the ex-
pert annotation task showed a bias towards the seed relation
when known, even in cases where the sentence did not ex-
press the relation. To avoid this bias we did not show the
workers the seed relation in our crowdsourcing annotation
experiments. However, in the analysis of the results we com-
pared in how many cases the crowd popularity vote would
be the same as the seed relation. This would be an inter-
esting parameter to experiment with further, especially in
crowd vs. niche-sourcing settings[8].

Relation set. It seemed important to present to workers a set
of relations that would cover many of the cases they would
see, and also have the possibility of being linguistically con-
fusable so as to have a real space of possible disagreement on
the interpretation. We also wanted to generate data for re-
lations that were important to our underlying domain (med-
ical diagnosis). We briefly explored this tradeoff by starting
with the five most important relations and manually exam-
ining results that had been labelled with ”OTHER” to de-
termine the relation being expressed. We saw disagreement
with every set of relations we tried, but the final set of re-
lations seemed to give the most explainable results. Clearly
the results depend on this choice, but it remains difficult to
quantify how.

Inverses. We initially included relation inverses as part of
the relation set and each micro-task indicated the argument
order. This is important information for relation extraction,
however the crowdsourcing results showed that the most dis-
agreement was between a relation and its inverse, and often
individual workers selected both for a sentence. We experi-



Figure 3: Comparison of disagreement distribution in sets of 10, 20 and 30 workers per sentence

mented with different instructions to clarify what an inverse
was. There was a slight improvement, however we still re-
moved inverses from the relation set (in order to decrease
the number of relation choices) and did not indicate any
argument order.

Overlap of relations. UMLS has a set of weaker relations
whose names are prefixed with “may”, e.g. may-treat, may-
diagnose, may-prevent, etc. The meanings of these relations
seem quite specific, e.g. may-treat comes from NDF-RT and
is the relation specifiying the therapeutic use or indication
of a generic ingredient preparation or drug. However, in
our annotation efforts, both in the crowd and with medical
experts, the interpretation of these weak relations was rou-
tinely ambiguous. We experimented a little with them, as
described below, but concluded the overlap was too strong
and was over-biasing our framework towards disagreement
between relations and their “may” counterparts.

Directions and definitions. The expert annotation task took
eight months to set up to get κ-scores above .60, with ten
pages of instructions for five relations. One goal of the
crowdsourcing framework was to reduce time and cost of
setting up new annotation tasks. We also felt the instruc-
tions needed to be brief so that workers could “keep them in
their minds” while doing the micro-tasks repeatedly. On the
other hand, the instructions needed to be clear, we wanted
disagreement to result from vagueness and ambiguity in lan-
guage, not from misunderstanding the task. We explored
several options and settled on two sentences of overall in-
structions, a definition and an example of each relation (Fig.
2).

Number of sentences per batch. The size of each crowd-
sourcing job, i.e. a batch of sentences, needs to be carefully
optimized in order to be completed efficiently. Jobs that

take more than a day to finish often die out before finishing.
We explored numerous options and settled on batches of 30
sentences. This choice depends on the next two parameters.
The overall task was split into jobs this size by randomly
selecting sentences from all the seed relations, so that each
job would have an equal sampling of different relations.

Number of people per sentence. In order to see a meaningful
disagreement space, we want a lot of workers to annotate
each sentence, however more workers cost more money. We
ran a series of experiments to tune this parameter, and found
that between 15-20 workers per sentence yielded the same
relative disagreement spaces as any higher amount up to 50
(Fig. 3). It is very likely this parameter setting depends on
the relation set, but we did not explore that.

Number of sentences per person. Spammers can cause a lot
of problems and one way to dampen their negative impact
is by imposing a limit on the number of sentences a worker
is allowed to annotate within a batch. In most of the exper-
iments we held this at 10 (we also experimented with lower
numbers, however this resulted in a significant delay in com-
pleting the jobs). As our spam detection improves, this can
increase as there should be value in allowing workers with
more experience on the task to do more.

Additionally, CrowdFlower automatically randomizes the sen-
tence sequence in a batch for each worker, in order to avoid
a possible bias in the annotation of the same seed type rela-
tion. It also allows to select workers from specific countries,
e.g. in our case it is critical that the workers are fluent
or native English speakers so that they can understand the
complex medical sentences.

4. EXPERIMENT
4.1 Initial experiments



Figure 4: Initial crowd annotations on a set of 20 sentences, 30 workers per sentence. Rows are individual
sentences, columns are the relation labels, grouped by relation with its inverse and weak form, e.g. treated-by
(sTB), treats (sT), and may-treat (sMT). The cells are heat-mapped per row, highlighting the most popular
relation(s) per sentence.

Several initial experiments were performed in order to de-
termine the optimal parameters for the relation annotation
micro-tasks. For each experiment we analyzed the results of
varying different parameters, e.g. size of the sentence batch
(10 and 20), number of workers per sentence (10, 20 and
30), selection of seed relations (with or without weaker form
of the relation), number of sentences per worker (1, 5, 10 or
20), use of relation definitions (with or without definition)
and the format of the overall instructions.

In Fig. 4, we show heat-maps of the selection frequency for
each relation on each sentence, with 30 workers per sentence.
In the table, relation columns are grouped with the inverse
and “may” forms (e.g. treated-by, treats, and may-treat).
We ran the same sets of sentences by two expert annota-
tors (trained in performing annotation tasks) with the same
instructions, to get an initial sense of how the crowdsourc-
ing performed. These first results confirmed our hypothe-
sis that crowdsourcing annotation for relations on medical
texts could provide meaningful results. The following obser-
vations were made:

• 81% of the expert annotations were covered by the
crowd annotations

• disagreement largely stays within the relation groups

• the expert annotators reach agreement only on 30% of
the sentences

• the popular vote of the crowd covers 85% of this expert
annotation agreement

• the crowd annotations cover 68% of the expert dis-
agreements

• the cases where the crowd did not cover the experts
were mainly for the diagnosis (DB, D, MD) and cause
(CO, C, MC) relations

• the OTHER (OTH) category was the most commonly
chosen, followed by sign-or-symptom (sSS).

From these observations we gained confidence that the crowd
could replace the experts, and began to analyze the results
more deeply. Upon investigation of the OTHER category,
we developed the final set of relations shown in Table 1 to
reduce its frequency.

After inspection of the cases where the crowd failed to cover
the annotations of the experts, we identified that the reason
for this was that lay people have a different understanding
of the definition for DIAGNOSES than the formal medical
definition (a drug or test that is used to confirm a disease).
We performed another experiment which included short def-
initions of all the relations and an example. The outcome
was in alignment with the expert annotator results.

We decided to eliminate the weak relations, as it was no
surprise that the crowd found them to overlap, and as noted



Figure 5: Final crowd annotations on a set of 20 sen-
tences, 15 workers per sentence. Rows are individ-
ual sentences, columns are the final relation labels,
e.g treats (sT), prevents (sP), etc. Cells contain the
number of workers that selected the relation for the
sentence, i.e. 8 workers selected the is-a (sIA) re-
lation for sentence 738. The cells are heat-mapped
per row, highlighting the most popular relation(s)
per sentence.

above we removed inverses as it seemed to confusing to ex-
plain and no directions we tried could eliminate the confu-
sion. Together these decisions eliminated the relation groups.

4.2 Intermediate experiments
Three intermediate experiments were performed in which
we (1) fixed the number of workers per sentence to 15, (2)
included definitions and examples for each relation, and (3)
used for annotation a refined set of seven seed relations (and
their inverses) after taking in consideration the conclusions
of the initial experiments. We again had the two expert
annotators to annotate a subset of 70 sentences. We exe-
cuted one batch of 140 sentences composed of 20 sentences
per seed relation. Most of the results from the initial ex-
periments were confirmed here again. However, this batch
never succeeded in finishing, as it appeared to be too big and
lasted for about two weeks with a very low completion rate.
We also executed two consecutive batches of 51 sentences
only for the seed relation TREATS in order to find more
optimal size of the batch and to explore a possible bias and
spam increase when the set of sentences are homogeneous in
terms of the seed relation. This batch size was still too large
as both jobs took about a week to finish. We also observed
that there is a bigger chance for spam as the workers quickly
discover that the sentences belong to the same seed relation.

4.3 Final experiments
The concluding experiments were performed in three batches
of 30 sentences. Each batch contained equal number of
sentences per seed relation for eight of the set of relations

Table 2: Example sentence with crowd annotation
and expert judgements.

[METHYLERGOMETRINE] is a blood vessel constric-
tor and smooth muscle agonist most commonly used to
prevent or control excessive [BLEEDING]
Relation Crowd Judgement

TREATS 8 1

PREVENTS 5 1

DIAGNOSE 1 0

CAUSES 2 0

LOCATION 2 0

SYMPTOM 1 0

MANIFESTATION 0 1

CONTRAINDICATES 0 1

ASSOCIATED WITH 0 0

SIDE EFFECT 0 1

IS A 0 1

PART OF 0 1

RANK 0

TOP 1

(treats, prevents, diagnose, contraindicates, location, symp-
tom, manifestation and causes). We added the four new
relations (i.e. side effect, associated with, part of and is a)
to the choices, in order to increase the space for disagree-
ment, and eliminate having too many OTHER choices, but
did not include them as seed relations for the sentences. As
noted above, there were no inverse relations and there was
no indication for the direction of the relation given. Each of
the relations was accompanied by short definition and ex-
ample (see Table 1). A sample of the final annotations is
shown in Figure 5. From the results, we eliminated spam by
removing workers who consistently disagreed with others. A
full description of the spam detection method is beyond the
scope of this paper, but it had an accuracy of .99. Two ex-
pert annotators completed the same task as the crowd, and
their results were kept separate.

Two different expert judges evaluated the results manually
by judging the distribution of crowdsourced annotations for
each sentence, the results are shown in Table 3. They con-
sidered three things in the evaluation: is the most popu-
lar relation the ”correct” or ”best” interpretation of the sen-
tence and arguments (TOP), is the ranking of most popular
relations correct (RANK), and then for each relation they
judged whether that interpretation was a reasonable reading
of the sentence. The crowd and expert results were evalu-
ated as correct per relation if they had at least one vote
for reasonable interpretations and no votes for unreasonable
ones.

Table 2 shows an example sentence and expert judgements.
The experts judged that TREATS and PREVENTS were
reasonable interpretations of the sentence, and judged that
the rest of the relations with one or more votes were not
reasonable interpretations. Experts also judged it correct
that the sentence did not express the rest of the unselected
relations except ASSOCIATED WITH, which is a general
relation that should overlap with most others. Finally, they
judged the TOP relation, TREATS, was a reasonable choice,



but that the ranking was not correct, as the sentence ex-
presses the PREVENTS relation just as clearly. The in-
correct relations were not included in the judgement of the
ranking.

A common cause of incorrect top rankings was in cases where
a relation was being expressed between two terms, but not
the two terms highlighted. For example,

Another important Gram-positive cause of [PNEU-
MONIA] is Staphylococcus aureus, with [STREP-
TOCOCCUS] agalactiae being an important cause
of pneumonia in newborn babies.

Twelve of fifteen workers scored this as a CAUSES relation,
however note that the relation is between the other occur-
rence of pneumonia in the sentence. In the final evaluation
this was judged as wrong, however it could be argued this is
a reasonable interpretation.

Table 3 shows the accuracy of the crowd and expert an-
notators across the all sentences for each relation. ALL is
the average accuracy across all relations. These results are
very promising. Not surprisingly the expert annotators had
high accuracy for the TOP and RANK categories, but even
though they were asked to select “all relations that apply”
between two arguments, they failed to reproduce the full
range of reasonable interpretations as much as the crowd.
Over all the sentences, expert relation accuracy was much
lower. Thus the experts are missing valid examples of the
relations and training data that might be useful would have
been ignored.

As noted above the crowd results completely cover the choices
made by expert annotators, and 81% of the time a relation
annotated by at least one worker is a reasonable reading
of the sentence. Further, the top scoring (most votes) re-
lation was only ever judged unreasonable in cases such as
above, where the same term appeared in the sentence multi-
ple times. This clearly demonstrates that the range of differ-
ent annotations provided by the workers has signal, and can
provide a useful source of training data. Experts appear to
be much more likely to have one, fairly strict, interpretation
of the sentence.

5. CONCLUSIONS
When considering approaches for and extracting relations in
natural language text and representing those extracted re-
lations for use in the Semantic Web, we see the implications
of the ambiguity of the relation semantics. When it comes
to annotation tasks, this ambiguity plays an important role
in the way in which annotators perceive the relations and
agree in their existence.

We have proposed a radical new approach to human an-
notation of gold standard data for training and evaluating
relation extraction components that can populate the se-
mantic web. Our approach uses disagreement between many
annotators as a measure of the ambiguity of expression of
relations in text. We presented a framework and process for
harnessing this disagreement with crowdsourcing, providing

Table 3: Overall Accuracy
Relation Crowd Accuracy Expert Accuracy

TREATS .81 .88

PREVENTS .88 .84

DIAGNOSE .72 .89

CAUSES .69 .70

LOCATION .83 .79

SYMPTOM .63 .79

MANIFESTATION .77 .71

CONTRAINDICATES .92 .93

ASSOCIATED WITH .87 .31

SIDE EFFECT .92 .88

IS A .82 .88

PART OF .86 .93

ALL .81 .79

RANK .73 .98

TOP .74 1.00

experimental justification for many choices in the design of
the evaluation, and ultimately provided experimental results
that strongly support our hypothesis.

There is still much to be done with this approach, this paper
presents some first results but they are not preliminary. We
have shown evidence that, indeed, annotator disagreement is
strongly correlated with ambiguity in language, that precise
relation semantics associated with many data sources are
difficult to find in linguistic expressions, which can be inter-
preted in multiple ways. The crowd was able to reproduce
this diversity better than domain experts.

Next we plan to experiment more with the choice of rela-
tions, and other measures of relation overlap such as argu-
ment overlap within the semantic web sources used to gen-
erate seed relations and which are the targets of the relation
extraction. In addition, we have produced and are experi-
menting with measures of sentence ambiguity and utility (as
a training instance), with good early results.

Ultimately the annotated data itself needs to be evaluated
based on its suitability as training and evaluation data for re-
lation extraction components. Early experiments are promis-
ing, and in particular the fact that some sentences more
strongly express a relation than others is proving to be use-
ful signal. The challenge for evaluation of the relation ex-
traction, however, is that our annotation approach can be
seen as self-promoting, since it widens the space of relation
extraction results that can be judged as correct, and this
clearly makes it easier for precision and recall measures to
be higher.

It is particularly promising to consider the prospects of this
annotation approach in the light of our recent results on
harnessing the secondary hypotheses of NLP components
[24]. Together, we believe we have a way to dramatically
improve the performance of relation extraction.
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