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Abstract.  The present work reports on the dynamics of gaseous nano-bubbles of CO2, 

and air (N2 and O2) confined between two deprotonated amorphous silica surfaces. The 

study uses molecular dynamics simulation. The results show that nano-bubbles of these 

gases can be stabilized between two amorphous silica surfaces. The stability is evident 

from the volumetric data and density analysis. We also propose that the stability of the 

nano-bubbles is linked to the diffusion of gas molecules in and out of the bubbles. The 

mean values of contact angle of CO2 and air nano-bubbles confined by amorphous silica 

were found to be on average between 17 and 27 degrees. The volumetric expansion of 

dense nano-bubbles to equilibrium follows a sigmoid. The data show that this leads to a 

decrease in gas density in the nano-bubble following a first order exponential decay.  The 

results  are  in  agreement  with  wettability  measurements  and  experimental  studies  that 

investigated the presence of nano-bubbles between amorphous silica surfaces.  

*Author  to  whom  correspondence  should  be  addressed:  Electronic  mail: 
alexe.bojovschi@au1.ibm.com
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I. INTRODUCTION

Structural  dynamics  of  gases  such  as  N2,  O2 and  CO2 at  the  interface  between 

mineral surfaces play a key role in flotation, cleaning and CO2 sequestration technologies. 

Silica  (SiO2), accounting for about 28% of the earth, is the most common mineral and a 

fundamental constituent of glass. Silica exhibits a tetrahedral network structure in which 

silicon atoms are  the centers  of the tetrahedra with oxygen atoms working as bridges 

between them. The characteristics of silica surfaces were shown to be of importance in 

production and functionalization of modern materials such as reinforced polymer matrix 

composites,  oxide  semi-conductors  and  ultrahigh  nano-porous  structures.1-5 Silica  in 

colloidal form6 has aided the development of traditional application in the coating, food 

and paper industries,7,8 and more recently in the biomedical industry.9,10 These have driven 

a  large  amount  of  theoretical,  experimental  and  computational  studies.  Experimental 

studies  of  silica  surfaces  generally  encompass  Raman spectroscopy,  thermogravimetric 

analysis (TGA), atomic force microscopy (AFM), Nuclear Magnetic Resonance (NMR) 

and Fourier  transform infrared (FT-IR) spectroscopy techniques.11-22  The importance of 

studying not only the bulk properties of silica but also the surface properties was clearly 

mentioned in a review by Pantano.23 Theoretical and computational methods that could 

predict the properties of silica were developed, covering large lengths and time scales. 

Computational methods include various types of ab initio type calculations.12,13,24-29 These 

were  extended using  methods  that  allow time  scales  of  orders  103  to  105 longer  than 

quantum mechanical  calculations.  Examples  of  such  methods  are  Monte  Carlo  (MC), 

Molecular  Dynamics  (MD)  and  Brownian  Dynamics  (BD)  simulations.  Mesoscale 

methods including MC and BD30-35 were used to achieve longer time scales at the expense 

of  losing  the  atomistic  level  details.  Molecular  simulation  of  the  silica  surface  and 
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interfaces  as  well  as  their  interaction  with  water  or  small  molecules  was  reported  in 

numerous studies.37-44

The  use  of  dehydroxylated/deprotonated  and  artificially  hydroxylated/protonated 

amorphous silica surfaces were investigated.45-48 Using estimates from absorption potential 

and surface diffusion of three weakly bound adsorbates, Stallons and Iglesia46 evaluated 

two kinds  of  hydroxylated  surfaces.  The  study  showed  that  relaxed,  compared  to  un-

relaxed, surfaces show greater heterogeneity and wider distribution of adsorption energy. 

MD simulations carried out by Leed and Pantano47 were used to assess the adsorption of 

water on deprotonated and artificially hydroxylated surfaces. The large majority of work 

involved hydroxylated silica surfaces, where the hydroxyl groups are responsible for the 

water adsorption.  Results obtained by Bakaev and Steele, that used deprotonated silica 

surfaces, indicated that the surface defects are also responsible for attractive forces on 

polar  molecules.48 These  defects  include  3-coordinated  silicon  and nonbridged oxygen 

(NBO) which contribute to the strong electrostatic field responsible for attractive forces. 

The  study  indicated  that  the  irregularities  of  the  amorphous  silica  surfaces  and  its 

roughness define its affinity for polar molecules. Quantum mechanical studies revealed 

that the structure of water near the silica surface is different from that in the bulk.49 The 

role of water induced damage of the self assembled monolayers of alkylsilane molecules 

on amorphous silica were also addressed by Lane et al.50

Large number of MD studies  have provided insights  on the static  and dynamics 

aspects of amorphous and crystalline silica.51-67 Multiscale approaches were also used to 

cover large time and length scales.68-71 Computational methods were employed to study the 

behavior of liquids confined between substrates. These included the wetting behavior72-76 

and the range of different forces resulting from different wettability conditions.77 The role 
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of  surface  topography  and  temperature  were  shown  to  influence  the  substrate-fluid 

interaction  strength.78-79  The  presence  of  nano-bubbles  on  and  between  hydrophobic 

particles  were  studied  using  experimental  and  computational  coarse  grain  methods.80 

These were driven by numerous questions regarding the role and existence of these nano-

bubbles.  Some  of  the  inquiries  were  related  to  their  spontaneous  appearance  at  the 

interface between a liquid and a hydrophobic surface81-83 and their role on the liquid slip 

and drag at the interface and the long range attraction forces.84-87 The presence of nano-

bubbles  were  detected  using  techniques  such  as  neutron  reflectometry,88 rapid 

cryofixation,89 X-ray  reflectivity  measurements,90 optical  spectroscopy,91 optical 

microscopy92 and  tapping  mode  atomic  force  microscopy.81 The  recent  indication  that 

nano-bubbles also play a role in the attraction of hydrophilic surfaces93 suggests a new 

avenue to be explored with the available knowledge obtained from their studies in the 

proximity of hydrophobic surfaces. 

Although the interactions between silica surfaces have been addressed in a number 

of studies, there is still uncertainty regarding their interaction in solution. The majority of 

studies  that  approach  force  curves  did  not  notice  the  presence  of  an  adhesion  force 

between silica particles.94-96 Studies indicated that the adhesion between silica surfaces in 

water  occurred only after  the surfaces  stay in contact  for  a  long time.94 Other  studies 

showed that the strength of adhesion between silica surfaces decreased after several days 

in water.95 Chapel, reported that silica-silica adhesion disappeared after few minutes in 

water with a concentration of 0.1 M NaCl at a pH of 5.5.96 The role of salt concentration 

on the adhesion of silica-silica surfaces provided contradictory results. Results obtained by 

Yaminsky et al.95 and Megher97 indicated an increase in adhesion while Vakarelski et al 

and  Fielden  found  a  decrease  in  adhesion   with  salt  concentration.98 Furthermore  the 

results  obtained  by  Freitas  and  Sharman99 indicated  no  relationship  between  the 
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concentration  of  electrolyte  and  the  adhesion  value  between  two  silica  surfaces.  The 

elusive forces between silica particles that led to these different results were  shown to be 

due  to  the  presence  or  absence  of  nano-bubles93.  The  authors  pointed  out  that 

dehydroxylated  silica  surfaces  may  have  been  responsible  for  the  cavities/bubbles. 

However, cavities/bubbles would need to be considered in the analysis of measured force 

curves between silica surfaces as they might never be totally absent. 

To the  best  of  our  knowledge,  atomic  level  simulation  of  three-phase  systems 

consisting of a solid silica surface, nano-sized gas phase and liquid solvent has not been 

previously  undertaken.  In  this  study,  we  investigate  using  atomistic  simulation  the 

dynamics and stability of CO2 and air nano-bubbles between silica surfaces in water. This 

work is a first step towards deciphering, the role played by nano-bubbles in increasing or 

decreasing the interaction between silica surfaces from an atomic level. 

II. METHODS

A. Modeling air and CO2 between silica particles in solution

Understanding the dynamics of gas bubbles in solution requires the modeling of a fully 

solvated atomistic structure.  In this work, spherical volumes of CO2 and air (N2 and O2) 

were placed between two amorphous silica surfaces and were fully solvated (Fig. 1). The 

air mixture consisted of 80% N2 and 20% O2. Noble gases of Ar and Ne, and compounds 

of  CO2  and  CH4 were  not  considered  in  this  mixture  due  to  their  inherently  low 

concentration. A summary of the investigated systems with their gas phases including the 

number of  atoms and molecules  is  presented in  Table 1.  The three dimensions  in  the 

Cartesian system of the two identical, dehydroxylated amorphous silica particles are x = 

17.1860  nm,  y  =  17.1427  nm and  z  =  13.0318  nm.  The  initial  state  of  the  systems 

corresponded to a dense gas phase with all molecules situated in a sphere of 3 nm radius. 
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The gas sphere was situated at 0.3 nm away from the center of the lower silica layer. The 

initial density of air was 0.052 a.u./Å3 and of CO2 was 0.109 a.u./Å3. The solvent used in 

both systems (Fig. 1) is water. 

 Our own routines programmed in bash, Visual Molecular Dynamics (VMD)100 and 

ImageJ101 were used to: (a) build the simulated systems, (b) check for steric clashes,  (c) 

analyze  the  simulation  trajectory,  and (d)  perform structural  analyses.  The  amorphous 

silica layers were generated using the InorganicBuilder within VMD. The tcl  scripting 

interface in VMD was used to generate all the other components of the simulated systems. 

The representation and coloring method used for presenting atomic structure of CO2, N2, 

O2 and SiO2  is the Corey, Pauling and Koltun (CPK) space filling molecular model.102 The 

CPK method renders the atoms as spheres with the size determined by the van der Waals 

(vdW) radius. The surface rendering method, as implemented in VMD., was also used. 

The  atom colours  are  depicted  by  the  accepted  color  conventions  for  carbon  (cyan), 

nitrogen  (blue),  silicon  (yellow)  and  oxygen  (red).  The  H2O  was  rendered  using  a 

transparent surface (Fig. 1) to make the nano-bubbles visible. 

B. Molecular simulation 

Molecular dynamics (MD) was used in this work to characterize the dynamics of 

systems comprising  CO2 and  air  in  pure water.  All  simulations  were performed using 

NAMD 2.9103 with the molecular constituents of the systems defined using CHARMM 22-

27 (Chemistry at HARvard Molecular Mechanics) force field.104 A list of gases and their 

parameters  used  is  presented  in  Table  2.  The  TIP3P  water  model  as  optimized  in 

CHARMM  was  employed.105 The  force  field  of  amorphous  silica as  available  in 

CHARMM was used.106 The amorphous silica layers were fixed during the simulations. 

All  molecular  systems  were  first  minimized  and  then  equilibrated  using  standard 

procedures107.  The  depth  first  search  method  implemented  in  NAMD  was  used  to 
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minimize the system. The systems were equilibrated using MD simulations that included 

constant temperature and pressure control via Langevin Dynamics (LD) and Nosé-Hoover 

Langevin piston pressure control. The LD temperature control, implemented in NAMD, 

consists of adding a random force and subtracting a friction force from each atom during 

simulation  to  keep  the  temperature  constant.  The  equilibrium  was  considered  to  be 

achieved when the density of nano-bubbles reached a plateau. Constant pressure control 

was achieved with an algorithm that combines Nosé-Hoover method108 with the control 

fluctuations in the barostat implemented using Langevin dynamics109. The velocity Verlet 

algorithm110 was used for integrating the equations of motion. The cut-off distance was set 

to  14 Å for  long range  vdW interactions.  A switching  function  of  12 Å was used  to 

smoothly  reduce  the  forces  and  energies  to  zero  at  the  cut-off  distance.  The  systems 

presented were investigated with periodic boundary conditions (PBC). The simulations 

were performed for 15 ns. The size of initial simulation box, 15.531x15.591x12.168 nm, 

was sufficiently large to allow the bubbles to expand without reaching the boundaries. MD 

simulations were run in an NPT ensemble for a total of 15 ns with a 1 fs steps after an 

energy minimization period of 1000 time steps. This work presents the results obtained at 

the  temperature  of  300  K  and  a  pressure  of  1.01325  atm,  which  corresponds  to  the 

atmospheric pressure at sea level. The smooth particle-mesh Ewald (SPME) method111 was 

used to handle electro-static interactions. SPME employs B-spline function as the base 

function  for  interpolation.  The  use  of  B-spline  functions  reduces  the  number  of  Fast 

Fourier Transforms (FFTs) by half compared to the original particle-mesh Ewald (PME) 

method.112 A PME tolerance of 10−6 was used, the PME coefficient was equal to 0.219, and 

a 4th order interpolation was implemented. The full long-range electrostatics via SPME 

were evaluated every 2 fs.

B. Properties characterisation parameters



8

Structural descriptors of nano-bubbles were determined from the atomic density 

profiles of the simulated systems in the orthogonal planes (Fig. 2) at every 0.5 ns time step 

of the simulation. The density profiles were generated at a resolution of 1 Å using VMD. 

This method allows the monitoring of the dynamics of semi-principal axes a, b and c of 

nano-bubbles (Fig.  2),  and  their  contact  angle  with  the  silica  surfaces  during  the 

simulation.  This  was  done  using  ImageJ.   An  illustration  of  the  method  involved  is 

presented in Fig. 3. The tonalities of gray were used to automatically determine the surface 

of the bubbles. The two plots representing the tonalities of gray for equatorial and polar 

diameters that intersect in the center of the bubbles are given in Fig. 3. The contact angles 

between the bubbles and the silica surfaces were estimated by averaging 8 angles from 

two orthogonal planes of density profiles that are perpendicular to x and y axis (Fig. 2). It 

should be noted that up to about 2.5 ns of simulation, the bubbles did not make contact 

with the upper silica layer (Fig. 1), and for those cases only 4 contact angles were used. 

The density of gas molecules in the nano-bubbles were estimated by using three spheres of 

25 Å in radius that were used to sample the space within the nano-bubbles and the local 

densities. These local densities were then averaged to estimate the molecular density in the 

nano-bubbles.  

Root mean square deviation (RMSD) is used to measure the distance between a 

simulated structure and a starting structure. The expression of RMSD used to calculate the 

deviation of a molecule during MD simulation from its initial structure can be written as: 

1
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where ir refers to the position of atom i at time step i; r refers to the position of the atom i  

in the starting structure and n refers to the total number of atoms in the molecule. In this 

study, RMSD was used to assess the structural stability of N2 and O2 molecules and CO2 

and air nano-bubbles. 
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The radial distribution function (RDF) provides information on internal structure 

of atomic and molecular systems. In this work it is used to study the arrangement of gas 

molecules in the proximity of silica surface. It can be defined by the following equation:
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where >∆+< ),( rrrnij  represents the total number of atoms of species j  in a spherical 

shell between r  and rr ∆+  with the center corresponding with the center of atom i  and 

jρ  is the density of species j  in the system. The RDF gives the probability of finding two 

species at the separation distance r. 

The trajectories of gas molecules are investigated by quantifying the radial distance 

between the center of the nano-bubble and center of mass of the specific molecule at every 

simulation time step. The reference center of the nano-bubble is determined at the 15 ns 

time step. Gas molecules which were inside the bubbles, on their surfaces and in water at 

15 ns time step were used to track their trajectory during simulation.

III. RESULTS AND DISCUSSION

Measurements of the equatorial and polar diameters during the evolution of the 

bubbles,  summarised  in  Fig.  4,  provided  information  on  their  expansion  time  and 

dynamics. The tri-axial parameters start from a values of  a,  b  and  c equal to 3 nm and 

evolve to average values for a  of ~ 4 nm and for b and c of ~ 7.7 nm. It should be noted 

that in Fig. 4, the lines connecting the data points serve only as a guide for the eyes and do 

not represent the data. In Fig. 4(a) the two equatorial diameters (ED1 and ED2) (Fig. 2) 

and  the  polar  diameter  (PD)  are  presented  for  the  CO2 bubble  over  representative 

simulation time steps. In Fig. 4(b) the ED1, ED2 and PD are presented for the air bubble. 

From the figures  it  can be noticed  that  the bubbles  have an expected  symmetry with 

similar  values  for  ED1  and  ED2.  The  evolution  of  the  volume  of  nano-bubbles  is 

presented in Fig. 4. Based on the data, the volumetric expansion can be approximated with 
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a sigmoid of the form y = a + (b-a)/(1 + exp((x-x
0
)/dx)). The fitting parameters for the 

volume of  CO2 bubble  are  a =  919524.638,  b = 167085.686,  x
0
 = 4.33133 and  dx = 

2.09033 and for air bubble are  a = 960632.043,  b = 196634.359,  x
0
 = 4.955 and  dx = 

1.326. Fig. 4(a) and (b) indicate that the equilibrium values of the volumes of air and CO2 

bubbles  are  about  9.5  x  105 Å3 and  9  x  105 Å3 respectively.  This  is  due  to  a  higher 

solubility of CO2 in water and its higher affinity for amorphous silica. In this study it was 

observed that CO2 diffused readily in the amorphous silicon matrix. The probability of O2 

diffusing outside of the air bubble is very low in this simulation. Although the N2 diffusion 

would be expected to  dominate,  as  also indicated by this  work,  one would expect  an 

increase of O2 diffusion for a larger nano-bubble. These aspects will be further address 

later in this paper. 

The volumetric expansion of nano-bubbles leads to a density change. The decrease 

in density of gas molecules and of air in the nano-bubbles is presented in Fig. 5. In this 

figure the lines connecting the data points provide guides for the eyes and do not represent 

data. The change in N2 and O2 density during the simulation time is shown in Fig 5(a). The 

average densities at equilibrium are about 0.003 a.u./Å3 and 0.002 a.u./Å3 for N2 and O2 

respectively. The density for these gases, during the simulation, exhibits an exponential 

decay that can be described by a first  order approximation:  y = a*exp(-x/t)  + y0.  The 

fitting parameters are a = 0.007, t = 2.639 and y0 = 0.003 for N2 and a = 0.006, t = 1.246 

and y0 = 0.002 for O2. The decrease of CO2 and air in the bubbles over simulation time 

indicates that they reach a similar density at equilibrium (Fig. 5 (b)). The CO2 nano-bubble 

started from a higher density and reached equilibrium at about 10 ns time step. Starting 

from  a  lower  density  value,  compared  to  CO2 nano-bubble,  the  air  bubble  reached 

equilibrium after about 7 ns. The first order exponential decay can be used to estimate the 
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decrease of CO2 and air density in the bubbles. The fitting parameters are a = 0.032 , t = 

2.198  and y0  = 0.005 for CO2 and a = 0.012, t = 3.264 and y0 = 0.005 for air. The results, 

presented later in this work, show that the density of gas equilibrates due to diffusion of 

gas molecules in and out the nano-bubble.  This is in agreement with one of the reasons 

for  the  existence  and  stability  of  nano-bubbles explained  previously  by  a  theoretical 

model113. 

The analysis of contact angles results show that after about 2.5 ns, their values are 

relatively stable with some fluctuation within the error bar (Fig. 6). The error bar was 

derived from averaging over 8 data points obtained as indicated in the method section. The 

exception is for the first  data point for which only 4 values were averaged.  This case 

corresponds to the simulation time when the bubble was in contact only with the lower 

surface (Fig. 1).  It should be noted that in Fig. 6 the lines do not represent data but serve 

as guiding aids. The average values of the contact angle at equilibrium range from 17 to 

27 degrees.  The variability  of  contact  angles  shown in Fig.  6  are  due  to  nano-scopic 

heterogeneities and topographical diversity of the amorphous silica surface. This would be 

caused  by  any  rough  surface.  AFM techniques  indicated  that  amorphous  silica  has  a 

roughness within about 0.3 to 0.6 nm.114 In our study the roughness of the silica surface is 

about 0.35 nm.

The stability of the systems comprising of individual type of gas molecules and of 

air are investigated using RMSD. The results show that after about 1000 simulation states, 

corresponding to 5 ns,  the overall  systems are  relatively stable  (Fig.  7).  O2 exhibits  a 

higher instability reflected in larger fluctuations in RMSD results.

The RDF was determined for O2-Si,  N2-Si and CO2-Si pairs  (Fig.  8).  The first 

peaks in Fig. 8 show the probability of finding the gas molecules in the first neighbouring 

shell  of  Si.  The  results  indicate  that  CO2 has  the  highest  probability  of  being  in  the 
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proximity of Si followed by N2 and O2. One should be aware that the amplitudes of RDF 

are  expected  to  be  influenced  by  the  number  of  molecules  in  the  system.  Visual 

investigations and Fig. 8 indicate that N2 has a higher probability of being in the proximity 

of amorphous silica surface.   The peaks evident in the RDF at about 6.5 Å for N2-Si and 

CO2-Si pairs show a relative degree of order in the system. At further distance, the order is 

smaller and RDF does not exhibit any peaks. 

The trajectories of three representative gas  molecules of CO2, N2 and O2 situated 

inside the  nano-bubbles, on their surface and in water at the end of the simulation are 

presented in Fig. 9, 10 and 11 respectively. Each simulation frame, which contains the 

coordinates  of  all  atoms at  a  given time,  was  obtained  every  5000 fs  over  the 15 ns 

simulation. Knowing that the largest tri-axial parameter has a maximum value of about 8 

nm, the results presented in Fig. 9 show that the molecules move mainly within the nano-

bubble. In Fig. 9(a) after about 7.5 ns (1500 simulation states) there are some evidently 

larger values for 2nd and 3rd molecules, with values close to 10 nm for the 3rd molecule. 

These indicate that CO2 molecules can diffuse out of the nano-bubble before returning into 

the bubble at the end of the simulation. A similar behaviour is exhibited by the 2nd N2 

molecule (Fig. 9(b)). The 1st and 2nd of O2 molecules have a peak at about 12.5 ns (2250 

simulation state), corresponding to a diffusion process. It should be noted that the last data 

point corresponds with the molecule inside the nano-bubble. The results for the case when 

gas molecules are on the surface of the bubble exhibit also trajectories that highlight the 

diffusive process (Fig. 10). In Fig. 10(a) 1st molecule of CO2 is located outside the bubble 

at about 2200 simulation state. The results in this figure indicate that the gas molecules are 

inside the nano-bubble for the majority of the time. In Fig. 10(b) all three N2 molecules 

show transitory diffusion outside the air bubble. The distance from the centre of the bubble 

to the three O2  molecules does not exceed 8 nm (Fig. 10(c)) which indicate no diffusion. 
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This is in agreement with structural investigations which revealed the presence of only one 

O2 molecule outside of the air bubble at the end of the simulation. The trajectory of  three 

distinct CO2, O2
 and N2 molecules situated outside the bubble at the end of simulation are 

presented in Fig. 11. The data for three CO2 molecules outside the  nano-bubble in Fig. 

11(a) show the expected diffusion process. It can be noted for the 2nd and 3rd molecules 

that the value of the distance exhibits very small fluctuation for some simulation intervals. 

This corresponds to CO2 molecules being in the proximity of the amorphous silica surface. 

In Fig. 11(b) only 1st and 3rd N2 molecules are in the bubble during the entire simulation 

and close to 15 ns simulation time step. As only one O2 molecule was identified at the end 

of  the  simulation  outside  the  bubble,  there  is  only  one  data  set  plotted  in  Fig.  11(c). 

Measurements of the distances between the center of the nano-bubbles and gas molecules 

revealed different aspects pertaining to diffusion of gas in and out of the bubbles and their 

dynamics.

IV. CONCLUSIONS

The present work reported from an atomistic level the expansion and stability of  nano-

bubbles  confined  by  two  dehydroxylated amorphous  silica.  The  results  provide  the 

foundation  for  using  these  approaches  to  explore  structural  descriptors  and  dynamic 

characteristics  of  nano-bubbles.  A  method  for  precisely  determining  the  structural 

parameters of  nano-bubbles was introduced. The results showed the expansion of  nano-

bubble from a  dense  phase  to  an  equilibrium phase.  They indicated  that  this  process 

involves a volumetric expansion and an exponential decay of gas density within the nano-

bubbles. The contact angle between nano-bubbles and silica surface was found to be in the 

range from 17 to 27 degrees. The scattered values of contact angle were shown to be 

caused by heterogeneities and topographical diversity of surfaces. The results indicated 
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that  the  stability  of  nano-bubbles  over  the  majority  of  the  simulation  time  is  due  to 

diffusion of gas molecules in and out of the nano-bubbles. This mechanism that ensured 

the  stability  of  nano-bubbles  is  in  agreement  with  theoretical  studies  reported  before. 

Further  work  could  use  non-equilibrium molecular  dynamics  to  move apart  the  silica 

surface and to quantify the role of nano-bubbles on their interaction. 
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Table I. Summary of gases in pure water carried out in this work at 300K using an 

integration time step of 1fs. 

System Number of atoms Number of N2 Number of O2 Number of CO2
SiO2, CO2 and H2O 248927      - - 489

SiO2, O2, N2 and H2O 248180 288 72 -

Table II. CHARMM parameters for N2, O2 and CO2 used in this work.

Specific charge Bond length (Å) Bond constant
(kcal/mole/A2)

σ(Å) ε(kcal/mol)

 CO2
C 0.6 -0.06 1.56

CO1 -0.3 1.69 -0.17
CO2 -0.3 1.69 -0.17

C-CO1 1.16 937.96
N2
N 0 1.65 -0.2
N 0 1.65 -0.2

N-N 1.1 1007
O2
O 0 1.77 -0.15
O 0 1.77 -0.15

O-O 1.28 1180
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Figures

FIG. 1. The simulation systems at 15 ns. The systems consist of CO2 and air bubble (N2 

and O2)  between two identical  layers of amorphous silica immersed in water.  The gas 

molecules and the silica layer are represented using van der Waals spheres. The water is 

rendered using a transparent surface. The y dimension is 17.170 nm for the system with air 

and 17.143 nm for the system with CO2.
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FIG. 2. Atomic density profiles of the orthogonal planes intersecting in the center of the 

gas  bubble.  The  semi-principal  axes  a,  b  and  c of  the  tri-axial  ellipsoid  used  to 

approximate the bubbles. The blue areas represent empty space while the other color zones 

indicate the presence of atoms. The descending atomic density is represented by colours 

that starts from dark red followed  by orange, yellow, green and ends at blue. The details 

are resolved at 1 Å resolution. 
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FIG. 3.  Illustrative method used to estimate the equatorial and polar diameters and the 

contact angle. The image processing performed using ImageJ allows identifying precisely 

where the atom density changes via the tonality of the gray scale. This allows determining 

the  equatorial  and  polar  diameters.  The  ability  to  quantify  the  contact  angles  is  also 

facilitated by ImageJ package.  
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FIG. 4. Geometrical descriptors of the bubbles. These include the equatorial diameters 

(ED1 and ED2), polar diameter (PD) and the volume (vol) of the tri-axial ellipsoid used to 

approximate the air (a) and CO2 (b) bubbles. The volumetric expansion of CO2 and air 

bubbles over the simulation can be approximated by a sigmoid (fit data).
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FIG. 5. The density of gases in the nano-bubbles. The data is averaged from three values 

obtained in three regions of the bubbles that sample the nano-bubble volume. The regions 

were defined by spheres of radius equal to 2.5 nm. The individual density of N2 and O2 in 

the air bubble are shown in (a) while the density of CO2 and air bubbles are presented in (b

). The densities over the simulation time follow a first order  exponential decay (fit data). 
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FIG. 6.  Contact angle between the air and CO2 nano-bubbles and the amorphous silica 

surface. Eight values were collected to average the contact angle at each time step. The 

values of the contact angle were obtained using the method presented in Figure 3 whereby 

two orthogonal planes, perpendicular on x and y axis (Figure 2), of atom density profiles 

were used. 
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FIG. 7. The RMSD of the individual sets of gas molecule: N2, O2 and CO2 and of air over 

the time of simulation. 
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FIG. 8. The RDFs for O2-Si,  N2-Si and CO2-Si obtained from the last  12.5 ns of the 

simulated systems.
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FIG. 9. Representative dynamic displacement of CO2 (a), N2 (b) and O2 (c) gas molecules, 

situated inside the bubbles at the end of the simulations. The displacement was computed 

with reference to the centre of the bubbles estimated at 15 ns time step. The three data sets 

in each plot (1st, 2nd and 3rd) correspond to three distinct gas molecules. 



32

FIG.  10.  Representative  dynamic  displacement  of  CO2 (a),  N2 (b)  and  O2 (c)  gas 

molecules,  situated  on  the  surface  of  the  bubbles  at  the  end  of  the  simulations.  The 

displacement was computed with reference to the centre of the bubbles estimated at 15 ns 

time step. The three data sets in each plot (1st, 2nd and 3rd) correspond to three distinct gas 

molecules. 
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FIG.  11.  Representative  dynamic  displacement  of  CO2 (a),  N2 (b)  and  O2 (c)  gas 

molecules, situated in water,  outside of the bubbles at  the end of the simulations.  The 

displacement was computed with reference to the centre of the bubbles estimated at 15 ns 

time step. The three data sets in each plot (1st, 2nd and 3rd) correspond to three distinct gas 

molecules. Only one O2 molecule was identified outside the bubble after 15 ns (c).
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