
RC25615 (WAT1607-040) July 26, 2016
Computer Science

Research Division
Almaden – Austin – Beijing – Brazil – Cambridge – Dublin – Haifa – India – Kenya – Melbourne – T.J. Watson – Tokyo – Zurich

LIMITED DISTRIBUTION NOTICE: This report has been submitted for publication outside of IBM and will probably be copyrighted if accepted for publication. It has been issued as a Research Report for
early dissemination of its contents. In view of the transfer of copyright to the outside publisher, its distribution outside of IBM prior to publication should be limited to peer communications and specific requests. After
outside publication, requests should be filled only by reprints or legally obtained copies of the article (e.g., payment of royalties). Many reports are available at http://domino.watson.ibm.com/library/CyberDig.nsf/home.

IBM Research Report

Physicians Assessment of IBM Watson Generated
Problem List

Murthy V. Devarakonda1, Neil Mehta2, Ching-Huei Tsou1,
Jennifer L. Liang1, Amy S. Nowacki2, John Eric Jelovsek2

1IBM Research Division
Thomas J. Watson Research Center

P.O. Box 218
Yorktown Heights, NY 10598 USA

2Cleveland Clinic



1 

 

Physicians	Assessment	of	IBM	Watson	Generated	Problem	List	
Murthy V Devarakonda,a  PhD, Neil Mehta,b MBBS, Ching-Huei Tsou,a PhD, Jennifer J Liang,a MD, 

Amy S Nowacki,b PhD, John Eric Jelovsek,b MD MMEd 

aIBM Research and bCleveland Clinic 

 

Abstract 

Objective: An accurate, comprehensive and up-to-date problem list can help clinicians focus on providing 

patient-centered care. In this study, we report on physicians’ assessment of IBM Watson generated 

problem lists and comparison with an existing manually curated problem list in an institution’s EHR 

system. 

Materials and Methods: Fifteen randomly selected, de-identified patient records from a large healthcare 

system were analyzed using Watson. Ten internal medicine physicians each reviewed five randomly 

selected patient records and created their own problem lists (P) for each patient record. Then, they 

evaluated the Watson generated problem lists (W), and rated the overall usefulness of P and W, as well 

as the existing EHR problem lists (E). The primary outcome was the physicians’ usefulness ratings of the 

problem lists on a 10-point scale and their pairwise comparisons. 

Results: Six out of the 10 invited physicians completed 27 assessments of P, W, and E, consisting of 732 

Watson generated problems and 444 problems in the EHR system. As expected, physicians rated their 

own lists, P, best. However, they rated W higher than E. In 89% of the assessments, Watson identified at 

least one important problem that the physicians missed. The higher ratings of W relative to E were 

influenced by the number of problems missing from E.  

 

Conclusion: Cognitive computing systems hold the potential for accurate, problem-list-centered 

summarization of patient records, leading to increased efficiency, better clinical decision support, and 

improved quality of patient care. 

Background and Significance 

Despite the potential to improve healthcare, Electronic Health Records (EHRs1), have failed to significantly 

improve patient outcomes [1]. Physicians struggle to assimilate vast amounts of data, and continue to 

report workflow disruptions, decreased productivity and low satisfaction with using EHR systems [2]. A 

simple but a key function of any medical record is to present a comprehensive problem list that 

summarizes a patient’s medical conditions [3]. The problem list offers many benefits, including helping 

practitioners provide holistic, customized care for a patient, and has potential use for quality 

improvement and research [4] [5]. While Weed’s seminal paper on problem-oriented medical records [3] 

established the importance of the problem list in patient care, curating an accurate problem list has 

remained a challenge for many reasons. Some of the known reasons include different “attitudes” towards 

the problem list arising out of lack of clarity on policies [6] [7], the requirement of broad clinical expertise, 

and the imposition of significant demands on physicians’ time. In fact, a recent report notes that electronic 

                                                           
1 In this article, we use the terms EHR and EHR system to mean commercial and non-commercial electronic health record systems, 

and we use the term patient record to mean all the patient data, including all clinical notes, reports, medications ordered, 

procedures ordered, and demographic data; Patient record here always refers to longitudinal and complete patient data stored 

in an EHR system, although occasionally we prefix it with longitudinal for emphasis. 



2 

 

“paper work” in commercial EHR systems so overwhelming to physicians that it is affecting patient care 

[8] [9] and putting them at higher risk of professional burnout [2]. 

Existing EHR systems allow for manual creation and maintenance of such problem lists, but often these 

lists are inaccurate or incomplete, particularly when managed in large multi-provider health systems. 

There have been a few attempts to study automated problem list generation and its usefulness. These 

include efforts to define better coding systems to represent medical problems [10] and even more recent 

activity to define a new coding system based on a subset of SNOMED CT [11]. The only other system for 

automated problem list generation [12] [13] [14] can only identify a patient’s medical problems from a 

pre-specified list of 80 problems.  

Cognitive computing systems, such as IBM Watson [15], based on natural language processing (NLP), 

information retrieval, knowledge representation, and machine learning (ML) have the potential to 

improve the use of patient records by automatically generating unconstrained problem lists for clinician 

review [16]. Research in NLP, ML, and their applications to clinical data has advanced beyond merely 

extracting a few biomedical concepts from the clinical notes in patient records. We can now solve far 

harder problems in clinical informatics with this technology [17] [18]. Since winning the Jeopardy! 

championship, IBM Watson has been adapted to the medical domain [19], and even beyond this, an 

initiative was started at IBM to extend Watson to provide cognitive assistance to physicians in using 

longitudinal patient records. 

IBM Watson generates a problem list from a longitudinal patient record by analyzing the free-text clinical 

notes and using the structured data in the patient record [20] (see the Appendix for an overview of the 

method). Unlike the previous work, IBM Watson can identify any of 6,166 problems in the version of 

SNOMED CT CORE subset (201508) we employed.  We trained and tested the algorithm using a gold 

standard created by medical experts. The method achieves a high level of accuracy on the gold standard. 

Beyond the gold-standard-based analysis, it is, however, important to study physicians’ perspective of the 

generated problem list and the value physicians attribute to it in patient care. 

Objective 

The primary objective of this study was to compare physicians’ perceptions of the usefulness of 

automatically generated Watson problem lists with the pre-existing, manually curated problem lists in the 

EHR system. We hypothesized that clinicians would perceive the automatically generated problem lists as 

more useful than the manually curated problem lists. The secondary objective was to conduct additional 

exploratory analysis of the assessment data to identify factors influencing physicians’ ratings and to 

determine Watson accuracy in terms of recall, precision, and F score. 

Methods and Materials 

Study Design 

The experiment was conducted in a five-week time period in late 2015 at Cleveland Clinic. Institutional 

Review Board approval was obtained and a convenience sample of 10 internal medicine attending 

physicians and senior residents were recruited to participate in this study. Fifteen randomly selected, de-

identified longitudinal patient records from the healthcare institution were also selected. In order to be 

considered for inclusion in this study and to ensure sufficient data for analysis, each patient record was 

required to have a minimum of three encounters and 200 clinical notes. Patient records were extracted 

from the commercial EHR system at the healthcare institution, and were de-identified before being 

forwarded to IBM Watson for automatically generating the problem lists. The Watson generated problem 
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list for each patient was made available to the physicians via a Web application, accessed in a standard 

Web browser. Physicians were given a key to map the Watson ID for a patient record to the patient record 

number (e.g. MRN) that can be used to access the patient record in the healthcare institution’s EHR 

system. They were each randomly assigned to review 5 of the 15 patient medical records in the EHR 

system like they would prior to a comprehensive health assessment of a patient new to them and were 

asked to create a problem list for each patient record.  They were then asked to compare the existing EHR 

problem list and the Watson generated problem list to their own problem list, and rate each of the three 

lists on a response scale of 1 to 10 on their usefulness in patient care.  

Assessment Steps 

The assessment consisted of a series of steps carried out by physicians (Figure 1) using the Web application 

that was developed for this experiment and a standard Web browser.  

Steps 1 and 2 (Figure 2a)  

 

For each patient record, physicians were first asked to review the record in the healthcare institution’s 

commercial EHR system and create a problem list. The full patient record in the institution’s EHR system 

was available to them as a reference source for creating the problem list. The physicians entered each 

problem in the Web application (Figure 2a), and also indicated whether the problem was present on the 

existing problem list (E) in the patient record. As a result, physicians provided an assessment of problems 

in E while creating their own list (P). 

 

Figure 1. The assessment for a patient record consisted of a series of steps each physician carried out, including creating 

their own problem list, evaluating the existing problem list in the EHR, evaluating the Watson generated problem list, 

and finally rating all the three problems lists on a 10-point response scale. 
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Step 3 (Figure 2b) 

 

Once a participant completed steps 1 and 2 of the experiment, he/she was presented with a new screen 

containing the Watson generated problem list. At this stage, they continued to have access to the full 

patient record from the institution’s EHR system, and they could reference their own problem list created 

earlier, but were not allowed to change what they had entered into the Web application in step 1. 

Participants sequentially reviewed and assessed each of the IBM Watson generated problems as correct, 

acceptable, or incorrect. If acceptable, the participants were further asked to specify if it was acceptable 

but too general, too specific, or redundant. Similarly, if incorrect, they were further asked to specify if it 

was too general, transient/resolved, or a non-problem.  

For each Watson generated problem, participants also indicated if it was on their problem list, and rated 

the clinical importance of the problem as very important, important, somewhat important, or 

unimportant. Clinically important problems are defined as problems that the physician would like to be 

aware of when taking care of a patient, considering the effects of the problem on patients’ risks of future 

diseases, quality of life, life expectancy, morbidity and mortality. 

Step 4 (Figure 2c) 

After assessing the Watson generated problems, the participants were asked to rate each of the three 

lists – their own list (P), the Watson generated list (W), and the existing EHR system list (E) – for their 

Figure 2. Screen images of the Web application interface used by the physicians in the assessment; (a) was used by the 

physician to create their own problem list and evaluate the existing problem lis in the EHR, (b) was used by the physician to 

evaluate the Watson problem list, and (c) to rate all three problem lists on a 10-point scale.  
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usefulness, in the context of a comprehensive health assessment, on a response scale of 1 to 10, 1 being 

least useful and 10 being most useful.  

Hypothesis Testing and Problems Missed 

To test our hypothesis, i.e. if physicians rate the Watson problem list (W) better than the existing EHR 

system list (E), the response scale ratings were compared pairwise using Wilcoxon signed-rank test [21] 

because of the non-normality of the ratings distributions.  

In addition, because we asked physicians to indicate if each Watson generated problem was on their 

problem list, we determined if physicians missed any problems that Watson found and their clinical 

importance as perceived by the physician. 

Gold Standard Creation and Watson Accuracy 

As is common in information retrieval, we used recall (R), precision (P), and F1 and F2 scores to determine 

Watson problem list generation accuracy in this study. Recall is also known as sensitivity and precision is 

also known as positive predictive value. F scores measure the effectiveness of the system in accomplishing 

the task; F1 providing a balanced measure of recall and precision, and F2 providing a higher recall-

weighted measure. Specificity, also known as true negative rate, is not useful in tasks like this because 

true negatives (i.e. non-problems) are significantly larger than true positives (i.e. actual problems of a 

patient), and so specificity rarely yields a meaningful accuracy distinction. True positives (��), false 

negatives (��), and false positives (��) were determined based on a gold standard, and the following 

equations were used to calculate R, P, F1, and F2: 

� =
��

�� + ��
																 =

��

�� + ��
 

F1 =
2	�


	 + ��
																		F2 =

5	�


4	 + ��
 

The gold standard needed for the accuracy calculations was created using the following process: 

• For each patient record, we assumed every problem identified by a physician was correct and 

it was added to the gold standard problem list (note that most patient records were assessed 

by two physicians). 

• If a physician identified a Watson correct problem as missing from his/her list, and rated it as 

a very important or important problem, it was also added to the gold standard list for the 

patient record. 

• We removed any duplicates added to the list as a result of the above two steps (for example, 

duplicates can appear if one physician identified a problem, and another physician missed it, 

but rated it as important). 

The gold standard resulting from this process, therefore, was the set of problems from the physicians’ 

lists, plus any missed problems that were rated as very important or important for the patient record. 

Note that this derived gold standard may miss some true problems of the patient, when such a true 

problem was missed by both physicians and Watson. This may result in a higher recall than using a gold 

standard that was developed with a process involving adjudication and repeated vetting as was used in 

the previous study [20]. 
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While the plan was to have all patient records be assessed by two physicians, there was a possibility that 

some would be assessed by a single physician. In such a case, the patient records assessed twice would 

contribute more mass to the accuracy calculations than the others. To remedy this, we averaged true 

positives, false positives, and false negatives for each patient record which had multiple assessments, and 

showed these averages in the confusion matrix (see below) and also used them in calculating the accuracy 

metrics.  

Factors Influencing Physicians’ Ratings 

We further analyzed the assessment data to identify factors that may have influenced the individual scale 

ratings of P, W, and E as well as the difference between W and E ratings. To this end, we determined the 

Pearson correlation coefficient between the ratings and the data we collected through the Web 

application (Figures 2a through 2c). Only the data that was directly measured and their normalized values 

(with respect to certain relevant measures such as the number of problems in a list, as will be discussed 

later) were considered, which were: 

• Number of problems physicians missed but Watson found (and by each “importance” category) 

• Number of correct (true positives) and incorrect (false positives) problems in E, as determined by 

physicians 

• Number of problems missing (false negatives) from E, relative to P 

• Number of correct (true positives) and incorrect (false positives) problems in W, as determined 

by physicians, and incorrect problems of each type (i.e. “too general”, “transient/resolved”, or 

“non-problems”) 

Free-Text Write-In Comments 

At the end of each assessment, physicians were asked to optionally respond to the following open ended 

questions using free-text comments:  

1. Please identify one thing that you like about the Watson generated problem list 

2. Please suggest one improvement for the Watson generated problem list  

Physicians were given an option to enter the free-text responses to the questions in the Web application. 

Two of the authors (MVD and NM) identified common themes among the comments, and for each of the 

themes, 1-2 insightful and representative comments were selected and reported here. 

Results 

Among the ten physicians approached for the study, five attending physicians completed assessment of 

all five of their assigned patient records, one chief resident completed two of the five assigned patient 

records, and the remaining four senior residents did not complete any reviews. As a result, we obtained 

a total of 27 assessments from 6 participants, where an assessment means a participant completing all 

the required steps described above for a patient record. Twelve records were assessed by two participants 

and three records were assessed by only one participant each. The experiment resulted in evaluations of 

732 Watson generated problems and 444 problems in the existing EHR patient records. 

Hypothesis Test Results 

Results of the pairwise comparison of the scale ratings using the Wilcoxon signed-rank test are shown in 

Figure 3 and Figure 4. As expected, physicians rated their own list (P) significantly higher than the Watson 

generated problem list (W) and the existing manually entered problem list (E). However, participants also 
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rated W significantly higher than E. The mean (standard deviation) of scale ratings of P, W, and E were 8.4 

(1.2), 7.4 (1.6) and 5.8 (2.5), respectively. All pairwise comparisons between the three groups (P-W: 

p=0.005; P-E: p<0.0001 and W-E: p=0.02) were significant. Out of the 15 patient records, when compared 

to the existing manually entered problem list, the Watson generated problem list was rated higher in 10 

cases, the same in two cases, and lower in three cases.  

 
 

Figure 3. Pairwise comparison of physicians' 

problem list ratings shown as density functions. 

Figure 4. Pairwise comparison of physicians' 

problem lists ratings shown as a stick diagram and 

with mean values 

Problems Missed 

Watson identified an average of 4.33 problems per assessment which physicians missed and were 

subsequently rated by them as ‘important’ or ‘very important’. In total, physicians missed 117 important/ 

very-important problems in the study. They missed at least one important or very-important problem that 

Watson identified, in 24 assessments out of 27 (Table 1). 

Table 1. Problems missed in the physicians' problems lists (total assessments = 27) 

Problem Importance 

as identified by 

physicians 

Number (%) of 

assessments with 

missed problems 

Number of problems 

missed 

Average number of 

problems missed 

Very Important 13 (48%) 29 1.07 

Very Important or 

Important 
24 (89%) 117 4.33 

 

Watson Accuracy 

Table 2a shows the confusion matrix for the Watson problem list accuracy analysis and Table 2b shows 

the accuracy metrics -- recall, precision, and F scores. The false positives are larger than the false negatives 

by nearly 3 times in the confusion matrix. This result is a consequence of configuring Watson to optimize 

on recall even at the cost of additional “noise” in the problem list (i.e. reduction in precision). This is also 
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reflected in the F scores, where the F2 score (0.799) is substantially higher than the F1 score (0.740). Using 

the same gold standard, the accuracy metrics for P (the physician’s own list) are recall of 0.67 and precision 

of 1.0 (follows from the gold standard definition), which translates to F1 of 0.79 and F2 of 0.71. 

 

Table 2a. The confusion matrix for the Watson 

problem list accuracy analysis, showing true 

positives, false positives, and false negatives. 

 

 

Table 2b. Watson problem list accuracy analysis from 

this assessment; Results from the previous study [20] 

are provided for comparison purposes 

 

 

 

Factors Influencing Physicians’ Ratings 

Table 3 shows factors correlated with the scale ratings, and all correlations shown are statistically 

significant at p<0.01. The following list summarizes the highest correlation factors for each of the scale 

ratings of interest: 

• Physician’s own list ratings (P): 

o Has the highest negative correlation (-0.63) with the number of “very important" 

problems missed in P relative to W, however, when this factor is normalized with respect 

to the number of problems in P, the correlation weakens to -0.49 

• Watson list rating (W): 

o Has the strongest negative correlation (-0.65) with Watson false positives due to 

“transient/resolved” problems (relative to P), and when normalized with respect to the 

number of problems in W, a similar correlation is observed with the total Watson false 

positives (-0.65) 

• Existing EHR list rating (E): 

o Has the strongest negative correlation with the false negatives in E, relative to P, whether 

the raw scores are considered (-0.77) or the false negatives are normalized with respect 

to the number of problems in P (-0.87) 

• The difference between Watson list and existing EHR list ratings (W – E): 

o Has the strongest positive correlation with the false negatives in E, relative to P, whether 

the raw counts are considered (0.85) or the normalized false negatives are considered 

(0.75) 

Therefore, the significant results here are the strong correlations between the Watson rating and the 

Watson false positives and between the Watson and existing EHR ratings difference and the false 

negatives in E. 
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Free-text Write-in Comments 

Twenty-one out of 27 assessments had free-text responses for the question, please identify one thing that 

you like about the Watson generated problem list, and 23 out of 27 assessments had free-text  

Table 3. Factors correlated with the problem lists ratings 

 

responses to the question, please suggest one improvement for the Watson generated problem list. The 

following seven common themes were observed in the comments: 

1. Watson found diagnoses that physician had missed 

2. Watson was very complete/thorough 

3. Watson supported clinical reasoning 

4. Watson listed a diagnosis that was not well supported 

5. Watson list was broad and included redundant and non-active problems 

6. Watson missed diagnoses 

7. Natural language processing errors in Watson 

Tables 4a and 4b show insightful and representative comments for each of the themes, as entered by the 

physicians. The comments suggest that physicians like Watson’s thorough analysis of the patient record 

(which results in identifying problems they sometimes miss) and its potential impact on patient care. The 

comments also suggest what should be improved in Watson’s problem lists, e.g. reducing redundancy, 

filtering out non-problems, avoiding poorly supported problems, and improving natural language 

processing. 

Discussion 

This study of automatically generated Watson problem lists suggests that cognitive computing systems 

can generate problem lists which physicians find more useful than the manually maintained EHR problem 

lists. By using natural language processing, machine learning, information extraction, and other advanced 
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analytics on a longitudinal patient record, Watson was able to generate a more complete and useful 

problem list.  

Table 4a. Physician's free-text response to what they liked about the Watson generated problem list. 

 

Table 4b. Physician's free-text response to what should be improved in the Watson generated problem list. 

 

The fact that physicians missed several important problems is an indication that the problems that were 

identified by Watson may be of potential importance. Necessary facts are not well organized in a 

commercial EHR system for easy access, and humans tend to perform poorly when the task requires 

foraging through a long and poorly organized patient record. The task is not only tedious and time 

consuming, but also requires significant expertise (and even a dialog among experts). There is a clear need 

to free physicians from this laborious task while allowing them to verify and validate the outcome of an 

automated system. Therefore, Watson problem list generation may complement physicians’ efforts by 

identifying important problems which they might otherwise overlook. 
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There is an indication that the number of incorrect problems, especially the transient or resolved 

problems, produced by Watson has negatively impacted physicians’ perception of its usefulness. While 

improving the Watson algorithms has the potential to decrease this number, Watson can also be 

configured to reduce the number of incorrect problems at the risk of missing some problems. As described 

in the earlier report [20], Watson uses a threshold to filter out non-problems from (what Watson considers 

as) true problems. This threshold can be set to maximize the F2 score (recall-oriented) or the F1 score 

(recall-precision balanced). For this study, we configured the threshold to maximize F2, with the 

assumption that it is easier for physicians to reject non-problems presented to them than to search for 

true problems buried in the vast amount of data. Physicians seem to react negatively to this increased 

noise level and it is a topic for further investigation.   

The existing EHR problem list rating is negatively correlated with the number of true problems missing 

from it relative to the physicians’ own list, in other words, poor recall is less useful from the physicians’ 

perspective. This may explain why most physicians are reluctant to rely on the EHR problem list [7]. It is 

important to note that while Watson’s rating is negatively influenced by lower precision (even at higher 

recall), the EHR problem list rating is negatively influenced by its poor recall.  

The difference between the Watson and EHR problem list ratings is highly, positively correlated with the 

number of true problems missing from the EHR problem list (relative to the physicians’ own list). This 

result, at least in part, explains why physicians rated the Watson problem list more useful than the EHR 

problem list – the Watson problem list includes more true problems than the EHR problem list.  

It is instructive to explore how the Watson accuracy measured here compares with the results based on 

the gold standard developed from the previously reported method [20], where the gold standard was 

developed involving multiple experts, subsequent adjudication of their work, and final vetting based on 

the Watson output. Watson list accuracy is somewhat higher in this study than in the previous study, but 

they are relatively close, in spite of significant differences in the data set size and the gold standard 

creation approach.  

The physicians’ free-text responses explain and support several observations from the data discussed so 

far. Positive comments about Watson’s thoroughness in problem list generation are consistent with the 

fact that physicians sometimes missed true problems (and could be helped by Watson) and with the high 

recall of the Watson problem list in the accuracy analysis. Their concerns about the redundancy, non-

problems and so on in the Watson problem list are also reflected in the negative correlation between 

Watson’s false positives and Watson’s 10-point scale score, and in the relatively lower precision 

(compared to the recall) of the Watson problem list in the accuracy analysis. 

Conclusions 

Physicians are burdened with the task of assimilating vast amounts of information in the EHR systems. 

Despite spending a lot of time and effort, and in spite of their best intentions, they tend to miss important 

problems. The existing problem lists in patient records are inaccurate and maintenance of the problem 

lists is not currently a part of the physician workflow. An accurate problem list can have significant benefits 

and a cognitive computing system can automatically present problems for physicians to verify and 

validate. Physicians clearly value the ability to identify important problems.  Therefore, incorporating such 

a cognitive computing system into the workflow can improve the accuracy of problem lists, will be well 

received by physicians, and may improve patient care.  
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Summary Points 

What was known before this study? 

• The structured and unstructured data (plain text clinical notes) of a longitudinal patient record 

contain valuable information about a patient’s medical status and treatment, and NLP can be used 

successfully to extract various medical concepts, assertions, and relations about them using the 

UMLS® Metathesaurus® of biomedical concepts. 

• While a patient’s medical problem list can be at the core of successful management and 

treatment, maintaining a correct problem list remains a challenge, and as a consequence, 

physicians don’t rely on the problem list in a patient record. 

• A natural language processing method can identify a patient’s medical problems from a pre-

specified list of 80 problems with improved sensitivity. 

What did this study add to the body of knowledge? 

• Physicians found the IBM Watson generated problem list more useful than an existing manually 

entered EHR problem list. 

• Physicians miss important problems when creating their own list, as the task of reviewing a patient 

record can be tedious and error prone. 

• Physicians perceive the existing EHR problem list poorly because of missing important problems. 

• Cognitive computing systems can be a foundation for clinical decision support and have the 

potential to improve the quality of patient care. 
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Appendix: An Overview of the IBM Watson Problem List Generation Method 

 

IBM Watson problem list generation is a binary classification method that uses supervised machine 

learning. The goal is to identify a patient’s diseases/syndromes, major unresolved symptoms, and 

significant procedures that require medical care and management. It starts with an automatically 

identified subset of UMLS concepts from clinical notes of a patient record as potential candidate 

problems, and proceeds to classify them as true problems or non-problems. The UMLS subset includes 

any mentioned concept in the clinical notes belonging to the UMLS Disorders semantic group and a few 

belonging to the Procedures, Physiology, and Living Beings semantic groups, subject to there being a 

mapping to a concept in the CORE subset of SNOMED CT. The machine learning model is trained on a gold 

standard manually created by medical experts using de-identified patient records from Cleveland Clinic.   

Candidate Problems Identification 

In Watson, UMLS medical concepts are identified in all parts of a patient record – both in the plain text 

clinical notes and in the remaining semi-structured clinical data – resulting in terms (words and phrases) 

in a patient record being assigned one or more Concept Unique Identifiers (CUIs) from the UMLS 

Metathesaurus. Using the context around a term is often necessary to obtain a CUI that represents the 

concept more accurately, because the CUI and the term spaces are large and the mapping is many-to-

many. In addition to the standard NLP and UMLS lookup, we use additional contextual and sentence 

structural information to obtain a better mapping. A numerical score indicates how confident Watson is 

that a CUI represents the original term, and the score is used as a feature in problem list generation.  As 

a result of CUI mapping, the terms are also categorized into semantic groups, e.g. as Disorders, Chemicals 

& Drugs, Procedures, etc. Each of these groups is further subcategorized, for example, Disorders are sub-

grouped as Diseases or Syndromes, Signs or Symptoms, Findings, and others. Once one or more CUIs for 

a concept are identified, the CUIs are then mapped to a SNOMED CT CORE concept. If there is no exact 

match, we climb the UMLS hierarchy until the closest parent or a sibling concept, that is also a SNOMED 

CT CORE concept, is reached. This set of SNOMED CT CORE concepts identified from the clinical notes 

forms the candidate problem list.  

For a typical patient record, usually a few hundred candidate problems are identified. When compared to 

the final list, the problems generated in the first step would have high recall (~90%) but poor precision 

(~10%). The subsequent steps attempt to improve precision of the problem list without substantial loss 

of recall. 

Features and Feature Extraction 

In the second step, the method produces feature values for use in the machine learning model. We 

manually engineered a large number of features which can be broadly categorized as lexical, clinical, 

frequency-based, structural, and temporal. At this time, we use 260 features, some of which are expanded 

further from multi-valued categorical features to binary valued one-hot-vectors depending on the 

classification method (e.g. support vector machines). However, our present preferred classification 

method, Alternating Decision Trees, selects the most informative features among these during the 

training step, and currently consists of 31 features. The feature categories are described below using 

sample features. The key features of the current ADT model are listed in Table A-1.  
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Table A-1. Key features of the Watson problem list generation model 

 

Lexical Features 

Standard TF (term frequency) and TF-IDF (term frequency multiplied by the inverse document frequency) 

are examples of lexical features we use. TF-IDF reflects how important a term is to a document in a corpus. 

In our case, a term is a candidate problem. Depending on the goal, a document can be a clinical note or 

an entire patient record. When generating the problem list for a patient, an entire patient record is the 

document and the collection of all patient records is the corpus. When deciding which is a relevant note 

to a selected problem, the clinical note becomes the document and a patient record becomes the corpus.  

Unlike a normal text document, a patient record is a longitudinal record and therefore, more recent notes 

are likely to better represent the patient’s medical problems. Also, each note in the patient record has 

implicit sections, and so a concept (e.g. hypertension) appearing in different sections (e.g. family history 

vs. assessment and plan) may have different implications. Because of this, in addition to calculating TF at 

the patient record level, TF is also calculated for each note section, assertion type (e.g. negation, family 

history, hypothetical), and for different time periods (e.g. last 3 months, 6 months, and one year). 

Clinical Features 

The terms in the patient record’s semi-structured data are also mapped to UMLS concepts so that we can 

use the UMLS relations on these terms. Medications turned out to be one of the most important features, 

whereas the lab tests, results, and procedure orders seemed to be less useful. The first reason is that the 

medication names are relatively standardized and UMLS concepts can be reliably found for them. But, 

labs and procedures are often specified in institution-specific abbreviations instead of standardized terms 

or codes, such as CPT and LOINC, and are therefore harder to accurately map to UMLS concepts. Second, 

medications are prescribed to treat problems, while lab tests and procedures are often ordered to explore 

diagnosis of a problem and extensive domain knowledge is needed to interpret their results. The relation 

between a medical problem and a medication is obtained from an ensemble of techniques including 
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distributional semantics, UMLS relationships, and data mining of structural (coded) data from millions of 

patient records (details beyond the scope of this Appendix). 

Frequency Features 

Problem frequency in the general population can be thought of as the prior probability that the patient 

may have it. Two sources of the frequency are used as features in our model. The first is the SNOMED CT 

CORE usage, which represents the frequency in a broad population. The second is the problem frequency 

in the diagnosed problems (as ICD-9 codes) in our collection of patient records (about 1,000).  

Structural Features 

A disorder such as “diabetes mellitus” appearing in the Assessment and Plan part of a physician’s progress 

note is a much stronger indicator that it is indeed a medical problem for the patient, than the same 

concept detected in the family history part of a nursing note. Therefore, the section in which a disorder is 

mentioned in a clinical note and the note type are two useful features. Since clinical notes are 

unstructured plain text, IBM Watson detects the logical sections of a note with a learned SVM classifier 

combining regular expressions, heuristic rules, and n-grams as features. Note type is an optional metadata 

and is often missing, so the note type is determined using a supervised maximum entropy classifier that 

is based on several medical and lexical features from the note text and (available) metadata features. 

These structural features are combined with term-frequencies to weight each occurrence, as explained 

earlier in the lexical features section. 

Temporal Features 

The span of a patient record varies from a single day to several decades. Most temporal features in our 

experiments are normalized to prevent bias towards longer patient records, but the absolute value is also 

used to define certain features, e.g. note recency, where the recency is defined as the number of days 

from the latest patient contact. 

Temporal data is used in three ways. First, it is used as features directly. Temporal features considered 

include the first and last mention of a problem, the duration of a problem, and other statistics that capture 

the characteristics of distribution of the occurrences. Second, it is used to align semi-structured data and 

structured data, e.g. a medication prescribed before a problem is mentioned in a note is not considered 

as evidence to the problem. Third, temporal data is used to divide notes into bins on the timeline so that 

frequency can be counted by intervals, e.g. TF in recent notes vs. TF in earlier notes. 

Model 

We used the Alternating Decision Tree (ADT) technique for its accuracy and clarity of the decision process. 

We formulated the problem list generation as a binary classification problem, i.e., for each candidate 

problem in a patient record, the task is to classify it as a problem or a non-problem. We initially used an 

SVM model with polynomial kernel, but soon favored the more human interpretable model. As the gold 

standard is expensive to develop and the training data is limited, knowledge coming from the domain 

experts and error analyses becomes critical to success – and both benefit from models that output a 

human understandable decision process. The decision tree and the association rules-based classifiers 

generate models close to the way medical experts think, at the cost of usually lower accuracy. We 

observed performance similar to our earlier SVM model by using ADT, which outputs an option tree but 

has its root in boosting. The basic implementation of ADT uses a decision stump as the base learner and 

adaptive boosting to grow the tree iteratively. During a boosting iteration, ADT adds a splitter node and 
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corresponding prediction nodes to extend one of the existing paths in the tree. The scores associated with 

the prediction nodes are obtained from the rules. 

 

Figure A-1. The first two levels of the Watson problem list ADT model. 

 

Model parameters are selected using 10-fold cross validation. The number of iterations of ADT is set to 

40 (from the ROC and the Recall-Precision graphs), and the score threshold is set to 0.5, to maximize the 

training F2-measure. A subset (some branches are omitted after the first two levels) of the tree generated 

by our model is shown in Figure A-1. The top level features in Figure A-1 are all intuitive – but it is 

important to understand that they are not necessarily the most important features to determine whether 

a candidate problem is, in fact, a patient’s active problem – they simply work better for the easy instances. 

Some less intuitive features also shed some light on how clinical notes are written. For example, it is a 

positive indicator if a problem appears in the first section of a clinical note, regardless of what the section 

is. This is because many clinical notes start by stating the patient’s active concerns. Another example is 

the first mention date because a patient’s past medical history is often carefully documented in his/her 

first visit to the hospital. 

We note that (as reported in our previously published article) the number of candidate problems 

generated per patient record, across 399 patient records used in model training and testing, exhibit a 

nearly normal distribution, with an average of 135 candidate problems and a standard deviation of 33. 

The machine learning model reduces these candidate problems to an average of nine final problems, a 

reduction by over 93%. 

Gold Standard for Training and Testing the Model 

As there is no publicly available gold standard for problem lists, we developed a gold standard of our own, 

which is used for training and testing the Watson model. The process involved two fourth-year medical 

students reviewing each de-identified patient record and each student independently creating a problem 

list for the patient record. Then, an MD reviewed and adjudicated any differences between the students’ 

problem lists. Inter-annotator agreement and further analysis of Watson generated problem lists for the 

patient records showed that even these lists can be improved further. So, for each patient record in the 

gold standard, the Watson generated problem list is compared with the adjudicated problem list, and any 

differences are further reviewed by the students and the MD. After this last step of vetting, the 

adjudicated problem lists are considered as the final gold standard. The gold standard problem lists are 

coded in the SNOMED CT CORE subset. 


