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#### Abstract

We study network security games arising from placing checkpoints on a set of arcs to intercept every path between two distinguished nodes $s$ and $t$. First we study a two-person zero-sum game where one player, the attacker, chooses a set of arcs that intercepts every path from $s$ to $t$, then a second player, the inspector, chooses an arc to inspect trying to find the attacker. We give combinatorial polynomial algorithms to find optimal strategies for both players. Here the Nash-equilibrium payoff gives a measure of the resilience of the network to this type of attack.

Then we study a study a cooperative game where every player controls an arc and is able to place a checkpoint on it. We also assume that there is an adversary trying to travel from $s$ to $t$. The value of a coalition $S$ is the maximum number of disjoint st-cuts included in $S$. This is the number of independent ways that a coalition can use to intercept every path between $s$ and $t$. We assume that if the adversary crosses a checkpoint it will be detected with some probability, thus a coalition having different independent ways to intercept every st-path has a higher probability of success than a coalition that can intercept in only one way. We give polynomial combinatorial algorithms for testing membership to the core and for computing the nucleolus. This analysis shows which are the most important locations to put checkpoints.


## 1. Introduction

For a directed graph $G=(V, A)$ with two distinguished nodes $s$ and $t$, we study network security games arising from placing checkpoints on a set of arcs to intercept every path from $s$ to $t$. This type of games relates to the security of communication and transportation networks. Here we study first a two-person zero-sum game. Two-person zero-sum games in a network have been studied in [26], [1] and [15]. The first paper presents a game where a player picks a path from $s$ from $t$, and a second player picks an arc trying to intercept the first player. The other two papers deal with a game where a player picks a spanning tree in a network, and a second player picks an edge trying to intercept the first player. The interception probability gives a measure of the network's security. In our case we assume that one attacker chooses a set of arcs that intercept every path from $s$ from $t$, then a second player, the inspector, picks an arc trying to find the attacker. Here the probability of success gives a measure of the resilience of the network to this type of attack. Also the structure of both players strategies gives insight on their expected behavior. We give polynomial combinatorial algorithms to find optimal strategies for both the attacker and the inspector. We call this the Network Interception Game.

Next we study a cooperative game where each agent controls an arc of the network and is able to place a checkpoint at it, also we assume that there is an adversary trying

[^0]to travel from $s$ to $t$. If the adversary crosses a checkpoint there is no certitude that she will be detected, but there is a probability of detection, thus she might be able to cross several checkpoints before being detected. The value of a coalition $S \subseteq A$ is the maximum number of disjoint st-cuts included in $S$. This is the number of independent ways that the coalition can use to intercept every st-path. Thus a coalition having different independent ways to intercept every $s t$-path has a higher probability of success than a coalition that can intercept in only one way. We call this the Network Disconnection Game. We give polynomial combinatorial algorithms for testing membership to the core and to compute the nucleolus of this game. This analysis shows which are the most important locations where to place checkpoints. This game is in some sense dual to a flow game studied in [16], where the value of a coalition $S \subseteq A$ is the maximum number of disjoint st-paths included in $S$. The core of this flow game has been studied in [16], and the nucleolus has been studied in [7] and [21]. This game is also related to Path Disruption Games (PDG) that have been introduced in [3] and [2]. In this case the value of a coalition is one if it controls a set of arcs whose removal disconnects $s$ and $t$, and the value is zero otherwise. For PDG a polynomial algorithm to compute the $\epsilon$-core was given in [2].

Other references for the study of combinatorial games are [19] and [8]. Other work on the nucleolus of combinatorial games appears in [25], [13], [17], [10]. See also the surveys [5] and [6].

This paper is organized as follows. In Section 2 we give some notation and review some network flow techniques. In Section 3 we study the Network Interception Game. In section 4 we study a cooperative Network Disconnection Game. In Section 5 we discuss some extensions of this work.

## 2. Preliminaries

Here we define some notation and recall some results from Network Flows. All this material will be used in the following sections. A reference for Network Flows theory is [23].

Let $G=(V, A)$ be a directed graph, for $S \subseteq V$, we denote by $\delta^{+}(S)$ the set $\delta^{+}(S)=$ $\{(u, v) \in A \mid u \in S, v \notin S\}$, also $\delta^{-}(S)=\delta^{+}(V \backslash S)$. If there are two distinguished vertices $s$ and $t$, for a set $S \subset V$, with $s \in S, t \notin S$, the set of $\operatorname{arcs} \delta^{+}(S)$ is called an $s t-c u t$. We use $\delta^{+}(u)\left(\right.$ resp. $\left.\delta^{-}(u)\right)$ instead of $\delta^{+}(\{u\})$ (resp. $\delta^{-}(\{u\})$ ).

An $s t$-path is a sequence of $\operatorname{arcs}\left(u_{1}, u_{2}\right),\left(u_{2}, v_{3}\right), \ldots,\left(u_{k-1}, u_{k}\right)$, where $s=u_{1}, u_{k}=t$, and all nodes $\left\{u_{i}\right\}$ are distinct.

For a set $S \subseteq A$, its incidence vector $x^{S} \in \mathbb{R}^{A}$ is defined by $x^{S}(a)=1$ if the $\operatorname{arc} a \in S$, and $x^{S}(a)=0$ otherwise.

For a vector $x \in \mathbb{R}^{A}$ and for $S \subseteq A$, we use $x(S)$ to denote $x(S)=\sum_{a \in S} x(a)$. For a graph $G=(V, A)$ we use $n$ to denote $n=|V|$, and $m$ to denote $|A|$.
2.1. Shortest paths and cut packings. We need a linear programming formulation of the shortest path problem, as follows. Let $B$ be a matrix whose rows are the incidence vectors of all st-cuts. For a weight function $w: A \rightarrow \mathbb{R}_{+}$consider the linear program
below

$$
\begin{align*}
& \min w x  \tag{1}\\
& B x \geq 1  \tag{2}\\
& x \geq 0, \tag{3}
\end{align*}
$$

its dual is

$$
\begin{align*}
& \max y 1  \tag{4}\\
& y B \leq w  \tag{5}\\
& y \geq 0 \tag{6}
\end{align*}
$$

For the primal problem there is a variable $x(u, v)$ for each arc $(u, v)$. For the dual problem there is a variable $y_{C}$ for each st-cut $C$. This can be solved with the following primal-dual version of Dijkstra's algorithm [9].

## Dijkstra's Algorithm

Step 0. Set $d=w, S=\{s\}, x(u, v)=0$ for all $(u, v) \in A, y_{C}=0$ for each st-cut $C$.
Step 1. Let $(k, l)=\operatorname{argmin}\left\{d(u, v) \mid(u, v) \in \delta^{+}(S)\right\}$.
Set
$\operatorname{predecesor}(l)=k$,
$y_{C}=d(k, l)$, with $C=\delta^{+}(S)$.
$d(u, v) \leftarrow d(u, v)-y_{C}$, for all $(u, v) \in C=\delta^{+}(S)$,
$S \leftarrow S \cup\{l\}$.
Step 2. If $l \neq t$ go to Step 1.
If $l=t$, use the predecessors to retrace a path from $s$ to $t$, set $x(u, v)=1$, for each $\operatorname{arc}(u, v)$ in this path, and stop.

At the end, the set of arcs $(u, v)$ with $x(u, v)=1$, form a directed path from $s$ to $t$, so $x$ satisfies (2)-(3). At every iteration the algorithm produces a vector $y$ that satisfies (5)-(6). It is easy to see that the vectors $x$ and $y$ satisfy the complementary slackness conditions of Linear Programming, this proves the optimality of $x$ and $y$.

The dual problem (4)-(6) gives a maximum packing of st-cuts with arc-capacities $w$. Notice that if the weights $w$ are integer, then the dual vector $y$ produced by this algorithm is also integral. So in particular if $w$ is the vector of all ones, the primal solution gives an st-path of minimum cardinality, and the dual solution gives the maximum number of disjoint st-cuts contained in $A$. This will be used in Sections 3 and 4 .

This algorithm also shows that the extreme points of the polyhedron defined by (2)-(3) are the incidence vectors of all st-paths.
2.2. A network flows formulation. Assume that $w(a)>0$ for all $a \in A$. Then the set of optimal solutions of (1)-(3) corresponds to the set of optimal solutions of the network
flows problem below.

$$
\begin{align*}
& \min \sum w(u, v) x(u, v)  \tag{7}\\
& x\left(\delta^{-}(v)\right)-x\left(\delta^{+}(v)\right)= \begin{cases}-1 & \text { if } v=s, \\
0 & \text { if } v \neq s, t \\
1 & \text { if } v=t,\end{cases}  \tag{8}\\
& x(u, v) \geq 0 \quad \text { for all }(u, v) \in A . \tag{9}
\end{align*}
$$

Let $A_{0}$ be the set of arcs $(u, v)$ with $x(u, v)=0$, for every optimal solution of (7)-(9). Then the set of optimal solutions is defined by the system below. This will be used in Section 4.

$$
\begin{align*}
& x\left(\delta^{-}(v)\right)-x\left(\delta^{+}(v)\right)= \begin{cases}-1 & \text { if } v=s, \\
0 & \text { if } v \neq s, t, \\
1 & \text { if } v=t,\end{cases}  \tag{10}\\
& x(u, v) \geq 0 \quad \text { for all }(u, v) \in A,  \tag{11}\\
& x(u, v)=0 \quad \text { for all }(u, v) \in A_{0} . \tag{12}
\end{align*}
$$

2.3. Network flows feasibility. In the next sub-section we need a way to decide if the system below has a solution.

$$
\begin{aligned}
& x\left(\delta^{-}(v)\right)-x\left(\delta^{+}(v)\right)=b(v), \text { for all } v \in V, \\
& x(u, v) \geq 0 \quad \text { for all }(u, v) \in A
\end{aligned}
$$

Here we have a directed graph $G=(V, A), b: V \rightarrow \mathbb{R}$, and we assume that $\sum_{v} b(v)=0$. Let $b^{+}(v)=\max \{b(v), 0\}$, and $b^{-}(v)=\max \{-b(v), 0\}$, for each $v \in V$. To test if the system above has a solution, we add two nodes $s$ and $t$. Then for each node $v$ with $b(v)<0$, we add an arc $(s, v)$ with capacity $b^{-}(v)$, and for each node $v$ with $b(v)>0$ we add an arc $(v, t)$ with capacity $b^{+}(v)$. We give infinite capacity to all original arcs. Then we look for a maximum flow from $s$ to $t$.

Let $\alpha=\sum_{v} b^{+}(v)=\sum_{v} b^{-}(v)$. If the flow value is $\alpha$, then there is a solution, otherwise there is a minimum cut whose capacity is less than $\alpha$. Now we have to discuss the structure of this cut. The cut is $\delta^{+}(S \cup\{s\})$, where $S \subset V$. Its capacity is

$$
b^{+}(S)+b^{-}(T)=b^{+}(S)+\alpha-b^{-}(S)=\alpha+b(S)<\alpha,
$$

where $T=V \backslash S$. Thus $b(S)<0$, and since we obtained a minimum cut, we have a set $S \subset V$ with $\delta^{+}(S)=\emptyset$ and such that $b(S)$ is minimum. This will be used in the next sub-section. A maximum flow and a minimum cut can be found in $O\left(n m \log \left(n^{2} / m\right)\right)$ time, see [12] and [23].
2.4. Parametric flows. In Section 4 we will need to find the maximum value of $\lambda$ so that the system below has a solution.

$$
\begin{aligned}
& x\left(\delta^{-}(v)\right)-x\left(\delta^{+}(v)\right)=b(v)+\lambda d(v), \text { for all } v \in V, \\
& x(u, v) \geq 0 \quad \text { for all }(u, v) \in A .
\end{aligned}
$$

Here we have a directed graph $G=(V, A), b: V \rightarrow \mathbb{R}, d: V \rightarrow \mathbb{R}$. We assume that $\sum_{v} b(v)=0, \sum_{v} d(v)=0$, and that for $\lambda=0$ the system is feasible. We also assume that we know a large value $\lambda_{M}$ such that the system is infeasible.

In general if the system is infeasible for some value $\bar{\lambda}>0$, we have seen in the previous sub-section that there is a set $S \subset V$ with $\delta^{+}(S)=\emptyset, b(S)+\bar{\lambda} d(S)<0$. Since the system is feasible for $\lambda=0$, we should have $b(S) \geq 0$, and $d(S)<0$. To have feasibility, we should impose $b(S)+\lambda d(S) \geq 0$, or $\lambda \leq b(S) /(-d(S))$. Thus

$$
\begin{equation*}
\lambda=\min \frac{b(S)}{-d(S)}, \tag{13}
\end{equation*}
$$

where the minimum is taken among all sets $S \subset V$, with $\delta^{+}(S)=\emptyset$ and $d(S)<0$. This minimum can be found with Newton's algorithm below, [22].

## Newton's method

Step 0. Set $\lambda=\lambda_{M}$.
Step 1. Find $\bar{S}=\operatorname{argmin}\{b(S)+\lambda d(S)\}$, with $S \subset V, \delta^{+}(S)=\emptyset$ and $d(S)<0$.
Step 2. If $b(\bar{S})+\lambda d(\bar{S})<0$, then update $\lambda$ as

$$
\lambda=\frac{b(\bar{S})}{-d(\bar{S})}
$$

and go to Step 1.
Otherwise $b(\bar{S})+\lambda d(\bar{S})=0$, and we stop.
The set $\bar{S}$ in Step 1 can be found using a minimum cut algorithm, as seen in Subsection 2.3. Newton's method has been analysed in [22]. It is easy to show that if $S_{1}, \ldots, S_{k}$ is the sequence of sets produced, then $\left|d\left(S_{i}\right)\right|>\left|d\left(S_{i+1}\right)\right|$, for $i=1, \ldots, k-1$, see [4] for instance. Thus if $|d(S)| \leq m$, for each set $S \subset V$, and $d$ is integer valued, then Newton's method takes at most $m$ iterations, recall that $m=|A|$.

## 3. A zero-sum game

Consider an attacker that tries to intercept all paths from $s$ to $t$. We assume that he concentrates on intercepting the arcs in an st-cut. So for each st-cut $C$, the attacker will choose it with probability $y_{C}$. The network owner (the inspector), has to develop an inspection strategy. He inspects an arc $a$ with probability $x_{a}$. If the inspector is at arc $a$, there is a probability $p_{a}$ of detecting the attacker if the latter is at arc $a$. The inspector has to find a probabilistic arc-inspection strategy which maximizes the average probability of detecting the attacker. The attacker has to find a cut-selection strategy that minimizes the average probability of being detected. This probability gives a measure of the resilience of the network to this type of attack. Von Neumann's classic Minimax Theorem [20] shows the existence of a Nash-equilibrium for this type of games. This can be computed by solving a linear program. One difficulty here is that this linear program has an exponential number of variables, that could be treated with the ellipsoid method [14]. Here we show that there is no need for such an impractical algorithm like the ellipsoid method, namely Dijkstra's algorithm gives a way to compute both strategies. We call this the Network Interception Game.

Let $P$ a diagonal matrix that contains the probabilities $\left\{p_{a}\right\}$, and $x$ a row vector, then $x P$ is a row with components $\left\{x_{a} p_{a}\right\}$. Let $D$ be a matrix whose columns are the incidence vectors of all st-cuts, and $y$ a column vector whose components are $\left\{y_{C}\right\}$. Then $D y$ is a column whose component associated with an $\operatorname{arc} a$ is the probability that the attacker
will be at arc $a$. Thus $x P D y$ is the probability that the attacker will be detected. Thus we concentrate on the following two-person game:

$$
\begin{align*}
& \max _{x} \min _{y} x P D y  \tag{14}\\
& \sum x_{a}=1  \tag{15}\\
& \sum y_{C}=1  \tag{16}\\
& x \geq 0  \tag{17}\\
& y \geq 0 \tag{18}
\end{align*}
$$

If we fix $y$ we have

$$
\begin{align*}
& \max _{x} x P D y  \tag{19}\\
& \sum_{x \geq 0} x_{a}=1,  \tag{20}\\
& x \geq 0 . \tag{21}
\end{align*}
$$

And its dual is

$$
\begin{align*}
& \min _{\mu} \mu  \tag{22}\\
& \mu \geq p_{a} \sum\left\{y_{C} \mid a \in C\right\} \quad \forall a . \tag{23}
\end{align*}
$$

Then (14)-(18) is equivalent to

$$
\begin{align*}
& \min _{\mu, y} \mu  \tag{24}\\
& \mu-p_{a} \sum\left\{y_{C} \mid a \in C\right\} \geq 0 \quad \forall a  \tag{25}\\
& \sum y_{C}=1  \tag{26}\\
& y \geq 0 \tag{27}
\end{align*}
$$

This can be written as

$$
\begin{align*}
& \min _{\mu, y} \mu  \tag{28}\\
& \sum_{y}\left\{y_{C} \mid a \in C\right\} \leq \frac{\mu}{p_{a}} \quad \forall a,  \tag{29}\\
& \sum_{y \geq 0} y_{C}=1 \tag{30}
\end{align*}
$$

Here we are looking for the minimum value of $\mu$ such that there is a packing of stcuts of value one, with arc-capacities $\left\{\mu / p_{a}\right\}$. We assume that the numbers $\left\{1 / p_{a}\right\}$ are rational, and that we have an integer number $\rho$ such that the numbers $\left\{\rho / p_{a}\right\}$ are
integers. Consider the linear program below.

$$
\begin{align*}
& \max \sum_{C} y_{C}  \tag{32}\\
& \sum_{y}\left\{y_{C} \mid a \in C\right\} \leq \frac{\rho}{p_{a}} \quad \forall a  \tag{33}\\
& y \geq 0 \tag{34}
\end{align*}
$$

Here we are looking for a maximum packing of st-cuts with arc-capacities $\left\{\rho / p_{a}\right\}$. This is the dual problem studied in Sub-section 2.1. Thus let $\lambda$ be the value of a shortest st-path with weights $\left\{\rho / p_{a}\right\}$, and let $\bar{y}$ be an optimal solution of (32)-(34). Then if we set $\mu=\rho / \lambda$ and $\hat{y}=(1 / \lambda) \bar{y}$, we have that ( $\mu, \hat{y}$ ) is an optimal solution of (28)-(31).

We have the values for the variables $y$, now we have to find the values for the variables $x$. Let $\mathcal{P}$ be a shortest st-path with arc weights $\left\{\rho / p_{a}\right\}$. We set $\hat{x}(a)=\rho /\left(\lambda p_{a}\right)$ if $a \in \mathcal{P}$, and $\hat{x}(a)=0$ otherwise. Thus

$$
\sum_{a \in A} \hat{x}(a)=\sum_{a \in \mathcal{P}} \hat{x}(a)=\frac{1}{\lambda} \sum_{a \in \mathcal{P}} \frac{\rho}{p_{a}}=\frac{1}{\lambda} \lambda=1
$$

The complementary slackness conditions imply

$$
\sum\left\{\hat{y}_{C} \mid a \in C\right\}=\frac{\mu}{p_{a}} \quad \forall a \in \mathcal{P}
$$

Thus

$$
\hat{x} P D \hat{y}=\sum_{a \in \mathcal{P}} \frac{\rho}{\lambda p_{a}} p_{a} \sum\left\{\hat{y}_{C} \mid a \in C\right\}=\sum_{a \in \mathcal{P}} \frac{\rho}{\lambda p_{a}} p_{a} \frac{\rho}{\lambda p_{a}}=\frac{\rho}{\lambda}=\mu .
$$

This shows that the pair $(\hat{x}, \hat{y})$ is an optimal solution of (14)-(18). Thus we have the following.

Theorem 1. Optimal strategies for both players can be computed in polynomial time. The inspector strategy can be obtained from a shortest st-path with arc weights $\left\{\rho / p_{a}\right\}$. The attacker strategy can be obtained from a maximum packing of st-cuts with arc capacities $\left\{\rho / p_{a}\right\}$.

This theorem not only gives a way to compute the strategies, but also shows the structure of the strategies of both players, this gives insight on their expected behavior.

## 4. A Cooperative Game

Given a directed graph $G=(V, A)$ with two distinguished nodes $s$ and $t$, we assume that each player controls an arc and is able to place a checkpoint on it. We also assume that there is an adversary trying to travel from $s$ to $t$. If the adversary crosses a checkpoint there is no certitude of detecting her, but there is a probability of detection. Thus she might be able to cross several checkpoints before being detected. We define the Network Disconnection Game $(A, \mathbf{v})$, where the characteristic function $\mathbf{v}: 2^{A} \rightarrow \mathbb{R}_{+}$, gives for each coalition $S$, the maximum number of disjoint st-cuts included in $S$. This is the number of independent ways that the coalition $S$ can use to intercept every path from $s$ to $t$. To motivate this definition, notice that a coalition that can intercept every $s t$-path in several independent ways has a higher probability of success than a coalition that can intercept in only one way. The core [11] and the nucleolus [24] of a game are two notions introduced seeking stability, we study their algorithmic aspects below.
4.1. The core. Its definition is based on the following stability condition: No subgroup of players does better if they break away from the joint decision of all players to form their own coalition. Thus the core of this game is the polytope defined below.

$$
\begin{aligned}
& x(A)=\mathbf{v}(A) \\
& x(S) \geq \mathbf{v}(S), \forall S \subseteq A
\end{aligned}
$$

Here $x(a)$ represents the amount paid to player $a$. First we need a simpler description of the core as follows.
Lemma 2. Let $k$ be the length of an st-path of minimum cardinality. Then the core is determined by

$$
\begin{align*}
& x(A)=k,  \tag{35}\\
& x(C) \geq 1, \text { for each st-cut } C,  \tag{36}\\
& x \geq 0 \tag{37}
\end{align*}
$$

Proof. It follows from Dijkstra's algorithm in Sub-section 2.1, that the value of a minimum cardinality $s t$-path is equal to the maximum number of disjoint $s t$-cuts included in $A$, therefore $\mathbf{v}(A)=k$.

Consider now an inequality

$$
\begin{equation*}
x(S) \geq \mathbf{v}(S) \tag{38}
\end{equation*}
$$

for $S \subset A$. Let $\mathbf{v}(S)=q>0$, then $S$ contains $q$ disjoint st-cuts $C_{1}, \ldots, C_{q}$. Thus (38) can be obtained by adding $x\left(C_{i}\right) \geq 1$, for $i=1, \ldots, q$, and $x(a) \geq 0$ for $a \in S \backslash\left(\cup_{i} C_{i}\right)$.

If $\mathbf{v}(S)=0$, then $x(S) \geq 0$ can be obtained by adding $x(a) \geq 0$, for $a \in S$.
Inequalities (36)-(37) correspond to (2)-(3), thus the extreme points of the core are the incidence vectors of all minimum cardinality $s t$-paths. Also any vector $x$ in the core corresponds to a minimum cost flow from $s$ to $t$. The flow costs are all equal to one. We summarise this below.

Theorem 3. The core is also defined by the system

$$
\begin{align*}
& x\left(\delta^{-}(v)\right)-x\left(\delta^{+}(v)\right)= \begin{cases}-1 & \text { if } v=s, \\
0 & \text { if } v \neq s, t, \\
1 & \text { if } v=t,\end{cases}  \tag{39}\\
& x(u, v) \geq 0 \quad \text { for all }(u, v) \in A,  \tag{40}\\
& x(u, v)=0 \quad \text { for all }(u, v) \in A_{0} . \tag{41}
\end{align*}
$$

Here $A_{0}$ is the set of arcs that do not belong to any shortest st-path.
Theorem 4. For the Network Disconnection Game, the core is non-empty if and only if there is a path from s to $t$.
Theorem 5. Given a vector $\bar{x}$, we can test whether $\bar{x}$ belongs to the core in polynomial time.

Proof. To test if $\bar{x}$ satisfies (35)-(37), we have to solve a shortest path problem, and a minimum cut problem.

Alternatively we can test if $\bar{x}$ satisfies (39)-(41). For this we need to identify the set $A_{0}$, this reduces to a sequence of shortest path problems.
4.2. The nucleolus. For a coalition $S$ and a vector $x \in \mathbb{R}^{A}$, their excess is $e(x, S)=$ $x(S)-\mathbf{v}(S)$. A vector $x \in \mathbb{R}^{A}$ with $x(A)=\mathbf{v}(A)$ is called an allocation. The nucleolus is the allocation that lexicographically maximizes the vector of non-decreasingly ordered excesses, cf. [24], thus in this sense, it is the fairest allocation. The nucleolus can be computed with a sequence of linear programs as follows, cf. [18]. First solve

$$
\begin{aligned}
& \max \epsilon \\
& x(S) \geq \mathbf{v}(S)+\epsilon, \quad \forall S \subset A \\
& x(A)=\mathbf{v}(A) .
\end{aligned}
$$

Let $\epsilon_{1}$ be the optimal value of this, and $P_{1}\left(\epsilon_{1}\right)$ be the polytope defined above, with $\epsilon=\epsilon_{1}$, i.e., $P_{1}\left(\epsilon_{1}\right)$ is the set of optimal solutions of the linear program above. For a polytope $P \subset \mathbb{R}^{A}$ let

$$
\mathcal{F}(P)=\{S \subseteq A \mid x(S)=y(S), \forall x, y \in P\}
$$

denote the set of coalitions fixed for $P$. In general given $\epsilon_{r-1}$ we solve

$$
\begin{align*}
& \max \epsilon  \tag{42}\\
& x(S) \geq \mathbf{v}(S)+\epsilon, \forall S \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)  \tag{43}\\
& x \in P_{r-1}\left(\epsilon_{r-1}\right) \tag{44}
\end{align*}
$$

We denote by $\epsilon_{r}$ the optimal value of this, and $P_{r}\left(\epsilon_{r}\right)$ the polytope above with $\epsilon=\epsilon_{r}$. We continue for $r=2, \ldots,|E|$, or until $P_{r}\left(\epsilon_{r}\right)$ is a singleton. Notice that each time the dimension of $P_{r}\left(\epsilon_{r}\right)$ decreases by at least one, so it takes at most $|E|$ steps for $P_{r}\left(\epsilon_{r}\right)$ to be a singleton.

The following lemma gives a simpler formulation of (42)-(44).
Lemma 6. Instead of solving (42)-(44), we can solve
$\max \epsilon$
$x(C) \geq 1+\epsilon$, for each st-cut $C \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$,
$x(a) \geq \epsilon$ for each arc $a \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$, $x \in P_{r-1}\left(\epsilon_{r-1}\right)$.

Proof. Consider $S \subset A$, with $S \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$. First assume that $\mathbf{v}(S)=q>0$, and let $C_{1}, \ldots, C_{q}$ be a set of disjoint $s t$-cuts included in $S$.

If there is at least one of them, $C_{1}$ say, with $C_{1} \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$, then $x(S) \geq \mathbf{v}(S)+\epsilon$ can be obtained as the sum of $x\left(C_{1}\right) \geq 1+\epsilon, x\left(C_{i}\right) \geq 1$ for $i=2, \ldots, q$, and $x(a) \geq 0$ for $a \in S \backslash\left(\cup_{j} C_{j}\right)$.

If $C_{i} \in \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$, for all $i$, then there is an arc $\bar{a} \in S \backslash\left(\cup_{j} C_{j}\right)$ with $\bar{a} \notin$ $\mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$. Then $x(S) \geq \mathbf{v}(S)+\epsilon$ can be obtained as the sum of $x\left(C_{i}\right) \geq 1$ for $i=1, \ldots, q, x(a) \geq 0$ for $a \in S \backslash\left(\cup_{j} C_{j}\right), a \neq \bar{a}$, and $x(\bar{a}) \geq \epsilon$.

If $\mathbf{v}(S)=0$, then there is an $\operatorname{arc} \bar{a} \in S$ with $\bar{a} \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$, then $x(S) \geq \epsilon$ can be obtained adding $x(\bar{a}) \geq \epsilon$, and $x(a) \geq 0$ for $a \in S, a \neq \bar{a}$.

Now we plan to show that to find $\epsilon_{r}$ it is enough to work with constraints $x(a) \geq \epsilon$, for $a \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$, then the constraints $x\left(\delta^{+}(S)\right) \geq 1+\epsilon$, for $\delta^{+}(S) \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$, will be automatically satisfied. We treat this in the lemma below. Notice that for $a \in \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$ we denote by $l(a)$ the fixed value that $x(a)$ should take.

Lemma 7. Assume that $x$ is in the core, $x(a) \geq \epsilon$ for each $a \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right), x(a)=$ $l(a)$ for $a \in \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$. Then $x\left(\delta^{+}(S)\right) \geq 1+\epsilon$ for $\delta^{+}(S) \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$.

Proof. Consider $S \subset V, s \in S, t \notin S$. The system (39)-(41) implies $x\left(\delta^{+}(S)\right)-x\left(\delta^{-}(S)\right)=1$, or $x\left(\delta^{+}(S)\right)=1+x\left(\delta^{-}(S)\right)$. We have two cases:

- If $a \in \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$ for all $a \in \delta^{-}(S)$ then $\delta^{+}(S) \in \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$.
- If there is an arc $\bar{a} \in \delta^{-}(S)$ with $\bar{a} \notin \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right)$, then $x(\bar{a}) \geq \epsilon$. Therefore $x\left(\delta^{+}(S)\right)=1+x\left(\delta^{-}(S)\right) \geq 1+\epsilon$.

The lemma above shows that to compute the nucleolus, at each step we have to look for the maximum value of $\lambda$ such that the system below has a solution.

$$
\begin{align*}
& x\left(\delta^{-}(v)\right)-x\left(\delta^{+}(v)\right)= \begin{cases}-1 & \text { if } v=s, \\
0 & \text { if } v \neq s, t, \\
1 & \text { if } v=t,\end{cases}  \tag{49}\\
& x(u, v)=l(u, v), \forall(u, v) \in \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right),  \tag{50}\\
& x(u, v) \geq l(u, v)+\lambda, \forall(u, v) \in A_{r}=A \backslash \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right),  \tag{51}\\
& \lambda \geq 0 . \tag{52}
\end{align*}
$$

Here we assume that for $(u, v) \in \mathcal{F}\left(P_{r-1}\left(\epsilon_{r-1}\right)\right), x(u, v)=l(u, v)$. And for $(u, v) \in A_{r}$, $l(u, v)=\epsilon_{r-1}$.

This could be done with linear programming techniques, however now we show that it can be done in a combinatorial way, namely it reduces to a sequence of minimum cut problems. We define

$$
x^{\prime}(u, v)=x(u, v)-l(u, v)-\lambda, \text { for }(u, v) \in A_{r} .
$$

Then we have to find the largest value of $\lambda$ such that the system below has a solution.

$$
\begin{aligned}
& x^{\prime}\left(\delta^{-}(v)\right)-x^{\prime}\left(\delta^{+}(v)\right)=b(v)+\lambda d(v), \text { for each } v \in V, \\
& x^{\prime} \geq 0 .
\end{aligned}
$$

Here the arc-set is $A_{r}$. We define $b^{\prime}(s)=-1, b^{\prime}(t)=1$, and $b^{\prime}(v)=0$ if $v \neq s, t$. Then for each $v \in V$,

$$
b(v)=b^{\prime}(v)-\sum_{(u, v) \in A} l(u, v)+\sum_{(v, u) \in A} l(v, u),
$$

and

$$
d(v)=\left|\left\{(v, u) \in A_{r}\right\}\right|-\left|\left\{(u, v) \in A_{r}\right\}\right| .
$$

Then the maximum value of $\lambda$ can be found with Newton's method as in Sub-section 2.4. The value $\lambda_{M}$ required in Sub-section 2.4 can be $\lambda_{M}=2$, for instance. Each time that we apply the algorithm of Sub-section 2.4, we obtain a new set of arcs such that their associated variables should remain fixed. Thus it takes at most $m$ times until all variables are fixed. This leads to the following.

Theorem 8. Computing the nucleolus of the Network Disconnection Game requires $O\left(m^{3} n \log \left(n^{2} / m\right)\right)$ time.

Proof. Since Newton's has to be applied at most $m$ times, and each time requires at most $m$ min-cut problems, we have $O\left(m^{2}\right)$ minimum cut problems. Since each of them requires $O\left(n m \log \left(n^{2} / m\right)\right)$ time we obtain the bound.

Once the nucleolus has been computed, the values of its components show which are the most important locations to put checkpoints.

## 5. Extensions

We have studied games defined on the arcs of a directed graph. A similar development can be done for undirected graphs, and for games defined on the nodes of a graph. We skip the details.
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