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Abstract

We describe a process for extracting straight line

segments from a digital image with high spatial accu-

racy and con�dence. The lines are then used to esti-

mate projective transformations between natural, out-

door images with sparse features. The line estimates

are more accurate than those obtained using a con-

ventional scheme, and improve the estimation of pro-

jective transformations when used in conjunction with

other features.

1 Introduction

We want to estimate the projective transformation
relating two images taken by a rotating camera. This
problem is straightforward in settings with good light-
ing and a feature-rich scene. However, the problem
is di�cult for scenes with moving objects and sparse
features, e.g. sports video. In such scenes, correspon-
dences between lines in the images can sometimes be
used to aid in the estimation of the projective trans-
formation. However, to be useful, the line parameters
should be estimated with high spatial accuracy and
con�dence. Accurate line estimates may also be in-
corporated into problems of projective reconstruction
[8], structure from motion [18, 26], and line matching
[21].

Detecting the presence and estimating the param-
eters of straight line segments in digital images is a
well-studied (e.g. [2, 4, 6, 10, 15, 16, 17, 24]) yet
still challenging task. Many existing algorithms su�er
from spurious, profuse, fragmented, or multiply de-
tected lines.

This paper presents a method for projective trans-
formation estimation based on line segment correspon-
dences. This in turn necessitates the development of a
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new line segment detection scheme which ensures that
the positions and orientations of detected lines are es-
timated with high accuracy. The proposed scheme has
no prelimited spatial resolution, and the incidence of
falsely or multiply detected line segments is much less
frequent than the results associated with other line
detection schemes.

The input to the line estimation procedure is a
noisy binary image in which pixels marked as \1" nom-
inally correspond to pixels on image lines. The extrac-
tion of this binary image from a real gray-scale image
is a separate problem that is not the focus of this pa-
per. However, two methods by which this map can be
obtained are mentioned in section 4. Our line estima-
tion scheme is robust to the noise that will inevitably
be present in the binary image.
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Figure 1: Steps of line estimation algorithm.

The estimation of lines from the binary image pro-
ceeds in two steps. First, a vector is associated to each
marked pixel. This vector is an estimate of the nor-
mal to the best line passing through a neighborhood
of the pixel. The vectors are estimated using principal
component analysis with outlier rejection based on the
median of the residuals.

Second, the vector �eld, the marked pixels, and
their associated neighborhoods are used to cluster
marked pixels into line support regions, and the line
equation corresponding to each cluster is computed.
Clusters can be ranked based on the number of mem-
bers and their spatial extent. The output of the esti-
mation procedure is set of rank-ordered putative im-
age line segments.

The key insight of the proposed line estimation



scheme is the use of arbitrarily shaped neighborhoods
of marked pixels to compute the associated vector �eld
and to cluster subsets of pixels into line support re-
gions. Using these neighborhoods avoids some of the
traditional problems in line detection, such as accu-
rately estimating gradients at pixels in an image based
on very local information, and using these noisy esti-
mates as the basis for an edge-linking algorithm.

The estimation problems are formally posed and
prior work brie
y reviewed in section 2. Section 3
describes the details of the proposed line estimation
algorithm. Detection accuracy results are reported in
section 4, and the application to projective transfor-
mation estimation is discussed in section 5.

2 Problem formulation and prior work
It is well known that if two images I and I 0 are

taken by a strictly rotating camera, the corresponding
image coordinates w = (x; y)T and w0 = (x0; y0)T are
related by a projective transformation of the form:

w0 =
Aw + b

cw + d
; A 2 R2�2; b 2 R2�1; c 2 R1�2; d 2 R:

The parameters of the transformation can be esti-
mated by determining point correspondences between
the image pair and solving a least-squares problem
[9, 12, 23]. Alternate methods involve estimation of
the optical 
ow at each pixel in the image [13] or direct
minimization of intensity di�erence [20, 22]. However,
it is often di�cult to use these schemes in images with
large, uniform regions. See, for example, �gure 6a.

Correspondences between lines in the image pair
can also be used together with point features to esti-
mate the projective transformation parameters. How-
ever, because there are usually only a small number
of lines (3-10) in each image, the equations of the de-
tected lines must be estimated with high accuracy, and
falsely detected and matched lines are problematic.
However, every line in an image need not be detected,
as long as the detected lines are well-estimated. Fur-
thermore, a long line which is detected as two or three
broken line segments is not harmful, provided the seg-
ments are well-estimated and the correct correspon-
dences are made.

This leads naturally to a line detection and estima-
tion problem. In some contexts, only thin straight line
segments may be sought, whereas in other applications
the detection of edges or other linear features may be
desired. Our algorithm can handle either situation.

Many line detection algorithms operate on a binary
image in which marked pixels correspond to pixels on
image lines. Regardless of the method of extraction,
the binary image will always be corrupted by noise

and by the non-ideal character of natural image lines.
A line detection scheme should be robust to these cor-
ruptions.

An extensive family of line detection algorithms is
based on the Hough transform [10]. A line can be
expressed by the angle its normal makes with the pos-
itive x-axis, �, and its radial distance from the origin,
�. Each pixel in the binary map is transformed to
a curve in (�; �) space which corresponds to all pos-
sible lines which pass through the point. The (�; �)
plane is quantized to form an accumulator array and
the cells corresponding to each map pixel's curve are
incremented. A search for the local maxima of the
accumulator array produces estimates of the lines de-
tected in the image. The principal de�ciencies of such
algorithms are the prelimited spatial accuracy due to
quantization of the (�; �) space, and the di�use peaks
in the accumulator array. As a result, lines are often
broken or replicated in the Hough detection process
(see [7]). Many extensions of the Hough transform
have been proposed, e.g. modi�cation to estimate line
segment endpoints and width (see [3, 25]), but all such
extensions su�er from these basic limitations.

Another approach to line detection is based on the
edge linking techniques introduced by Nevatia and
Babu [17]. Paths of pixels in the binary map are gener-
ated by selecting predecessors and successors for each
marked pixel. Venkateswar and Chellappa [24] de-
scribe a method for linking pixels in the map which ex-
plicitly enforces the requirements that linkages occur
along straight lines. The linking is performed on the
basis of roughly quantized gradient estimates. Gen-
erally, edge linking algorithms require special steps
to connect collinear fragments, bridge gaps in lines,
and eliminate detected \lines" which have no physical
signi�cance. Even after heuristic steps to reduce the
number of small and fragmented lines, many hundreds
of lines are often detected.

Many other techniques do not fall into either of
these two categories. In particular, we mention the
Burns edge detector [4], in which gradient orientations
are estimated at each pixel and quantized into a small
number of bins. A connected components scheme is
then used to group pixels into line support regions, and
a plane �tted to the intensities of the points in each
line support region is used to produce a line equation
estimate. Kahn et al. [11] made several modi�cations
to make Burns' scheme more e�cient, including the
use of principal component analysis to estimate line
equations in each line support region. McLean et al.
[14] replaced Burns' connected components method of
generating line support regions with a region growing



technique.
The scheme proposed in this paper is similar to

the Burns detector, but attempts to avoid some of its
problems by ensuring that the vectors associated with
real image line pixels are accurate estimates of the
normals to the corresponding lines, and applying a
clustering algorithm to more widely supported neigh-
borhoods to avoid fragmentation.

3 Line detection and estimation

We begin with a binary map. A vector is associated
with each marked pixel in the binary map by apply-
ing principal component analysis to the marked pixels
in an associated neighborhood of the marked pixel.
Each neighborhood can generally be any shape but
the neighborhood size should be on the same order as
the largest line width it is desired to detect, and small
relative to the size of the image.

For a speci�c marked pixel, the marked pixels
in its associated neighborhood, denoted by the set
f(xi; yi); i = 1 : : :Kg, are normalized to have zero
mean and collected into a matrix R and a crosscor-
relation matrix S:

R =

�
x1 x2 � � � xK
y1 y2 � � � yK

�

S = RRT =

 PK

i=1 x
2

i

PK

i=1 xiyiPK

i=1 xiyi
PK

i=1 y
2

i

!

We compute the eigenvector associated with the
eigenvalue of largest magnitude of S, and use the or-
thogonal vector as the estimate of the normal to the
line passing through the pixel.

When the marked pixels deviate from an actual line
by zero-mean Gaussian noise, the principal component
is the maximum likelihood estimator of the line's di-
rection. However, Gaussian deviation is unlikely to
be true in practice. Like any estimator which min-
imizes a least-squares residual, principal component
analysis is subject to corruption by outlying samples.
Therefore, samples for which the residual exceeds the
median residual by a number of standard deviations
from the median are rejected [19], and the principal
component analysis recomputed. This process can be
iterated, but in practice we use one step of outlier
rejection with a threshold of 1.5 median standard de-
viations. That is, for a sample point with residual ri,
reject the point if:

jri�rmedj
�med

< 1:5; where

rmed = medianfr1; : : : rKg and

�med =
1

K

PK

i=1(ri � rmed)
2

To avoid computational overhead in the following
stage, vectors need not be computed for each marked
pixel, but only for a selected subset, e.g. those pixels
falling on a certain lattice.

Figure 2: Result of vector �eld computation.

Figure 2 shows a typical result of the vector �eld
computation, applied to the binary map of �gure 6b.
Vectors are computed for marked pixels falling on a
rectangular lattice 5 pixels wide. For those marked
pixels which lie on image lines, the corresponding vec-
tor well-approximates the normal to the line.

At this stage we possess a binary image for which
each marked pixel is associated with a neighborhood
and a vector. Next, a clustering scheme similar to that
used for vector quantization [1] is applied which groups
neighborhoods of marked pixels into line support re-
gions. The proposed scheme circumvents many of the
problems traditionally associated with edge linking,
such as gap bridging and thinning. However, the re-
sults of the technique depend on the order in which
neighborhoods are clustered.

In pseudocode, the clustering procedure is as fol-
lows:

1. List the marked pixels from 1 to N in any reasonable
order.

2. Create a cluster containing neighborhood 1, and set
c = 1.

3. For j = 2 to N , do:

(a) Compute the distance qk; k = 1; : : : ; c, de�ned
below, of neighborhood j to each of the each of
the c clusters.

(b) If qk� = min qk is below a threshold �, add neigh-
borhood j to cluster k�, and re-estimate the line
equation corresponding to the cluster.

(c) Otherwise, create a new cluster containing
neighborhood j, and set c = c+ 1.



The line equation for each cluster is estimated
in step 3b above using principal component analysis
(with outlier rejection) on all marked pixels in all the
neighborhoods of the cluster.

d
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Figure 3: Proposed clustering metric.

The distance function from neighborhood j to clus-
ter k used in step 3a above is de�ned as:

qk = j�kj+ j�kj+M � 1fdk>�g

where �, �, and d are sketched in �gure 3. This choice
of metric ensures that the direction associated with the
candidate neighborhood is similar to the average direc-
tion associated with the neighborhoods in the cluster,
the candidate neighborhood lies near the line de�ned
by the neighborhoods in the cluster, and the candidate
neighborhood is spatially close to the neighborhoods
in the cluster. The constantsM and � are chosen such
that a neighborhood su�ciently far from existing clus-
ters becomes the center of a new cluster. This metric
is not unique and several alternatives are clearly pos-
sible.

At the end of the clustering step, clusters are rank-
ordered, and clusters whose total line support region
is of insu�cient spatial extent or is comprised of too
few neighborhoods may be rejected if desired.

A typical result of the clustering algorithm is shown
in �gure 4. Marked pixels which lie on non-linear fea-
tures such as players do not corrupt the line estimates,
and players occluding the back and side lines do not
fragment the detected lines.

4 Experimental results
Due to space limitations, experimental results are

only reported for two pairs of images. One image from
each pair is pictured in �gures 6a and 7a. The neigh-
borhoods used in the algorithm are 20 by 20 blocks of
pixels for set 1 and 10 by 10 blocks of pixels for set 2.
Detected lines are displayed in black at a �xed width
for visibility.

The �rst step is to obtain the binary map. Stan-
dard edge operators such as the Canny operator [5]

Figure 4: Result of neighborhood clustering.

can be used. However, these often produce binary
maps that are complicated in highly detailed regions
of the original image and thus not well-suited to ex-
tracting straight lines (see �gure 5a). Here, we use
an algorithm based on a series of simple �ltering and
thresholding operations. Space limitations prevent a
detailed description of the method. However, an ex-
ample is shown in �gure 5b.

(b)(a)

Figure 5: (a) Canny edge map, (b) binary image from
proposed scheme.

Figures 6 and 7 show the original image (a), the
input binary map (b), line segments detected using
the proposed algorithm (hereafter PA) (c), and the
lines corresponding to the top local maxima of a low-
pass �ltered Hough transform (d). Local maxima of
the Hough transform were extracted until a match to
a PA detected segment was found, or 50 local max-
ima were computed. Even with initial smoothing to
dispel the e�ects of closely spaced local maxima, the
Hough transform su�ers from multiple responses to a
single line, and �ts spurious lines to collinear image
features. Since ground truth is unavailable for these



outdoor images, the \correct" line segment equations
in each image were measured by hand and used to
determine the errors in the estimates. The average er-
rors between the PA line segments and the correct line
segments in the radial and angular parameters (�; �)
are reported in table 1. The average errors of the best
corresponding set of lines obtained from the Hough
transform are also reported for comparison. Results
for a synthetic image for which ground truth is known
are reported in the �fth row of table 1.

5 Transformation estimation
In this section, we demonstrate an application of

line estimation to the problem of estimating the pro-
jective transformation relating two images I and I 0

taken by a rotating camera.
If a line `i : ni1x+ ni2y + ki = 0 in the �rst image

and a line `0i : mi1x+mi2y+li = 0 in the second image
correspond to the same line in the 3-D world, the two
lines are related to each other via the equation:

[mi1 mi2 li]

�
A b

c d

�
= [ni1 ni2 ki]

The parameter d can be normalized to 1, so that
each line correspondence produces a linear sys-
tem Mip = zi of two equations in the eight re-
maining projective transformation parameters p =
[a11 a12 a21 a22 b1 b2 c1 c2]

T :�
m1 0 m2 0 �n1m1

k
�n1m2

k
l 0

0 m1 0 m2
�n2m1

k
�n2m2

k
0 l

�
p =

�
n1l
k
n2l
k

�

When q line correspondences have been obtained,
an estimate of the projective transformation param-
eters can be obtained by solving the weighted linear
least squares problem given by MWp = z, where:

M =

2
64

M1

...
Mq

3
75 ;W =

2
64

W1

. . .

Wq

3
75 ; z =

2
64

z1
...
zq

3
75
(1)

The weighting of the equations contributed by each
line pair is based on the lengths of the detected seg-
ments, as well as a measure of con�dence in their
matching.

To illustrate the technique, projective transforma-
tion parameter estimation was applied to the images
Soccer 1 and Soccer 2, which are 100 frames apart in
an MPEG-1 compressed video sequence. Each of the
images contains few robust point features on which to
base the estimation. However, each image contains
several strong lines which, if extracted accurately, can
be used to estimate the projective transformation.

Binary maps were extracted from the two images
and processed with the algorithm discussed in section
3 to yield a set of line segments for each image. To
test the line estimation algorithm, line segments were
matched between the image pair by hand, and the
least squares problem (1) solved. Five line correspon-
dences were used to estimate the projective transfor-
mation parameters. The resulting estimated projec-
tive transformation was used to render both images
onto the same plane. The registered image pair is dis-
played in �gure 8a. The same images registered using
a point feature matching technique are displayed in
�gure 8b. White lines delineate the borders of the
original images. In the regions where the registered
images overlap, the intensities from both images are
averaged, producing \ghosts" in areas where players
have moved.

The point matching technique fails because of the
sizable zoom between the images and the sparseness
of robust point features. However, the line matching
technique produces an accurate registration in spite
of the small number of lines that were used to com-
pute the transformation parameters. Since all �ve of
the matched lines lie in the plane of the soccer �eld,
objects which lie outside of this plane (e.g. the soc-
cer goal) are not precisely matched. Using point cor-
respondences in addition to the line correspondences
should correct this problem.

6 Conclusions
We have shown that a small number of accurately

estimated line segments can greatly aid in the esti-
mation of the projective transformation relating two
images. The proposed line detection and estimation
scheme is suitable for other line detection problems
where the tolerance for false detection is very low and
the need for accuracy in the reported line segments is
very high. The algorithm is robust to both noise in
the binary input image and poorly estimated neigh-
borhood vectors in the clustering stage. Furthermore,
the scheme delivers clear, easily interpreted results,
without the limited resolution and spurious lines from
which other schemes su�er.
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(a)  soccer 1

(b)  binary map

(d)  Hough estimated lines

(c)  PA estimated lines

Figure 6: Soccer image 1 (8 lines detected).

(a)  wall 1

(b)  binary map

(d)  Hough estimated lines

(c)  PA estimated lines

Figure 7: Wall image 1 (18 lines detected).


