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Abstract

Equalization and noise prediction followed by sequence detection and postprocessing are stud-
ied for double-layer perpendicular recording channels that are corrupted by electronics and
transition noise. The performance of various outer coding schemes, such as conventional Reed–
Solomon (RS) codes with 8-bit and 10-bit symbols and low-density parity check (LDPC) codes,
is evaluated, and a signal-processing and coding perspective is presented for both longitudinal
and perpendicular recording channels. Finally, the capacity of recording channels is charac-
terized.
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I. Introduction

Areal density improvements have been the main driv-
ing force of progress in magnetic recording technology. For
the past 45 years, the areal density of disk drives has in-
creased ten million fold, leading to a dramatic reduction
in storage cost. Commercial disk drives use longitudinal
recording but the rate of areal density growth in longitudi-
nal recording is expected to slow down as we approach the
superparamagnetic limit. This has increased research and
development efforts in perpendicular recording, which since
its inception [1], [2] has promised to achieve much higher
areal densities than longitudinal recording can. Recent lab
demonstrations provide a clear indication that perpendic-
ular recording may attain ultra-high areal densities [3], [4].
Ultimately, perpendicular recording promises areal densi-
ties that are about four to five times higher than those of
longitudinal recording [5], [6]. However, the engineering
challenges associated with the realization of this promise
are formidable [7]. A transition from longitudinal to per-
pendicular recording would entail changes in various drive
subsystems such as head, disk, head/disk interface, servo,
signal processing, coding, etc. This paper will only focus on
the signal-processing and coding aspects of perpendicular
recording, and offer a short-term and a long-term perspec-
tive for both longitudinal and perpendicular recording.

During the past decade several digital signal-processing
techniques have been introduced into disk drives to im-
prove the error-rate performance at ever increasing normal-
ized linear densities. In the early nineties, partial-response
class-4 (PR4) shaping in conjunction with maximum like-
lihood sequence detection [8] replaced analog peak detec-
tion, and paved the way for future applications of advanced
coding and signal-processing techniques. At higher nor-
malized linear densities, generalized partial-response poly-
nomials with real coefficients reduce noise enhancement at
the output of the equalizer. In particular, channel polyno-
mials of the form (1 − D)P (D) and (1 − D2)P (D), where

P (D) = 1 +
∑L

i=1 piD
i is a finite impulse response noise-

whitening filter with real coefficients pi, are significant in
practice. Generalized partial-response channels in conjunc-
tion with sequence detection give rise to noise-predictive
maximum likelihood (NPML) systems [9]–[11]. Multipar-
ity linear inner codes deliver additional improvements in
performance when decoded by a postprocessor that follows
the NPML detector and utilizes some form of reliability in-
formation [12]–[16]. Currently, a 16-state NPML detector
for a generalized partial-response channel with a first-order
null at DC followed by a postprocessor represents the de
facto industry standard.

Outer error control codes have played an important role
in achieving high data integrity in recording systems. In
disk drives, interleaved byte-oriented Reed–Solomon (RS)
coding is currently the standard outer coding scheme. In
the future, RS symbols with more than eight bits, longer
sector sizes, and advanced schemes based on Turbo or
LDPC coding and iterative decoding [17], [18] promise to
approach the ultimate information-theoretic limit, which is

known as the capacity [19].
The perpendicular recording channel can also be viewed

as a noisy communication channel with binary inputs. As
in longitudinal recording, the dominant noise sources are
transition and electronics noise. Note that DC erase noise
can be considered as part of the electronics noise. The clas-
sical communication channel perspective can therefore be
applied to study equalization, detection, inner and outer
coding strategies, and the ultimate information-theoretic
limits of perpendicular recording. Moreover, this view-
point allows a comparison of longitudinal and perpendicu-
lar recording based on the performance measures of signal-
to-noise ratio (SNR), error rate, and capacity.

The paper is organized as follows. In Section II, we de-
scribe the recording channel model. In Section III, we
study equalization targets and noise whitening for per-
pendicular recording from a minimum mean-square error
(MMSE) viewpoint. In Section IV, we analyze the struc-
ture of error events at the output of an NPML detector to
select the appropriate postprocessing schemes. In Section
V, we compare longitudinal and perpendicular recording
using RS outer codes. In Section VI, we compare longitu-
dinal and perpendicular recording using LDPC outer codes.
In Section VII, we characterize the capacity of the longitu-
dinal and the perpendicular recording channel with binary,
independent and identically distributed (i.i.d.) inputs us-
ing the Shamai–Laroia (SL) conjectured lower bound [20].

II. Recording Channel Model

Figure 1 shows the recording model used. It is charac-
terized by the channel impulse response g(t), the low-pass
filter (LPF) at the receiver, the equalizer, and the noise
predictor. Note that g(t) = h(t) − h(t − T ), where h(t) is
the isolated transition response.

Fig. 1. Recording channel model.

An analytic frequency domain approximation of the
transition response h(t) for longitudinal and perpendicu-
lar recording has been presented in [7]. For a thin mag-
netic medium, a small gap head and sharp transitions, this
signal model further simplifies, and the temporal Fourier
transform of the transition response becomes

H(f) =
sinh(2πf(dsh − d)/v − jθ + γs)

sinh(2πfdsh/v + (γs + γh))
, (1)

where f is the frequency, v the relative velocity between
recording head and medium, j the imaginary unit, d the
spacing from head to mid-plane of medium; dsh is the spac-
ing from head to soft underlayer, θ is the angle of magneti-
zation, γs = −(1/2) ln((µs − 1)/(µs + 1)), where µs is per-
meability of the soft underlayer, and γh = −(1/2) ln((µh −
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1)/(µh + 1)), where µh is permeability of the head shields.
Furthermore, it has been assumed that 2Mrδεh = 1, where
δ is the media thickness, Mr the remanent magnetization,
and εh the readback efficiency. In the case of longitudi-
nal recording without a soft underlayer (θ = 0, γh = 0,
dsh � d), one obtains the familiar frequency response of
the single-parameter Lorentzian model H(f) = e−2πfd/v.
To obtain an equivalent single-parameter model for perpen-
dicular recording with a soft underlayer, it is assumed that
dsh = 2d, µs = 100 and µh = 1000. Note that the condi-
tion dsh ≥ 2d ensures that the frequency domain transition
response in the presence of a soft underlayer can be ap-
proximated at high frequencies by the Lorentzian response
e−2πfd/v.

The normalized linear channel density is defined as

Dc =
2d

B
, (2)

where B denotes the channel bit length. In the case
of longitudinal recording, Dc coincides with the normal-
ized linear density PW50/T used in signal processing for
longitudinal recording, where PW50 is the half-amplitude
pulse width of the time-domain Lorentzian response, and
T = B/v is the channel bit time. At a normalized chan-
nel density Dc = 3, Fig. 2 shows the amplitude response
|j2πfH(f)| for longitudinal (Lorentzian) and perpendicu-
lar recording. Note that both curves have essentially the
same high-frequency content, and that the energy of the
perpendicular response at low frequencies is about 2 dB
higher than that of the longitudinal response. Further-
more, the perpendicular response has a very narrow notch
at DC.

At very high recording densities, the dominant noise
source for both recording modes is transition position jit-
ter. The noise processes considered here include electronics
noise and stationary transition noise [21] added to the sig-
nal at the input of the low-pass filter. Electronics noise
ne(t) is generated by a white Gausian noise (WGN) source
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Fig. 2. Amplitude response at Dc = 3.

with two-sided spectral density N0/2. Stationary transi-
tion noise nm(t) is generated by passing another WGN
source with two-sided spectral density Nm/2 through a
unit-energy filter with impulse response 1√

α
d
dth(t), i.e.,

α =

∫ ∞

−∞
|
d

dt
h(t)|2dt. (3)

In this paper, SNR is defined as the inverse of the sum
of the spectral densities of the two WGN sources that gen-
erate the noise processes, i.e., SNR = 2/(N0 + Nm). Fur-
thermore, at high normalized linear densities, the ratio of
the transition noise to the total noise power at the output
of the low-pass filter is closely approximated by the ratio
of power spectral densities β = Nm/(N0 + Nm). Finally, a
fifth-order Butterworth LPF with a 3 dB-cutoff frequency
at the Nyquist frequency has been assumed for all simula-
tions.

III. Equalization and Noise Whitening

Generalized partial-response channels can be viewed as
a model for the chain of signal-processing functions that
include write precompensation, write driver, read/write
process, preamplifier, automatic gain control, low-pass fil-
tering, sampling, equalization, and noise whitening. The
total noise at the output of the predictor is approximately
white, provided that the equalizer and the predictor are suf-
ficiently long. In the literature, see e.g. [22], [23] and [24],
the double-layer perpendicular recording medium has usu-
ally been modeled without a notch at DC. However, when
studying the perpendicular recording channel, assuming a
spectral null at DC is important from a signal-processing
viewpoint. In particular, the interesting question of how
to select a generalized partial-response target that achieves
a good tradeoff among various factors such as good mean
squared error performance at the predictor output, reduced
amount of misequalization, and low implementation com-
plexity of equalization, prediction and detection, can only
be addressed with a channel model that includes a spectral
null at DC.

TABLE I

Signal processing parameters of the four cases studied.

Case Channel Eqlz. target Eqlz. taps Pred. taps
I long. 1 − D2 10 2
II perp. 1 − D2 10 2
III perp. 1 + 0.75D 10 3
IV perp. 1 + 0.75D 100 1

For the four cases listed in Table I, MMSE has been
computed at the output of the predictor filter. For β = 0.5
and SNR = 25 dB, Fig. 3 shows the MMSE performance of
these four cases as a function of Dc. Of the various equal-
ization targets considered for perpendicular recording, tar-
get 1 + 0.75D achieved the lowest MMSE at the output
of a generalized partial-response channel with memory less
than or equal to four. However, as the amplitude response
of the perpendicular recording channel has a notch at DC,
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Fig. 3. MMSE vs. normalized linear density for β = 0.5.

misequalization becomes an important issue for an equal-
ization target without a spectral null at DC, which must be
carefully considered in the design of the signal-processing
scheme. In fact, as seen in Fig. 3, increasing the number
of taps of the 1 + 0.75D equalizer from 10 to 100 reduces
MMSE by about 0.6 dB, and requires only one predictor
tap for adequate MMSE performance.

IV. Detection and Error Event Analysis

PR4 and extended PR4 channels, which until quite re-
cently were the state of the art, are specified by monic
polynomials with integer coefficients. At higher normal-
ized linear densities, generalized partial-response polyno-
mials with real coefficients provide a better match to the
magnetic recording channel. The complexity of NPML de-
tectors grows exponentially with the memory of the gen-
eralized partial-response channel. All NPML detectors for
the cases specified in Table I except the one corresponding
to case IV have 16 states. The detector for case IV with
a memory-two generalized partial-response target has only
four states. Currently, NPML detectors for a memory-four
generalized partial-response target with first-order null at
DC, which operate at about 1 Gbit/sec, represent the state
of the art in the disk-drive industry.

The error events at the output of an NPML detector
depend on the generalized partial-response target and the
normalized linear channel density Dc. The error events at
the 16-state detector output and their relative frequency
of occurrence for case III in Table I are shown in Table II
for three perpendicular recording channels with 50% elec-
tronics noise and 50% transition noise, i.e., β = 0.5. A
shorthand notation to represent ternary error events has
been used. For example, “+−” is used to denote the
error events “+1,−1” and “−1,+1”. The perpendicular
recording channels operate at Dc = 2.34, Dc = 2.92, and
Dc = 3.51, and the corresponding SNRs are 13.75, 15.25,
and 17.25 dB, respectively. Furthermore, the bit error
rates at the output of the NPML detector are 5.41× 10−6,

6.27 × 10−6 and 6.04 × 10−6, respectively. It can be seen
that at low and moderate linear densities, the error event
“+” is dominant, whereas at high linear densities the error
event “+ − +” occurs most often. The percentage of the
error event “+” decreases with increasing normalized linear
density, whereas the percentage of all other error events in
Table II increases with increasing normalized linear density.

TABLE II

Error events at detector output.

Error Events Dc = 2.34 Dc = 2.92 Dc = 3.51
+ 97.79% 61.57% 5.64%
+− 1.43% 14.80% 24.46%
+ − + 0.73% 20.96% 57.99%
+ − +− 0.01% 1.61% 5.48%
+ − + − + 0.01% 0.90% 4.77%
+ − + − +− 0.00% 0.16% 0.97%
+ − + − + − + 0.00% 0.00% 0.47%
+ − + − + − +− 0.00% 0.00% 0.07%
+ − + − + − + − + 0.00% 0.00% 0.10%
other 0.03% 0.00% 0.05%

The error event statistics in Table II indicate that at
low normalized linear densities the use of a single parity
postprocessing scheme that corrects the error events “+”
would improve performance. In general, at moderate and
high normalized linear densities, the use of a dual parity
postprocessing scheme that corrects the error events “+”,
“+−”, “+ − +” and “+ − + − +” is beneficial for both
longitudinal and perpendicular recording.

V. Reed-Solomon Code Performance

In disk drives interleaved RS outer codes are usually con-
catenated with inner modulation and parity check codes.
The current RS symbol size is s = 8 and may be replaced in
the short term by a larger number, e.g. s = 10. RS codes
with s = 10 allow the encoding of a 512-byte sector into
a single RS codeword. Therefore, the full power of error
correction can be applied across the entire sector, resulting
in a performance gain. The parameters of the inner and
outer coding schemes that have been selected to study the
performance of RS codes on longitudinal and perpendicu-
lar channels are summarized in Table III. The RS codes
have a codeword length of n symbols, and are used to cor-
rect t symbols per codeword. A 512-byte sector is encoded
into I RS codewords, and symbol interleaving with depth
I is applied before modulation and parity check coding.
Finally, cyclic redundancy check coding with few bytes of
redundancy have been assumed to reduce the miscorrection
probability of RS codes.

Dual parity modulation codes have been selected to
study RS code performance at high normalized linear den-
sities. Specifically, a dual parity rate-96/100 modula-
tion/parity code has been used for RS outer codes with
8-bit symbols whereas a dual parity rate-80/84 modula-
tion/parity inner code has been employed for RS outer
codes with 10-bit symbols.

The normalized user density Du is defined by Du = RDc,
where R is the total code rate of the inner and outer
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TABLE III

Coding parameters used to study RS code performance.

s n I t Inner code rate Parity bits
8 188 3 7 96/100 2
10 456 1 20 80/84 2

coding scheme. For example, the total code rate for the
recording scheme with 10-bit RS symbols in Table III is
R = (80/84)(4096/4560) ≈ 0.855. For this code rate, the
normalized channel densities Dc = 2.34, Dc = 2.92, and
Dc = 3.51 in Table II translate into the normalized user
densities Du = 2, Du = 2.5, and Du = 3, respectively.
Figure 4 shows the RS code performance for the four cases
depicted in Table I at a normalized user density Du = 3.

For each case in Table I the two outer and inner cod-
ing schemes in Table III using 8-bit and 10-bit RS symbols
have been used. It can be seen that at sector failure rates
of 10−4, 10-bit RS codes in all cases perform about 0.3 dB
better than 8-bit RS codes do. Furthermore, perpendicular
recording with an equalizer target 1 + 0.75D and 16-state
NPML detection has a performance advantage of about 2
dB when compared to longitudinal recording with an equal-
izer target 1−D2 and 16-state NPML detection. This per-
formance gain is obtained because the perpendicular signal
model used has an about 2 dB higher signal energy than
that of the longitudinal signal model used. Finally, the PR4
target, which is extensively used in longitudinal recording,
does not seem to be suited for perpendicular recording.
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Fig. 4. Sector failure rate performance of RS codes for longitudi-
nal and perpendicular recording channels at Du = 3 with 50%
electronics and 50% transition noise.

VI. LDPC Code Performance

For the additive WGN (AWGN) channel, the currently
most efficient coding schemes are based on turbo and
LDPC codes [17], [18], [25], [26]. These schemes have also
been considered as a long-term coding alternative for mag-
netic recording channels [27]–[32]. Such a scheme with its

characteristic iterative detection and decoding section is
shown in Fig. 5. A sector of binary data u = [u1, . . . , uK ]
is encoded by a rate-K/N LDPC encoder into a binary
codeword b = [b1, . . . , bN ], and then mapped to antipodal
encoded data symbols an = 2bn − 1, n = 1, . . . , N , which
are written on the disk at a rate of 1/T . For the discrete-
time recording channel, we adopt the model described in
Section II (see Fig. 1).

Fig. 5. System model for LDPC encoder, channel, detector, and
LDPC decoder.

The key feature of the LDPC coding scheme is the
iterative detection and decoding strategy, which can be
described as follows. Using the channel output samples
y1, . . . , yN , the detector produces soft information about
the encoded data symbols an by taking the channel con-
straints into account. Making use of the code constraints,
the decoder computes an estimate ûi together with (soft)
extrinsic information for the encoded data symbols an. The
extrinsic information may be fed back directly to the de-
coder or passed to the detector, depending on the detec-
tion/decoding schedule adopted.

The code selected for the simulations is a high-rate
LDPC array code of length N = 4364 and dimension
K = 4099, which relies on a simple deterministic construc-
tion [41] and gives state-of-the-art error performance on the
AWGN channel. Furthermore, we have chosen a schedule
for passing reliability information that alternates between
detector and decoder. This schedule was found to be opti-
mum in previous work [31]. Finally, the maximum number
of iterations was limited to 30.

Figure 6 shows the bit and sector failure probabilities of
the rate-4099/4364 LDPC code for longitudinal and per-
pendicular recording channels with a mixture of 50% elec-
tronics and 50% transition noise. The SL bound (SLB)
on the information rate of longitudinal and perpendicu-
lar recording channels, which serves as an information-
theoretic benchmark presented in the next section, is also
shown in Fig. 6.

The two right-most curves in Fig. 6 show the sector-
failure (solid) and bit-error probabilities (dashed) of the
longitudinal recording channel with a 10-tap equalizer and
a 16-state NPML target of the form (1 − D2)(1 + p1D +
p2D

2). At BER = 10−5, the code is about 1.5 dB away
from the SL bound. There is a similar SNR gap for the
perpendicular recording channel with a 100-tap equalizer
and a detector target (1+0.75D)(1+ p1D + p2D

2 + p3D
3)

as illustrated by the two left-most curves in Fig. 6. When
reducing the number of equalizer taps to 10, there is a
performance loss of 0.35 dB. If the 16-state detector target
is based on PR4, an additional loss of about 0.55 dB occurs.
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VII. Performance Limits

To assess the performance limits of reliable recording,
we consider an information-theoretic approach similar to
[33], [34]. However, in contrast to [33], [34], where there
is a big discrepancy between the lower and upper bounds
on capacity, we will follow [35] and focus on information
rates between a coin-tossing binary input sequence and the
output of the channel. These uniform-input information
rates are closely approximated by the conjectured lower
bound of Shamai and Laroia for PR4, EPR4 and E2PR4
channels [20], [40]. For the channel model used, we expect
a similar close matching of the SL bound with the uniform-
input information rate.

To apply the SL bound we transform the continuous-time
recording channel into a discrete-time channel by passing
the received signal through a suitable receiver filter and a
sampler. Instead of the low-pass filter in Fig. 1, we choose
the receiver filter hr(t) to be a noise-whitening filter fol-
lowed by a filter that is matched to the resulting signal
to obtain a sufficient statistics rk for the binary input sig-
nal ak [36]. The frequency response of the receiver filter is
given by

Hr(f) =
1

√

Sn(f)
G∗(f)

1
√

Sn(f)
, (4)

where G∗(f) denotes the complex conjugate of the fre-
quency response of the impulse response g(t), and where
the normalized spectral density of the total noise is

Sn(f) = Sne
(f) + Snm

(f) (5)

= 1 − β +
β

α
|(2jπf)H(f)|2, (6)

with 1−β and β specifying the balance between electronics
and transition noise, respectively. The resulting discrete-
time channel with binary inputs ak and real-valued outputs

rk is a matched filter receiver. It has a frequency response,
which is given by the folded power spectrum

F (θ)
4
=

1

T

∞
∑

`=−∞

|G((θ + `)/T )|2

Sn((θ + `)/T )
, − 1

2 ≤ θ < 1
2 . (7)

The discrete-time noise process {zk} of the channel has
a normalized power density Sz(θ), which is given by the
folded spectrum Sz(θ) = F (θ). Note that F (θ) is real-
valued and |F (θ)|2/Sz(θ) = F (θ). Moreover, F (θ) is also
the power spectrum of the discrete-time channel that is ob-
tained by whitening the noise of the matched filter receiver.
Thus, for Gaussian i.i.d. inputs {ak} with a per-symbol en-
ergy constraint E[a2

k] ≤ Sa and SNR = 2Sa/(N0 + Nm),
the information rate (in bits/channel use) is given by [37]

IG(T ) =
1

2

∫ 1/2

−1/2

log2(1 + SNRF (θ))dθ. (8)

Note that IG(T ) depends on the symbol duration T via
F (θ). The information rate for Gaussian inputs is an upper
bound for the information rate I(T ) of i.i.d. binary inputs
with the same symbol energy.

We will recall upper and lower bounds, which rely on
the capacity of the binary-input AWGN channel, the ca-
pacity of which can be easily computed [38], and which
for a given SNR will be denoted by Cbin(SNR). The well-
known matched filter (MF) bound [39] is an upper bound
for I(T ) given by

IMF(T ) = Cbin(SNR EMF), (9)

where EMF =
∫ 1/2

−1/2
F (θ)dθ is the energy of the matched fil-

ter. Furthermore, we state the conjectured SL lower bound,
which was shown to be surprisingly tight [20]:

ISL(T ) = Cbin(22IG(T ) − 1). (10)

Figure 7 shows these bounds for longitudinal and perpen-
dicular recording at the normalized linear density Dc = 3.2
with 50% electronics and 50% transition noise.

When keeping the track width constant, the figure of
interest is what will be referred to as the lineal information

rate

I(T ) Dc [bits/ unit time], (11)

which allows one to compare information rates and, in par-
ticular, capacities at different normalized linear densities
Dc [34].

It is illustrative to translate the above bounds into the
SNR domain by fixing some code rate R and finding the
information-rate achieving SNR, i.e., the SNR such that
I(T ) = R. We consider these bounds as a function of
normalized linear user density Du, i.e., using the upper
and lower bounds (9) and (10), we determine lower and
upper bounds on the SNR required to achieve a given lineal
information rate

Du = I(T )Dc.
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In Fig. 8 we have selected the coding rates R = 4099/4364
and 0.855, which pertain to the LDPC code and the con-
catenated modulation/parity and RS code used in the sim-
ulations. In Fig. 8, the two top curves (dashed) show the SL
bound of longitudinal recording for the two rates of inter-
est. The next two curves below (dotted) correspond to the
MF bound. Similarly, the remaining four curves show the
SL bounds for the two rates (solid) and the MF bounds
(dotted) for perpendicular recording. Assuming that the
SL bound is tight, the MF bound appears to be very loose
for high normalized linear densities. Note that for all curves
the SNR requirement in dB is almost a linear function of
the normalized linear density in the region of interest.

Furthermore, there is a roughly uniform 2 dB difference

2 2.2 2.4 2.6 2.8 3 3.2
5

6

7

8

9

10

11

12

13

S
N

R
 [d

B
]

Normalized user density D
u

R=0.939 SLB, long
R=0.939 MFB, long
R=0.939 SLB, perp
R=0.939 MFB, perp
R=0.855 SLB, long
R=0.855 MFB, long
R=0.855 SLB, perp
R=0.855 MFB, perp

Fig. 8. MF-bound and SL-bound achieving SNR for code rates R =
4099/4364 and 0.855 for longitudinal and perpendicular recording
with an electronics and transition noise blend of 1 : 1.

between corresponding curves for longitudinal and perpen-
dicular recording. This approximate 2 dB difference reflects
the fact that the energy of the perpendicular response is
about 2 dB higher than that of the longitudinal response.
As shown in the preceding sections, roughly a gain of 2 dB
could be achieved using a very long equalizer and a suitable
detector target. However, practical systems with a limited
equalizer length might suffer from a slight performance loss.

VIII. Conclusion

We have investigated signal-processing and coding alter-
natives for double-layer perpendicular recording channels
with a notch at DC, and compared their performance to
conventional longitudinal recording. In the signal model
used, the perpendicular response has an about 2 dB higher
energy than that of the longitudinal response. In all the
coding scenarios considered this difference in energy trans-
lated into about a 2 dB performance gain for perpendicular
recording.

The target 1+0.75D has been found to be a good choice
for perpendicular recording in terms of both MMSE and
sector failure rate performance. Given the spectral notch
at DC associated with double-layer perpendicular record-
ing, misequalization for detection targets without a spec-
tral null at DC needs to be properly addressed in the spec-
ification of the signal-processing architecture.

Short-term and long-term coding alternatives such as
conventional RS coding with 10-bit symbols and LDPC
coding have been examined. Assuming 512-byte sectors for
both perpendicular and longitudinal recording at a normal-
ized user density Du = 3, it has been shown that a tran-
sition from 8-bit to 10-bit RS symbols results in an SNR
gain of 0.3 dB at a sector failure rate of 10−4. For perpen-
dicular and longitudinal recording at high normalized user
densities based on 512-byte sectors, iterative decoding of
LDPC codes resulted in a performance advantage of 0.75
dB and 1.5 dB, respectively, over RS decoding. Finally, it
has been shown that at a sector failure rate of 10−4 the
performance of LDPC coding for recording with 512-byte
sectors is about 1.5 dB away from the capacity bound.
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