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Abstract

The need for wireless communication systems has grown rapidly during the last few years.
Moreover, there is a steady growth in the required data rates due to the fact that more and
more users request high bit rate services. To meet those requirements, current and next gener-
ation wireless systems and networks such as the Universal Mobile Telecommunications System
(UMTS) and Wireless LANs (e.g. IEEE 802.11a) will support much higher data rates com-
pared with established standards. This is basically done by applying advanced transmission
schemes and usage of bandwidth resources. However, another very promising approach is the
introduction of multiple antennas at one or both ends of a link to exploit the spatial dimension
of signal transmission for improved link quality and enhanced system capacity. Smart antenna
concepts are extensively discussed in this context. The application of concepts with multiple
antennas necessitates the introduction of more advanced and computational expensive trans-
mitter and receiver structures, where space-time (ST) processing techniques are required to
carry out spatial and temporal information processing jointly. This paper introduces a new
ST processing concept to enable reduced dimension ST receiver signal processing. The signal
dimension can be considerably reduced compared to the number of antennas by exploiting
spatial correlation properties of the received antenna signals. The associated signal transfor-
mation applies the concept of the Karhunen-Loève-Transformation (KLT).
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Abstract

The need for wireless communication systems has grown rapidly during the last few years. Moreover, there is a
steady growth in the required data rates due to the fact that more and more users request high bit rate services. To
meet those requirements, current and next generation wireless systems and networks such as the Universal Mobile
Telecommunications System (UMTS) and Wireless LAN’s (e.g. IEEE 802.11a) will support much higher data rates
compared with established standards. This is basically done by applying advanced transmission schemes and usage
of bandwidth resources. However, another very promising approach is the introduction of multiple antennas at one
or both ends of a link to exploit the spatial dimension of signal transmission for improved link quality and enhanced
system capacity. Smart antenna concepts are extensively discussed in this context. The application of concepts with
multiple antennas necessitates the introduction of more advanced and computational expensive transmitter and receiver
structures, where space-time (ST) processing techniques are required to carry out spatial and temporal information
processing jointly. This paper introduces a new ST processing concept to enable reduced dimension ST receiver signal
processing. The signal dimension can be considerably reduced compared to the number of antennas by exploiting spatial
correlation properties of the received antenna signals. The associated signal transformation applies the concept of the
Karhunen-Loève-Transformation (KLT).
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1 Introduction

One of the ultimate goals for the design of new indoor and
outdoor communication systems is the increase of the sys-
tem capacity. This includes the support of a growing num-
ber of users and at the same time the provision of high and
variable data rates for every single link. The aim to en-
able high data rates for a single user could be achieved by
allocating more bandwidth. However, this approach will
reduce the number of possible users, which can be active
within a system at a given available bandwidth. Another
possibility is the application of spectrally more efficient
modulation schemes, which enable the transmission of a
greater overall amount of user data within a given time for
a given bandwidth. This approach provides the means to
support high data rate links without decreasing the number
of active users. The drawback of such advanced modula-
tion schemes is their lack of robustness against channel dis-
tortion and noise, which will result in an increased amount
of transmission errors.

Therefore, the question arises of how those channel im-
perfections can be compensated to reduce the number of
transmission errors. In this context the introduction of mul-
tiple antennas for data transmission and/or reception can
be of great advantage. If an antenna array is introduced
at one end of a wireless link, the given data stream will

be transmitted over multiple, statistically more or less in-
dependent wireless channels. The application of multiple
antennas at the transmitter and receiver results in the pos-
sibility to transmit multiple independent data streams si-
multaneously, where the number of independent streams is
limited by the minimum of the number of antennas at the
transmitter and receiver.

In this article, we will limit our attention to the case
where multiple antennas are applied at the receiver. One
problem that arises with the introduction of antenna ar-
rays is the increasing complexity of the Radio-Front-End
as well as in the digital signal processing unit. Spatial
and temporal processing of the received antenna signals
is now required instead of a pure temporal equalization
of the received signals from only one antenna. The spa-
tial and temporal processing stages can be combined into
a joint space-time processing unit or can be treated sepa-
rately. In the latter approach the antenna signals are com-
monly combined within a spatial processing stage, which
is often implemented as a beamformer, smart antenna pro-
cessor [1, 2] or spatial diversity combiner [3, 4]. This can
often be viewed as a spatial preprocessing stage in front of
a classical receiver. The first approach of joint ST process-
ing is the more general approach, which can be adapted
to varying scenarios to yield the expected performance im-
provements. These improvements heavily depend on the
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Figure 1: (a) Typical mobile communication scenario, (b) Adaptive beamforming scenario

wireless channel characteristics, especially on the degree
of spatial correlation, which determines the ability of the
receiver to compensate for channel distortions such as fast
fading effects. The most important improvements which
can be achieved by applying antenna array concepts are
stated below:

� The signal-to-noise ratio (SNR) of the desired signal
can be improved proportionally to the number of an-
tenna elements through coherent superposition of the
antenna signals.

� Since the weighted combination of the antenna sig-
nals can be viewed as a spatial filtering operation,
undesired signals can be suppressed spatially. This
yields an improved signal-to-noise-and-interference
ratio (SINR).

� Several users can be active simultaneously in the same
frequency band, if they are separable otherwise. This
can be done by the assignment of different codes for
every user (Code Division Multiple Access = CDMA)
or, in the case of multiple antennas, by spatial user
separation. This concept of Space Division Multiple
Access (SDMA) enables the improvement of user and
system capacity.

Besides these potential benefits multi-antenna systems can
efficiently be used to minimize fading effects by exploiting
spatial diversity. The basic principle of this concept can be
described as follows: if the channel distortions associated
with the different antennas are uncorrelated, there is a high
probability that if the signal strength heavily drops at one
antenna element the same is not true for other antenna el-
ements. This effect will in turn lead to a smaller error rate
in case of suitable antenna signal combination. The ex-
ploitation of the spatial correlation properties, which heav-
ily influence the possible spatial diversity gain, leads us

to a new approach for the integration of spatial and tem-
poral processing units into a reduced dimension ST pro-
cessor. The concept includes two stages, which will be
discussed in this article. In the first stage the received sig-
nal components are decorrelated using a linear transforma-
tion. Thereafter, a second stage removes transformed sig-
nal components that are not relevant for subsequent signal
processing units. The properties and performance issues of
the resulting spatial dimension reduction, which uses the
Karhunen-Loève-Transformation (KLT) [5] as a key com-
ponent, will also be analyzed in this article.

2 Receiver Architectures

Typical outdoor mobile communication as well as in-
door propagation scenarios are commonly characterized by
multipath propagation of the transmitted signal on its way
to the receiver antennas. These multipaths are caused by
reflections and scattering effects at objects in the propaga-
tion environment, which is exemplified in Fig. 1(a) for a
typical outdoor scenario. Those propagation effects will
result in a temporal spread of the received signal due to the
different propagation delays and in angular signal spread
depending on the location of the reflectors and scatterers.
The most general approach for a receiver equipped with
multiple antennas to compensate for those propagation ef-
fects is the application of an fully armed joint space-time
equalizer [6] as depicted in Fig. 2(a), where M determines
the number of antennas and N the number of temporal
equalizer taps. The main advantage of such ST proces-
sors is a joint spatial and temporal parameter (channel)
estimation and equalization in contrast to an independent
treatment of spatial and temporal equalizer stages. At the
same time, joint ST approaches face the problem of a high
number of free parameters to be estimated. The full dimen-
sion ST processor with M antenna elements and N tempo-
ral equalizer taps requires the estimation of M � N param-
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Figure 2: Space-Time processing concepts: (a) full dimension ST processing (b) reduced dimension ST processing, (c)
spatial combining followed by temporal equalization

eters. Besides the computational load of this estimation
process, numerical problems may arise for certain chan-
nel conditions. Assuming for example the case where only
one wavefront is propagating across the M receive anten-
nas as depicted in Fig. 1(b), the resulting received signals
and their respective channels are almost identical up to a
phase shift, which corresponds to the incidence angle of
the wavefront and the array geometry, and some decorrela-
tion caused by additive noise. The associated channel im-
pulse responses for the M receiver chains are in this case
linearly dependent. If we introduce a channel matrix H i t j ,
which contains the M channel impulse responses as rows,
than this channel matrix will be close to singular [7, 8].

Therefore, in environments with only one strong prop-
agation path or with small angular spread the application
of a separate spatial processor (beamformer, spatial diver-
sity combiner) and a temporal equalizer as indicated in
Fig. 2(c) might be more feasible. For this beamforming
approach the optimization of M beamforming weights and
the estimation of N temporal equalizer coefficients is re-
quired. However, this approach will limit the applicability
of the receiver, since it is adapted to certain propagation
conditions.

Looking at the previously discussed equalizer structures
it becomes obvious that there are several degrees of free-
dom for the implementation of a structure which can be
placed (in terms of complexity and flexibility) in between
the spatial combining approach and the fully armed ST
processor. An important reason for this is that even in
multipath scenarios with considerable angular and tempo-
ral spreads there exists partial correlation between the re-
ceived signals at the M antenna elements. This correlation
can be removed in a preprocessing or transformation stage.
Additionally, this effect enables the reduction of the signal
space and a reduced dimension ST processor, as shown in
Fig. 2(b) with Ds k M as reduced spatial dimension.

3 Reduced Dimension Space-Time
Receiver Concept

Let us consider the basic principles and the structure of the
proposed ST receiver. The main challenges in the receiver

design are twofold: first we need to find an appropriate al-
gorithm to decorrelate the antenna signals, and second we
have to determine a selection criterion to remove compo-
nents which do not significantly contribute to the receiver
performance. The first step shall be referred to as transfor-
mation stage and the second as selection stage. The selec-
tion stage is the means to reduce the signal dimension and
is therefore the key to enable reduced dimension ST equal-
ization. The principle is depicted in Fig. 3. Clearly, the
design of the transformation and selection stages should
be done jointly. The transformation stage should move the
desired information into as few transformed signal compo-
nents as possible to allow the selection stage to efficiently
reduce the dimensionality.
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Figure 3: Reduced dimension ST receiver concept

Spatial Correlation Properties As mentioned earlier,
the spatial correlation properties of the received antenna
signals determine the possible degree of the dimension re-
duction. Therefore, we will introduce the spatial correla-
tion matrix RS

x of the received signal vector x i t j . To sim-
plify the interpretation, we assume zero mean and identi-
cally distributed data symbols as well as spatially and tem-
porally white noise, which is uncorrelated with the data
symbols. Than we can write the spatial correlation matrix
as

RS
x � E � x i t j x i t j H � � E � HHH ��� RS

n (1)

with RS
n � σ2

nI as diagonal matrix containing identical
noise variance σ2

n for all antenna elements. The matrix
H � H i t j of dimension M � N describes the transmission
channel for M receive antennas and a temporal channel re-
sponse with a duration limited to N symbol periods. The
properties of the transmission channel are influenced by
the propagation scenario, namely the temporal and angular
signal spread introduced by obstacles in the environment,
the number of significant propagation paths and their re-



spective propagation loss, but also by filters in the trans-
mission chain and antenna characteristics such as the ge-
ometry of the antenna array. These parameters determine
the spatial correlation properties. Recalling the beamform-
ing scenario depicted in Fig. 1(b) and assuming, that the
antenna elements are spaced sufficiently close and that no
noise is present, the signals at the receive antennas are ba-
sically phase shifted copies of each other due to the signal
propagation across the antenna array. This results in M
almost perfectly correlated channels and hence in a chan-
nel matrix H with linearly dependent rows. Therefore, the
H and RS

x matrices will have a rank of 1 in this special
case. More generally, scenarios with less multipath com-
ponents than antennas M will result in spatial correlation
matrices RS

x that are rank deficient or close to rank defi-
cient in noisy environments. Although this is not true for
rich scattering scenarios, which typically occur in wireless
indoor and outdoor communication scenarios as was de-
picted in Fig. 1(a), even in these cases the received signals
and the associated channels are partially correlated [9].

To further investigate these spatial correlation proper-
ties in conjunction with the dimension reduction approach,
the Singular Value Decomposition (SVD) is introduced for
hermitian matrices as

RS
x � UΛUH � (2)

with U as the left-hand side eigenvector matrix of RS
x and

Λ as a diagonal matrix containing the eigenvalues sorted in
descending order, Λ � diag

�
λ2

0 λ2
1 ����� λ2

M � 1 � . Note that
the eigenvalues are determined by the received signal prop-
erties and the noise variance, λ2

i � σ2
i
� σ2

n, as can be seen
from Eqn. (1).

In order to clarify the dependency of the eigenvalue
distribution on the propagation scenario, the cumulative
distribution functions of the normalized eigenvalues λ̃2

i �
λ2

i � ∑M � 1
m � 0 λ2

m are shown in Fig. 4 for two different sce-
narios. It is assumed that no noise is present, which re-
sults in λ2

i � σ2
i . The path delays and angles are drawn

from random processes, where for the angular distribution
two different spreads were assumed. In the first case all
multipath components are impinging on the antenna array
from almost identical directions. The resulting small an-
gular spread yields a eigenvalue distribution as depicted in
Fig. 4(a). There is one strong eigenvalue λ̃2

0 correspond-
ing to the main direction, the second eigenvalue is already
much smaller. For large angular spread values the situa-
tion turns out to be quite different as indicated by Fig. 4(b).
There exist several relatively strong eigenvalues. The next
paragraphs will show, how this eigenvalue properties can
efficiently be used for spatial dimension reduction.

Transformation Stage In order to be able to efficiently
reduce the spatial signal dimension, we need to find an or-
thogonal transformation, which decorrelates the received
antenna signals and at the same time concentrates the sig-
nal energy within as few transformed signal components as

possible. It can be shown that the KLT [5] in this context
plays a key role among the orthogonal transformations,
since it is problem adapted by directly using the signal cor-
relation properties. If the M-dimensional data vector x i t j
results from a wide sense stationary vector process with
zero mean and correlation RS

x, then the signal vector can
be expanded as linear combination of the eigenvectors ui

of RS
x,

x i t j � M � 1

∑
i � 0

zi i t j ui � Uz i t j � (3)

The associated coefficients zi i t j are zero mean and uncor-
related random variables, which can be represented in vec-
tor notation as

z i t j � UHx i t j � (4)

Eqn. (4) exactly describes the desired transformation stage
as was shown in Fig. 3. The transformation matrix U
contains the eigenvectors of the spatial correlation matrix
RS

x which makes the KLT a signal-adapted transformation.
The resulting components in the transformed signal vector
z i t j are uncorrelated to each other. Furthermore, it can
be shown that the variance or signal energy of the vec-
tor components zi i t j is equal to the respective eigenvalues
λ2

i � E �	� zi i t j
� 2 � of the spatial correlation matrix [5]. This
property results in transformed components zi i t j with un-
equal variance or mean signal energy determined by the
eigenvalues λ2

i with maximum variance in the first com-
ponent. This fact, that the signal energy is concentrated
in the first transformed components zi i t j is the key to the
dimension reduction with minimum signal energy loss.

Using this fact, it turns out that there exists a great po-
tential to reduce the spatial signal dimension for scenarios
with eigenvalue distributions as depicted in Fig. 4(a). On
the other hand, the dimension reduction potential is lim-
ited for eigenvalue distributions as shown in Fig. 4(b) cor-
responding to scenarios with large temporal and angular
spread. However, the dashed line shows that in this exam-
ple the selection of 5 out of 16 components belonging to
the 5 strongest eigenvalues will result in a loss of signal en-
ergy, which is less than or about 1 dB. Consequently, also
this scenario provides a considerable dimension reduction
potential.

Dimension Selection Stage Having transformed the re-
ceived signals we need to smartly select only those trans-
formed signal components zi i t j , which are essential for the
subsequent ST processing stage. As discussed earlier in
this section, in some cases the spatial correlation matrix
will be rank deficient or close to rank deficient. This is es-
pecially true if there exist less multipath components then
antenna elements. In such situations the space spanned by
the eigenvectors ui is larger than the actual signal space.
Stated differently, there exist eigenvectors, that exclusively
correspond to noise components, the respective eigenval-
ues are equal to the noise variance σ2

n. Removing those
components, which belong to the so called noise subspace,
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Figure 4: Cumulative distribution function of the normalized eigenvalue strength for M � 16 antennas, delay spread
στ � 4Tsym, (a) small angular spread σθ � 2 � , (b) large angular spread σθ � 40 �

will reduce the overall noise variance of the received sig-
nal and therefore enable improved receiver performance.
There exist several powerful algorithms to efficiently es-
timate the dimension of the signal and noise subspaces,
which are known as information theoretic criteria [10].

However, in many wireless communications scenarios
with rich multipath scattering and a rather limited num-
ber of receive antennas, the method described above will
not be appropriate. Therefore, a different approach is sug-
gested here, which is known as low-rank modeling [11].
The basic idea is to trade the modeling error introduced
by removing signal components with weak eigenvalues λ2

i
for the noise variance saved when removing noisy compo-
nents.

It was shown in Eqn. (3) that the received signal vector
can be expanded as a linear combination of the eigenvec-
tors ui. If components are removed from this sum, an ap-
proximation error εr̂ is introduced which is also referred to
as bias. This bias heavily depends on the eigenvalue dis-
tribution. It can be shown [11, 7], that the mean squared
error (MSE) introduced by removing a signal component
zi i t j is equal to the corresponding eigenvalue λ2

i . Conse-
quently, the strength of the bias introduced by removing
components with small eigenvalues will depend on the ra-
tio between strong and weak eigenvalues. A large ratio
between strong and weak eigenvalues will result in a small
bias and vice versa.

On the other hand, with the assumption of equal noise
variance for all received antenna signals this noise vari-
ance will remain unchanged after the transformation stage.
Therefore, removing transformed signal components will
also reduce the overall noise variance and the respec-
tive MSE εn̂. This effect will in turn decrease the MSE
of the approximated receive signal, which results from

the truncated linear combination. Hence, the removal of
transformed signal components can be viewed as a bias-
variance-tradeoff.

Comparing the two effects it can be shown that the low
rank model [11] as well as the transformed received signal
will be improved in the MSE sense, when the signal energy
neglected is less than the noise variance saved,

M � 1

∑
i � Ds

σ2
i � M � 1

∑
i � Ds

i λ2
i � σ2

n j k i M � Ds j σ2
n � (5)

where Ds is the truncated spatial signal dimension. The
middle term of Eqn. (5) indicates that the ”measured”
eigenvalues λ2

i are also influenced by the noise variance.
An example of the bias-variance-tradeoff is shown in Fig. 5
for M � 8 antennas, a mean input SNR of 3 dB, and as-
suming rapidly decaying eigenvalues as indicated by the
dashed line. This curve shows the MSE εr̂ introduced
when approximating the received signal by Ds instead of
M components (cf. Eqn. (3)). The dashed-dotted line vi-
sualizes the error εn̂ caused by the overall noise variance
associated with the number of components Ds. Finally,
the solid curve shows the resulting MSE εx̂ introduced by
the dimension reduction, which in this example reaches its
minimum value for Ds � 2 transformed components. It
can be observed from Fig. 5 that the ratios between the
eigenvalues σ2

i strongly influence the optimum dimension
Ds. However, it can be shown, that for most scenarios the
number of strong eigenvalues is very limited. For antenna
configurations of 8 and 16 antennas the spatial dimension
can frequently be reduced to Ds � 1 � � � 3 [7, 9].

If we compare these results with the rank deficiency ap-
proach discussed earlier, the advantages become clear. In
the example discussed in Fig. 5 no rank deficiency exists.
This means, that with traditional methods to determine the
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signal subspace dimension no reduction of the spatial di-
mension would result. In contrast, the application of the
bias-variance-tradeoff provides a considerable dimension
reduction potential. Moreover, at the same time the MSE
of the transformed vector signal is minimized. This effect
will be further discussed in the following paragraph.

The selection process discussed here does not depend on
additional a-priori information. However, depending on
the actual system it might be essential to introduce addi-
tional user specific information, either in front of the trans-
formation stage or for the selection stage.

Reduced Dimension Space-Time Equalizer Stage Fi-
nally, we need to investigate the implications of the spa-
tial dimension reduction for the successive ST equalizer.
There exist various space-time extensions for conventional
equalizer structures. These include ST versions of the
minimum-mean-squared error (MMSE) equalizer, the de-
cision feedback equalizer (DFE) as well as the maximum-
likelihood sequence estimation (MLSE) equalizer [12, 13,
14]. We will here focus our attention to the ST-MLSE
equalizer, which can efficiently be implemented as an ex-
tension of the well known Viterbi equalizer [14]. One key
element of the Viterbi equalizer is the branch metric (BM)
computation, which is performed for every symbol. We
will show here how the reduced dimension approach influ-
ences this BM computation process and the receiver per-
formance.

The ST extension of the Viterbi equalizer is as follows:
the BM’s are independently computed for all M received
signal branches, the results are than summed to the overall
BM accordingly. Reducing the dimension of the received
signals to Ds results in a linear decrease of the computa-
tional load.

Moreover, the BM computation requires estimates of the

channel parameters as input. An improved channel estima-
tion therefore directly influences the performance of the
equalizer. Using the reduced dimension signal stream as
input, the channel estimation problem is simplified. In-
stead of M � N parameters now only the estimation of
Ds

� N channel coefficients needs to be performed. Fur-
thermore, as we recognized in the previous paragraph, the
dimension reduction to the optimum dimension Ds also re-
duces the MSE and the overall noise variance of the trans-
formed signal. Hence, the channel estimation will become
more reliable. The underlying reason for this effect is,
that instead of using only a short training sequence for
the channel estimation, additional knowledge about the re-
ceived signal contained in the spatial correlation matrix is
exploited.

4 Results

Following the performance of the proposed reduced di-
mension ST receiver will be analyzed. In the discussed
example BPSK modulated data were transmitted from a
transmitter with one antenna to a receiver with M � 8 an-
tenna elements. The channel characteristics were modeled
using a tapped delay line model with 12 taps, which is char-
acterized by Rayleigh-fading components and rather high
temporal spread. Additionally, an angular value was as-
signed as spatial information to every multipath tap. The
angles were drawn from a uniform distribution with an an-
gular beamwidth of b 70 � . The spatial correlation matrix
was estimated for every data block of length 2093 includ-
ing a training sequence of length 93. The SVD was per-
formed for the spatial correlation matrix estimate. The
receiver performance was investigated for various ST re-
ceiver dimensions Ds. To limit the complexity of the
Viterbi equalizer, the number of temporal channel taps was
limited to N � 6. The results for the achievable BER are
shown in Fig. 6 and plotted over the average input SNR.

The solid rightmost curve shows a reference simulation
for one antenna element. When this curve is compared
with the other curves, which present simulation results for
8 antenna elements, considerable gains of c 9dB can be
identified for the multi-antenna approach. This gain is de-
termined by two effects. First, the usage of M antenna el-
ements results in a SNR gain of 10log i M j � 9dB. This
is a well known result from beamforming approaches [1],
which also holds for the proposed dimension reduction
technique. Second, a spatial diversity gain is achieved by
combining multiple antenna signals. This means, that the
probability of deep fades in the transformed signal compo-
nents is considerably reduced resulting in a reduced vari-
ance of the SNR at the output of the dimension reduction
stage. The achievable diversity gain strongly depends on
the degree of correlation between the different received
signals. If we recall the scenario shown in Fig. 1(b), we can
draw an important conclusion. For cases, where only one
strong path and no scattering is present, the proposed pro-
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Figure 6: Bit Error Rate performance for reduced dimen-
sion ST-Viterbi equalizer

cedure yields the same results as a classical beamformer.
The dimension can be reduced to Ds � 1, since one strong
path corresponds to one strong signal eigenvalue. Due
to the total signal correlation no spatial diversity can be
achieved. If, on the other hand, we assume scattering
around the receiver, but with very limited temporal spread,
which results in a frequency flat channel, we also end up
with only one strong eigenvalue. However, in this case
the antenna signals are more or less decorrelated, which
results in an additional spatial diversity gain. For statis-
tically independent spatial channels the proposed dimen-
sion reduction approach therefore also includes the max-
imal ratio (diversity) combining (MRC) scheme. Hence,
we can conclude that the discussed approach brings to-
gether the two concepts of beamforming and MRC as spe-
cial cases, which are usually considered as independent
concepts. Another important statement is, that using the
reduced dimension ST receiver concept, the geometry does
not play an important role as it does for beamforming con-
cepts, since the antennas are basically only considered as
”independent” information sources.

Comparing the three left curves in Fig. 6 in more detail,
it turns out that the dependency of the achievable gain and
the number of selected components for the given channel
conditions is limited. The gain difference between the di-
mension reduction to one i � � ; � � j and the optimum
dimension is less than 2dB for the considered SNR range.
For very low SNR values the channel estimation is very
noisy. In this case the dimension reduction to Ds � 1 yields
the best results. For increasing SNR’s the loss caused by
neglecting information bearing components becomes dom-
inant compared to the noise variance reduction. When
comparing the curves for dimension reduction to Ds � 3i �=<?>@<�� j and to 8 (—+—) components, the full dimen-
sion case performs worse in the entire SNR range. This
indicates that for the given channel model the signal en-
ergy will be concentrated in the first transformed compo-

nents, the components corresponding to low eigenvalues
basically contain only noise. For the optimum dimension
selection case applying the bias-variance-tradeoff the re-
spective BER curve is determined by the minimum of the
array of curves for all possible dimensions Ds.

5 Conclusion

Emerging wireless services with high and variable data
rate demands and the increasing numbers of mobile users
require the efficient usage of available resources. The
exploitation of the spatial dimension by applying multi-
ple transmit/receive antennas is a promising approach to
increase the required system performance. In this arti-
cle a new reduced dimension space-time processor con-
cept has been introduced. The KLT is applied to decor-
relate the received signals. Using the eigenvalue proper-
ties of the spatial correlation matrix of the received sig-
nals, the optimum reduced receiver dimension can be de-
termined by applying a bias-variance tradeoff. In contrast
to many subspace approaches, this concept also works in
rich multipath scenarios. Furthermore, the antenna config-
uration is not of major concern for the approach discussed
here as compared to beamforming algorithms, whose per-
formance is highly dependent on antenna characteristics,
especially when direction-of-arrival estimation techniques
are involved. Antenna configurations which result in spa-
tial decorrelation will improve the achievable diversity
gain.
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