
RZ 3463 (# 93564) 11/18/02 (Revised 01/19/03)
Computer Science 15 pages

Research Report

Autonomic Economics
Why Self-Managed e-Business Systems Will Talk Money

Giorgos Cheliotis and Chris Kenyon

IBM Research
Zurich Research Laboratory
8803 R̈uschlikon
Switzerland
{gic,chk}@zurich.ibm.com

LIMITED DISTRIBUTION NOTICE

This report has been submitted for publication outside of IBM and will probably be copyrighted if accepted for publication. It has been
issued as a Research Report for early dissemination of its contents. In view of the transfer of copyright to the outside publisher, its
distribution outside of IBM prior to publication should be limited to peer communications and specific requests. After outside publication,
requests should be filled only by reprints or legally obtained copies of the article (e.g., payment of royalties). Some reports are available
at http://domino.watson.ibm.com/library/Cyberdig.nsf/home.

IBM
Research
Almaden · Austin · Beijing · Delhi · Haifa · T.J. Watson · Tokyo · Zurich



Autonomic Economics

Why Self-Managed e-Business Systems Will Talk Money

Giorgos Cheliotis and Chris Kenyon
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Abstract

Autonomic systems take decisions independent of human administrators and hide much sys-
tem complexity when they do signal for intervention. Furthermore, they are expected to interact
with their environment in an autonomous way, even beyond the boundaries of an individual or-
ganization. Autonomic systems will offer their capabilities as services partially based on service
elements they acquire from their environment. In a commercial environment autonomic decisions,
e.g. (re-)configuration, healing and anticipation will not be taken “at any cost”. Financial factors
will be combined with technical feasibility to obtain optimal outcomes. In effect, the maximum fi-
nancial value of a system will be the result of an optimal operating policy and vice-versa. We term
this Autonomic Economics. Here we interpret the Autonomic Manifesto [IBM03] from an economic
point of view demonstrating how financial criteria complement and enrich other technical aspects
of autonomic systems. We further argue that the inclusion of economic criteria in the autonomic
decision process will not only support self-management but also facilitate the communication of
decisions and their trade-offs between the system and the administrator.

Keywords: Autonomic, self-managed, economics, optimization, valuation, resource manage-
ment, grid computing



1 Introduction

Web technologies and the emerging service-oriented
Grid middleware are simplifying access to infor-
mation and computing resources respectively. How-
ever the IT systems which support our daily com-
putational tasks are constantly increasing in com-
plexity, often making their management a very
costly, time-consuming task. This complexity is
amplified in the case of heterogeneous multi-tier
distributed systems commonly used in industry
today. Autonomic systems hold the promise of
being self-aware systems that configure and re-
configure themselves when faced with anticipated
and unanticipated changes in themselves, their
tasks, and in their environment.

Configuration, in the autonomic sense, includes
relations with other systems as well as a system’s
own internal state. In short, autonomic systems
take decisions. We argue that economics will form
a major part of many of these decisions, especially
for systems which will support/offer commercial
services: system optimization and configuration is
not “at any cost” but will be optimized in dollar
terms as well, relative to the system’s knowledge
of its objectives.

In this article we interpret IBM’s Autonomic
Manifesto [IBM03] — the beginning of an effort to
create a commercial framework and common re-
search agenda for the development of self-managed
systems — from an economic point of view, demon-
strating how financial criteria complement and
enrich other technical aspects of autonomic sys-
tems.

At these early stages of development we do not
aim to provide any definite recipes for the design
of self-managed systems with economic reasoning.
Our purpose is to challenge current beliefs of what
a system is and what it can or should do as well as
to motivate research and development work tar-
geting the inclusion of economic criteria in a self-
managed system’s decisions. We envision a fun-
damental change in how we view IT systems: in
the future a system will not be simply an assembly
of its parts, but rather a software entity endowed
with the capability to evolve and acquire or re-
lease components as it sees fit, in order to meet
high-level user objectives. E-commerce technolo-
gies will play a strategic role in realizing this vi-

sion, as they enable the automated exchange of
assets between not only human users but also be-
tween systems.

The Autonomic Manifesto [IBM03] gives seven
characteristics of autonomic systems that we can
group into three that deal with market context
and identity (identity, environment, standards)
and four others that consist of situations and de-
cisions (self-optimization, re-configuration, heal-
ing, anticipation). In the following we first discuss
the economic primitives of autonomic systems, i.e.
identify the market agents, the goods they can
trade, their initial endowments, etc. Then we it-
erate through required properties of an autonomic
system, often quoting from the autonomic mani-
festo, and in every case explain how to apply eco-
nomics to support a system’s decision process. We
then present two examples illustrating potential
applications of autonomic economics. We con-
clude with a summary of the main benefits of ap-
plying economics within autonomic systems.

2 Background

The need for self-managed systems has been rec-
ognized by academia, and in part by industry,
with several initiatives underway (see [IBM03] for
a list). In some of these efforts, as well as in the
Autonomic Manifesto itself parallels are drawn to
electrical utilities, often implying that IT services
will also be priced and traded as utilities, by users
and systems alike. However, to the best of our
knowledge the analogy has not been sufficiently
exploited (if at all) by the self-managed systems
community.

However, the use of economic mechanisms for
distributed resource allocation has been the main
subject of study of another — not so remote —
research community for more than three decades
now, in what is sometimes termed “market-based
control”. This particular community has been
focusing mostly on the design of artificial mar-
kets for regulating resource contention, see for ex-
ample [BGA01, CDS00, DGBS00, Sut68, RN98,
SDK+94]. One of the motivations for this has
been the development of adaptive and resilient
IT systems. These efforts have gone so far as to
prove that the economic paradigm is a valid one
for the allocation of IT resources. However, hav-
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ing focused mostly on auction design and resource
exchange protocols, they have not yet provided
the sophisticated decision-making machinery re-
quired for autonomic systems to behave truly in-
dependently. Also, the aim in many cases has
been to contain such marketplaces to the lim-
ited world of an artificial economy, built solely
for matching tasks to resources or for congestion
control, not for trade. This limitation has been
used both as a justification and an excuse for the
limited market functionality and most notably the
software agents’ simplistic (in economic decision
terms) design in most prototypes to date. Nev-
ertheless, there has been some solid theoretical
work on mechanism design and network pricing
[Sai97, San00, Sem99, Var, WMMR].

Some of the problems associated with short-
sighted agents have already been uncovered and
documented [GK99], but one just needs to look
at the sophistication of commodity and financial
markets to understand that current efforts in the
Computer Science field fall short of providing us
with IT systems that can partake intelligently in
a real economy. Our aim is to show that fu-
ture efforts need to build the appropriate level of
sophisticated economic reasoning into autonomic
systems that will allow them to go beyond the
mostly solved issues of how to participate in an
auction. To act independently and intelligently in
a real e-business environment autonomic systems
will need to learn about asset-liability manage-
ment, investment planning and risk management.

This work is partially based on previous work
of the authors on the valuation of network ser-
vices [CK01, KC01], as well as recent insights on
how to build commercial services on top of Grid
middleware technology [CK03, KC02].

3 Economic Primitives

To set the stage for later discussions we first in-
troduce the basic economic primitives for auto-
nomic economics, i.e. how we envision the market
players in this environment, the resources to be
exchanged, etc.

3.1 Market Agents

The market players will be the IT systems them-
selves. More precisely, a kind of planning and
trading agent will be used for every autonomic
system. This agent will be in charge of acquiring
or releasing IT assets depending on the system’s
needs, available budget and the actions of other
such agents. Human administrators of these sys-
tems will endow them with a budget which the
systems themselves will manage. Generally agent-
based trading is a rather old idea and so is the
idea of artificial economies, but the novelty lies
in the proposal to use such agents in the heart of
self-managed systems, endowing them with real
money (or a “token”-type internal currency for
which an exchange rate can be defined).

3.2 Assets

The traded assets, i.e. the commodity space for
autonomic systems will comprise:

• access services (computing, storage and net-
working)

• higher-level services, e.g. data replication,
intrusion detection, web services

• utility services (better than plain access ser-
vices, on-demand and with quality of ser-
vice)

• spot (immediate delivery) and forward con-
tracts (future delivery), as well as derivative
products, e.g. options to acquire extra stor-
age units at a fixed premium

Some assets may be fully commoditized and
this will greatly ease the execution of commercial
transactions because then only quantity and price
matters for exchange. For non-standard assets
some technical features will need to be published
or negotiated before any exchange takes place,
but in effect this does not change much for the
autonomic systems that needs to acquire certain
resources. It will just have to check an asset’s
specification against its own requirements before
deciding on quantity and price.
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3.3 Market Organization

In a market populated by autonomous agents any
conceivable market organization model can be con-
sidered. Typically for facilitating exchange inter-
mediaries are needed (brokers, exchanges, market-
makers) which results in a centralized hierarchical
market-structure. But for autonomic systems we
could also imagine a peer-to-peer, i.e. flat mar-
ket structure which perhaps better suits the na-
ture of such systems. Each system is responsible
for its own resources and by adapting its config-
uration can act as both seller and buyer without
the need for intermediaries. What it does need
is a “community”, i.e. a mechanism for the au-
tomatic creation of peering neighborhoods where
exchange can take place. Such neighborhoods
can also be defined by administrators as com-
mon pools of computational resources and ser-
vices. Autonomic peering communities can then
be defined per group, department, division, geo-
graphical area, etc. inside an organization as well
as across organizations.

We will now start to iterate through the Auto-
nomic Economics “wish list” of the basic proper-
ties a self-managed system should possess and ex-
amine how economic thinking and financial meth-
ods can contribute.

4 Identity and Environment

Figure 1 shows the basic components that com-
prise an industry-grade autonomic system in a
service-oriented architecture. An autonomic sys-
tem can be of any scale, from individual self-
managing components to enterprise-wide service
delivery platforms. The system is self-managed
and continuously optimized with respect to the
generated value of services it offers versus the
costs of consumed services. The administrator de-
fines directives for system behaviour and only oc-
casionally gets notified by the system in the case
of an extraordinary event.

4.1 Identity

[An autonomic system] needs to “know
itself” and comprise components that
also possess a system identity.

Provided
Services

Consumed
Services

System
Resources

Service
Creation,

Monitoring

Directives

Self-Management,
Pricing & Optimization

Autonomic
Computing
System

Resource
Virtualization

Administrator

System Identity

Figure 1: Service-oriented autonomic system ar-
chitecture with identity and control points. Em-
phasized boxes denote core autonomic elements.
Administrator input is provided in a set of direc-
tives (rules). Some of these rules will specify in
which cases the administrator wants to be notified
of changing conditions or of decision points in the
system. Surrounding the administrator and au-
tonomic core are functions which enable systems
operation and cooperation in a service-oriented
context.

4.1.1 Elements and Awareness

An autonomic system’s identity is founded on its
awareness of the following basic elements:

1. A Budget that the system should manage.
Budgets can be used to constrain the deci-
sion space of a system, making some courses
of action infeasible. Of course a self-managed
system can increase that limit by trading
profitably.

2. Directives imposed by the owner or admin-
istrator of the system which guide or con-
strain the system’s behaviour. Goals are
(optimization) criteria guiding the system’s
process of adapting to internal or external
changes. Policies are rules of behaviour,
defining what the system can or cannot do
as it evolves. An example of a goal is: “main-
tain service reliability levels at 99.99% while
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minimizing the cost of third-party services”.
A policy may be: “don’t store this data with
a service offered by a company that has a
credit rating of less than AAA”.

3. Rights and commitments which encapsulate
options resp. obligations with respect to the
system’s interaction with its environment.
For example, the system may always have
an option to tap into free cycle-scavenged
resources, or may have a commitment to
provide a service in the future after accept-
ing an advance reservation request. Rights
and commitments refer always to actions
that may or will be taken in the future as
opposed to the following identity item, ser-
vices, which refers to the present, i.e. cur-
rently provided/consumed services.

4. Services used or offered by the system. Ev-
ery procured service has a contract associ-
ated with it which describes ownership and
a service-level agreement which specifies a
service profile, quality characteristics and
the (contingent) payment (and penalty) struc-
ture associated with it. Services can be made
available using a form of Web Services tech-
nology which is computer-interpretable and
supports long-lived sessions (based on SOAP
and WSDL descriptions plus OGSA exten-
sions [TCF+02]).

5. Internal Resources owned by the system.
These are the IT resources (hardware, soft-
ware licenses, etc) endowed to the system by
its administrator. Using these resources and
third-party services the autonomic system
is in a position to support or develop the
range of services it offers. Assuming that
a limited set of resources is for internal-use
only is very similar to the assumption that
a company needs some capital to setup and
support its own operations.

6. Internal Constraints of the system. These
are not imposed by an administrator, but
are inherent to the system’s design. Such
a constraint may be the inability to self-
manage parts of the system, which can only
be changed through a user-initiated software/

hardware upgrade, when this becomes avail-
able.

In autonomic terms a system has a singular
identity in that there is a single logical point of
control for the whole system. However, the imple-
mentation of control policies and decisions may be
distributed and localized. A proposed structure
for system identity is given in Figure 2.

Internal Constraints

Internal Resources

Services

Bought

Sold

Published

Directives

Goals

Policies

Budget

Commitments

Reservations

Sold Options

Rights

Bought Options

Public Services

Name

Users

History

Autonomous System ID

Figure 2: Proposed structure for autonomic sys-
tem identity. Assets and liabilities, i.e. rights,
commitments, bought/sold contracts and inter-
nal resources form an integral part of this iden-
tity. It follows that the system must know the
value of these elements and be in a position to
protect/maximize this value.

4.1.2 It’s a business

Just as a business can be viewed as a nexus of con-
tracts so autonomic systems can be understood in
the same way. Businesses may have complex own-
ership and control structures and the same will
be true of autonomic systems. However these will
be more dynamic because decisions can be both
made and carried out at electronic speed. Mak-
ing the analogy between a business and an auto-
nomic system is useful because we can then apply
to these systems the same well-defined quantita-
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tive criteria used for evaluating the performance
of a company.

Identity, context, directives and decision pos-
sibilities are intrinsically linked to financial value.
Changes in any of these will affect the value of an
autonomic system. Although there are many dif-
ferent ways in the literature to value a going con-
cern [CKM00, Dam01] we take a pragmatic and
limited view: the value of an economically-driven
autonomic system is the sum of the contingent
discounted cash-flow that its services can be sold
for [DP94]. We emphasize the contingent nature
of this value because the value is contingent upon
the decisions made by the autonomic system and
its administrators (when they are called to act)1.

From an economic point of view the job of an
autonomic system is to maximize its own value
within a particular context given the management
directives provided using the scope contained in
its decision possibilities. Thus it must be aware of
its component values and the value of the system
as a whole. Self-value is a fundamental concept
for autonomic systems — especially given their
ability to influence this via the decisions that they
take.

How do you value an autonomic system? This
is not simply the hardware together with software
licenses just as a company is not simply plant and
equipment. The value of an autonomic system lies
in its ability to support business processes and the
value attached to these processes. The best valu-
ation method will always depend on the context,
but as we can infer from Figure 2, value can be
defined with respect to the offered services and
owned resources. Resources not used for services
today can be valued as option instruments since
they provide the system the option to support
more service requests when demanded [DP94].

It is also possible to take the view of asset-
liability management. For a given autonomic sys-
tem what are its assets and what are its liabili-
ties? Again these can be considered from a ser-
vice point of view. From a resource point of view
ownership of hardware and software licenses, as
well as subscriptions to third-party services are
assets, contracts to provide services are liabili-

1This could also be termed a Real Options valuation of
the system in that the decision possibilities, or options, are
included in the valuation.

ties. A key aspect for autonomic systems from
this point of view is to avoid bankruptcy. This is
true whether or not assets and liabilities are also
denominated in monetary terms. The owner of an
autonomic system can add new liabilities and new
assets. The autonomic system itself must manage
these responsibilities.

The inverse view from the one expressed above
is also possible. From a financial point of view
bought hardware, software and services are lia-
bilities that must be paid for (e.g. they generate
depreciation) whereas contracts for provided ser-
vices generate income.

4.2 Environment and Context

[An autonomic system] will tap avail-
able resources, even negotiate the use
by other systems of its underutilized
elements, changing both itself and its
environment...

How is the identity defined with respect to the
environment? This will be expressed in terms of
contracts between the “system identity” and users
or providers of services.

Borrowing and lending an autonomic system’s
own assets (hardware, software and services) is
only possible from knowledge of self-value: the
value of those assets to itself and to others in
its environment. IT assets come in many fla-
vors: e.g. the value of storage is actually the value
of response-time, capacity, throughput and relia-
bility, for a given set of content and under the
constraints of processing and port-capacity. Re-
member that value is not a constant and interacts
continually with the environment.

In a commercial service-oriented architecture,
such as the one shown in Figure 1, interaction be-
tween systems will be more and more on a price
basis. Information about the environment will
then include not only technical aspects (available
resources, service descriptions, etc) but also pric-
ing information (for spot and reservation contracts).

A system with a static configuration has only
limited knowledge of its surroundings, e.g. it may
be aware of the IP address of a DNS server in
the network or the users with access rights to the
system. An adaptive system on the other hand af-
fects its environment even when it is making only
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internal changes since these changes may impact
the services it provides to others. The interdepen-
dence of system and environment is even stronger
in the autonomic paradigm because such a sys-
tem is not only internally adaptive but also buys
and sells contracts for elements beyond its own
resources. This form of interdependence will lead
to virtual structures very similar to the economic
dependencies formed by international trade rela-
tionships.

When allowing systems a greater degree of
freedom in how they shape their environment, we
must engineer their interactions in such a way
that potential negative effects of interdependence
and complexity are mitigated. Sophisticated de-
mand and pricing simulations are needed for this
purpose at the system design stage. An exam-
ple of such an effect are the distributed conse-
quences of local failures. We have studied this
in the context of network failures with the help
of our Network Market Simulator [KC01] which
yielded surprising and counter-intuitive insights
[CK01]. Such insights will not reveal themselves
to the designer who only studies isolated systems.

Another issue is how to ensure that such trans-
actions between autonomic systems are fair. When
several systems compete for limited service offer-
ings, who should get what? A technically sound
solution can be constructed with the use of auc-
tion mechanisms [WWW01], which has two ben-
efits: firstly desired properties of the exchange
can be guaranteed by the auction design, e.g. fair-
ness and incentive-compatibility; and secondly re-
source pools will be managed on a transparent
(price) basis providing direct input to the self-
optimization procedures.

4.3 Heterogeneity and Standards

. . . an autonomic system must func-
tion in a heterogeneous world and im-
plement open standards . . .

Coexistence and interdependence are unavoid-
able. Autonomic systems will build on open In-
ternet (W3C, IETF) and Grid (GGF, Globus,
OGSA) standards across a heterogeneous land-
scape of computing services.

4.3.1 Standardization before automation

Consider scheduling algorithms. There are many
different ways to schedule actual use of resources.
These may emphasize different aspects: for ex-
ample one scheduler may schedule jobs by using
a simple FIFO queue; another could use a prior-
ity queue with defined policies for changing pri-
orities (e.g. earliest deadline first); yet another
may perform a strict time multiplexing scheme
(resources dedicated to only one application/task
at a time), granting access based on price irrespec-
tive of whether the resources are actually used.

The first is a best-effort scheduler, the second
is supporting differentiated quality levels and the
third is purely based on forward contracts (pay
for reservation). The last option is preferred from
an economics perspective because it entails a clear
definition of the provided service. However, the
first two schedulers are often used in practice to-
day.

Fortunately all three scheduling methods can
be encapsulated in Web Services and described
with XML-based (WSDL) descriptions. This al-
lows any system to query their status and capabil-
ities, also through an open directory service such
as UDDI or the Globus MDS.

This trend of standardization of interfaces and
interoperability has many parallels to the com-
moditization of energy assets (e.g. electricity, crude
oil, etc) and IT (home PCs, network bandwidth).
In the former case the goal is horizontal integra-
tion and systems automation, whereas in the lat-
ter it is market efficiency. Both aspects will be
needed to some extent in order to build commer-
cial autonomic systems which can decide on ac-
quiring or releasing resources from/to other com-
mercial systems.

4.3.2 Barter

Barter is perhaps possible for some autonomic
systems but economic interchange is enormously
facilitated by the most open standard of exchange
in the world for resources and services: money.
Autonomic systems will offer their services ac-
cording to contracts (containing service level agree-
ments) for money. In the same way, when they
require additional resources (actually service level
agreements on capabilities) to meet actual or an-
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ticipated demands these will be obtained on a fi-
nancial basis. Open standards for systems man-
agement, service creation, monitoring and billing
will facilitate this.

Even with pure barter exchange rates are re-
quired. In fact, for many practical cases of chang-
ing service requirements, the most important ex-
change rate is between different times. Suppose
one autonomic system has a peak demand now
but expects very low demand later. That sys-
tem will want to sell later underused service ca-
pacity in order to buy service capacity to meet
present needs. However it does this, the dynamic
environment that autonomic systems deal with
requires exchangeability across time. These ex-
change rates will be market driven and highly dy-
namic.

4.3.3 Choice in a heterogeneous world

An autonomic system must be able to do two
things with respect to heterogeneous services (ei-
ther for acquiring them or for offering them): first
it must be able to decide if the service is feasible
to offer or appropriate for its own needs; second
it must be able to work out an appropriate price.
If it is offering different services based on its re-
sources it must be able to map these onto each
other financially as well as computationally. Fail-
ure to do so at an economic level will have just as
serious consequences for the business as failure at
the systems level.

Different services will not be simply compa-
rable in financial terms. Many will require map-
ping multi-attribute metrics to each other and to
their financial equivalence. This has been stud-
ied for some time in multi-attribute utility the-
ory [KR76]. One of the simplest examples are
the original risk/reward trade-offs of portfolios.
Given metrics for risk and reward it is then possi-
ble to find the curve that dominating portfolios lie
on. Depending on the autonomic system’s direc-
tives (e.g. minimize risk for a given reward level)
the optimal service portfolio can be automatically
computed.

5 Decisions

In the first section we identified what an auto-
nomic system consisted of and its context for ac-
tion. In this section we describe how an auto-
nomic system acts in economic terms.

5.1 Self-Optimization

An autonomic computing system . . .
always looks for ways to optimize its
workings . . . also considering supple-
mental external resources . . . similar
to the way power utilities buy and sell
excess power in today’s electricity mar-
kets.

The system is required to (possibly continu-
ously) optimize its resource usage and economics
(cost, revenue, risk) under complex, conflicting
and changing IT demands.

5.1.1 Unified control

All the elements of an autonomic system must be
controllable in a unified manner. The elements of
optimization are the control points together with
the feedback from the service metrics (monitor-
ing points). These system metrics may have re-
quirements or constraints imposed by contractual
arrangements for service delivery (SLA’s) or by
administrative policies. However, changes made
through the control points must have clearly iden-
tifiable costs. Likewise the benefits and penalties
for the service quality delivered must be identi-
fied.

In practice the service quality delivered may
be constrained by business policies, e.g. “never
breach a service level agreement” although the ac-
tual contract may only provide for, e.g. payment
in kind for service outage (the current telecom ser-
vice model). Within the spectrum of service de-
livery options the autonomic system will optimize
by using the cheapest-to-deliver service support.

Costs in service delivery are not necessarily
associated with the direct sum of fixed and vari-
able costs of an installation. A much more impor-
tant cost will probably be the opportunity cost of
missed new business or expansion of existing ser-
vices.
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5.1.2 Techniques

There is a large literature on how power util-
ities, energy sources and physical resources are
designed and run, e.g. [Lun97, SM99, TKW00,
KT01]. These are often posed as valuation prob-
lems. The maximum value of a system is the re-
sult of an optimal operating policy and vice-versa.
There has also been considerable industrial activ-
ity, as might be expected, with a range of firms
offering commercial software for optimally run-
ning physical (electricity) generation assets (e.g.
from e-Acumen, Caminus, Lukens Energy Group,
FEA). This software takes into account manage-
ment directives, service contracts, resources and
the spot and forward prices. They offer a variety
of different financial objectives that can be opti-
mized.

The literature and commercial products in the
energy and related fields offer a starting point and
useful analogies for how to construct autonomic
optimization software. All the current techniques
take as a basic assumption that the environment
is stochastic. The specifics of the future are un-
known but it can be characterized statistically
and stochastically. The main methods are based
on stochastic dynamic programming (SDP) [BT97]
and stochastic optimization [BL97]. Although sto-
chastic control has been proposed, e.g. for con-
trol of web-server resources, in current commer-
cial settings it appears that the scale and com-
plexity of real control problems is beyond the tech-
niques available with this approach. In fact even
SDP experiences scaling problems and this has led
to the emergence of neuro-dynamic programming
(optimization) as one way to handle the dimen-
sionality problems.

The main difference between previous work
with utilities (energy, water, etc) and autonomic
systems is the complexity of services offered. Pre-
vious utilities were very simple offerings whereas
autonomic systems will support and create a large
variety of different services. The optimization
challenges for autonomic systems will also be for-
midable because of the range of ways to construct
services. Additionally the link between underly-
ing resources at the hardware level and service of-
ferings is not direct or simple. However the speed
and frequency with which autonomic systems can

alter their configurations may help in problem for-
mulation and solution. In any case the existing
academic work and commercial software offer an
excellent starting point.

5.2 (Re-)configuration

An autonomic computing system must
configure and reconfigure itself under
varying and unpredictable conditions.
System configuration must occur auto-
matically . . . to best handle changing
environments.

In a commercial environment companies (and
autonomic systems) will get what they have con-
tracted (paid) for according to the SLAs they have
for delivery of services. A direct consequence of
commercial service offerings is a requirement for
a high degree of precision in contract (or SLA)
language. When IT services are not provided as
a utility, as is currently common then there are
often no guarantees and best effort is common.
The precision and detail of current outsourcing
contracts suggests that this mode of best effort
working will not survive in a commercial environ-
ment.

Autonomic systems must adapt appropriately
to varying and unpredictable conditions to the ex-
tent specified by the relevant contracts and di-
rectives. Now from an economic perspective we
have the paired questions of what it will cost to
adapt appropriately and what it is worth to do
so, i.e. the market price. If a contract has not in-
cluded consideration of varying load, for example,
but specifies a constant load then the optimal re-
sponse from the system may be to do nothing but
generate an alert that a new condition is present
and the interested parties may want to create a
new contract to deal with it.

Re-configuration under unpredictable condi-
tions leads to a consideration of risk and so to the
price of risk and the possibility of risk transfer.
Suppose a user or autonomic system wants a con-
tract with another autonomic system to handle
a varying unpredictable load. How much should
they expect to pay? Let us consider four cases
with decreasing degrees of predictability:
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1. Known variation, no uncertainty:

the user knows exactly how the load will
vary and is certain that this knowledge is
exact to the degree that he does not want
to pay up front for any coverage for changes,
nor does he want to be covered for any up-
side or downside potential. In short this
presents a load versus time curve for pricing.

2. Statistically characterized uncertainty:

the user is confident in his specification of
how the load will vary and also in his spec-
ification of uncertainty. The user presents
the probability distribution of the load ver-
sus time for pricing and specifies a desired
QoS relative to it.

3. Limits: here, whilst the user is not confident
of a statistical characterization of uncertainty,
he is comfortable with specifying limits (ver-
sus time) within which he wants the system
to handle load.

4. No idea: here the user wants any load han-
dled and is not capable of any characteriza-
tion.

The higher the degree of uncertainty trans-
ferred to the system providing a service the higher
the risk premium for that service will be. In gen-
eral, given a set of services with the same derived
utility and quality characteristics, a service with
a predefined (deterministic) load profile will be
cheaper than one with a statistically defined load
profile.

The fourth case implies unlimited service ex-
pectations and is not acceptable in a commercial
environment. One way of understanding why it
is not acceptable is to seek a way of pricing such
a service. Since a contract with no guarantees is
generally disliked by users assume the most sim-
ple case of a guaranteed service rate. The only
reasonable way of covering for excess unexpected
load while maintaining the same service rate is
by allocating extra resources on the fly. This in
turn means pooling resources indefinitely from the
spot market, with each new purchase raising the
market price. How much will this cost? No idea!
Starting from a blank service characterization we
are forced to end up with a dump pricing answer:

transfer the spot price, however high. Unless, of
course, the user is prepared to give up on the idea
of QoS, not a very attractive proposition indeed.

Autonomic systems provide value by their abil-
ity to reconfigure as needed. This re-configuration
to deal with varying and unpredictable loads has
direct and indirect (opportunity) costs which de-
pends on the degree to which this unpredictabil-
ity can be (statistically) characterized. Contracts
will develop the appropriate level of precision for
specifying who bears what risk and how the dif-
ferent parties are compensated for providing spec-
ified QoS levels. Autonomic systems will have to
be able to evaluate and exchange such contracts.

5.3 Self-Healing

An autonomic computing system must
be able to recover from events that might
cause some of its parts to malfunction.

Ideally autonomic systems should anticipate
future events and that holds for failures too. Even
if a particular failure event is generally unexpected,
the probability of failure for a particular compo-
nent can be modelled. Reliability theory is a well
developed area of probability modelling [Ros00].
The reaction to a failure could be simple replace-
ment as in RAID storage systems. For exam-
ple, by maintaining multiple independently stored
replicas of critical data an autonomic system will
be able to continue operation smoothly when a
single storage device fails. This kind of pro-active
system protection is left for the discussion of an-
ticipation later in this article in Section 5.4 and
we deal here with those cases where injury has
occurred and the main goal is to rapidly restore
operation.

5.3.1 The healing process

Since IT systems will most probably not be fit-
ted robotic arms to repair themselves in the near
future, the natural IT-equivalent of self-healing
is to let the system substitute failed components
with spare resources of equivalent functionality —
without involving a human in the process — at
least until the failed component can be replaced.
Assuming that the system has already identified
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the failed component or service, such a healing
process requires:

• identification of compatible alternatives, their
availability and their price

• on-demand service provisioning

• a method for making optimal substitutions

The system must be aware of its environment
and in particular of the availability and prices
of resources and services that it could acquire if
needed. On-demand provisioning is still a ma-
jor challenge in IT even if a great deal of work
has been devoted to it. The main difficulty lies
in the insufficient degree of integration in today’s
distributed systems, fuelled by a shift away from
vertical integration, an increase in competition
and the fast pace of new technology adoption.
Open standards and horizontal integration with
end-to-end service quality are necessary to bring
on-demand services in a fragmented world. Chal-
lenging as the first two issues may be, the main
technical obstacle for an autonomic system is the
third item, i.e. given a set of alternatives how can
the system make a sound recovery decision?

5.3.2 Substitution

One way of handling a failure is to switch over to
the system’s own back-up service for the duration
of the failure. But this assumes anticipation of
the failure. What if we are dealing with a failure
that was not anticipated in this way? In this case
healing requires knowledge of what is damaged by
the failure. From the economic perspective this
means knowing the value of the service(s) which
suffered from the failure.

In finance prices which are consistent with mar-
ket expectations are often computed using substi-
tution arguments between assets or combinations
of assets. Equivalent services that autonomic sys-
tems offer will have equivalent prices. In prac-
tice the cheapest equivalent service sets the price
up to the limit of the, say, capacity for which
it is offered. This is known in finance terms as
the “no-arbitrage” argument, because if the above
statement would not hold for an extended period
of time an arbitrary amount of risk-less profit
could be possible [Hul00, Nef00]. No-arbitrage

has been used extensively in the development of
pricing models for commodities and financial in-
struments. We expect utility computing services
to be no exception, although there is still much
more work needed in this direction.

As explained, an autonomic system will have
to find the cheapest equivalent in the case of com-
ponent failure. In a market situation it would
suffice to look up the market price for that com-
ponent, equivalent service, or combination of ser-
vices that could be used to construct a replace-
ment for the impaired service.

5.4 Anticipation

When faced with a potentially danger-
ous or urgent situation . . . our auto-
nomic nervous system . . . optimizes
our bodies for a selection of appropri-
ate responses . . . Autonomic systems
will deliver essential information to users
with a system optimized and ready to
implement user decisions.

Imagine that an autonomic system is running
applications within an intranet and internal de-
mand for these is increasing. When this demand
reaches a trigger level it must take action to pre-
vent overload. It can either increase its service
prices internally to throttle demand or alterna-
tively buy the capability to increase its service
levels externally. The system checks the price and
availability of external services and then puts the
choice before the business person responsible. In-
creasing prices internally or buying external ser-
vices will both permit the system to maintain ser-
vice levels. Now the business person can decide
and has only that decision to make, not the tech-
nicalities of the tradeoffs involved or how to im-
plement them.

5.4.1 Degrees of anticipation

How can an autonomic system be prepared for
action? What is the cost of preparation for the
benefit in terms of decision possibilities offered to
decision makers? We can identify a progression
of autonomic capability:

1. Delegation: this is the usual case today, some-
thing needs doing but no help given on pos-
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sible actions and no preparations made for
implementing those actions.

2. Interactive adaptation: the anticipated prob-
lem is presented together with set of control
points where user can take action. This is
an interactive problem solving process in-
volving the user and the system.

3. Anticipation and interactive adaptation:

problem, control points and costs, potential
outcomes and benefits presented to the ad-
ministrator.

4. Anticipation and automatic adaptation:

problem, control points and costs, potential
outcomes and benefits computed, price or
service adaptation made. No human inter-
vention is required.

5.4.2 Techniques

How much is it worth to prepare? This is a robust
optimization problem: different decisions should
be implementable with little cost. This is also a
Real Options [DP94] problem: what is the cost
of buying options that cover the appropriate de-
cision scope — and is it necessary?

Decision makers must define policies which de-
scribe how risky they want their decisions to be in
terms of the accuracy and timeliness of the infor-
mation presented to them for the decisions. In-
formation has a price, so does accuracy and cer-
tainty. In conventional dynamic and stochastic
environments mechanisms have been devised to
artificially construct accuracy and certainty in in-
formation about the future. The two most com-
mon methods are forward (futures) contracts and
options contracts.

A forward contract gives the rights to a service
starting at a defined time in the future (and for a
defined period) for a sum which is also predefined.
Thus it provides certainty about price and avail-
ability once bought. Will the actual price of the
service turn out to be the price of the forward con-
tract? Almost certainly not, in general it is not
even the expected value of the future price be-
cause it includes various utility premia as well as
a convenience premium which may be positive or
negative at different times depending on market

conditions and expectations [Hul00]. An option
(on a forward contract) provides the same arti-
ficial certainty about future price and availabil-
ity to the decision maker but without the com-
mitment of actually having to buy. There is, of
course, a price for this but it is usually much less
than the price of the forward contract itself.

It is conceivable that autonomic systems will
trade such contracts with little or no help on the
part of the user/decision-maker. This activity will
greatly assist in controlling uncertainty about fu-
ture events. An autonomic system can also con-
struct its own estimates of price and availability
as well as estimates of the risk of not reserving in
advance.

6 Examples

We will demonstrate the benefits of including eco-
nomic considerations in the decision process of au-
tonomic systems through two examples, on failure
recovery and on the management of differentiated
service levels.

6.1 Failure Recovery

This simple example demonstrates how decision
making based on economic criteria provides a sound
and flexible basis for failure recovery actions. Sup-
pose that D is the (random) duration of a stor-
age component failure. Should the system acquire
a backup solution? How can it reach a decision
without user input? The answer to the first ques-
tion depends on the valuation of the data to be
stored. A simple proxy of the market value of the
data is the sum of the prices of all service con-
tracts which are impacted by the failure. How-
ever, typically in cases of failure a compensation
is paid back in cash or most commonly in free
service time.

Let c(x) be the compensation fee per time unit
for interruption of service, where x is the duration
the interruption (specified in the SLA). Suppose
that from historical data there is an estimate of
the probability of failure P [X = down], where
X is the operational state of a storage compo-
nent. Suppose also that failures are Poisson ar-
rivals with rate λ and that failure duration follows
a Pareto distribution f(x; a, k) with shape param-
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eter α > 1 and a scale factor k. The system will
choose to acquire at time t = 0 a backup service
of duration T at the spot price S(0) when the
following condition holds:

λT

∫ ∞

x=k

f(x; α, k)c(x)dx+φ(λT,
kα

α − 1
)−S(0) ≥ 0

A fudge factor φ(n, µ) is used to capture the
(cumulative) “reputation cost” of service outage
during period T , where n the number of failures
during that period and µ is the first moment of
the duration distribution. We want φ() to be sen-
sitive to one or more moments of the duration
distribution so as to be able to specify through
φ() the administrator’s risk sensitivity. Generally
failures of unusually long duration will have a dis-
proportionately negative effect on reputation. 2

In the case above we use a spot backup service,
but more interesting is the case of option con-
tracts for the anticipation of failure events since
these give the system the option to make use of a
service only when needed. By purchasing call op-
tions on third-party on-demand services a system
is able to manage the risk of component failure
(but not of data loss) in a better way than with
plain redundancy. The reason is that the call is
only a right to a service which is only provided
upon exercising the option (reduced management
costs, better resource allocation). In particular,
American calls (exercise at any time point until
expiration) are more appropriate here since the
date of failure is naturally not possible to deter-
mine a priori. In order to make decisions regard-
ing American derivative contracts a system needs
to possess stochastic models of price movements
for the respective services. Such models are cur-
rently under development.

6.2 Service Level Management

In this example we will examine the workings of
an autonomic system in charge of selecting and
continuously adapting service levels for a large
user population, under budget constraints. This
example is based on a real case where the charges

2Even when we talk about autonomous systems we
should remember that when those systems are used to
support commercial services the reputation of the ser-
vice provider will be influenced by some system-level self-
adaptation decisions.

made for an outsourced service were tied to the
sizes of user email accounts. In this actual case
costs were managed manually, by forcing users to
switch to one or the other service levels manually,
one by one as required. This is an ideal case for
the introduction of a self-managed system with
economic reasoning, and the problem can be for-
mulated as a binary linear optimization problem.
Some constraints are economic whilst others are
technical or operational.

Assume that there is a discrete number of ser-
vice levels and for every user k and level i there is
a known utility u(k, i) that the user derives from
being served at the particular level. The cost for
supporting one user at level i is c(i). Charges for
the entire service are based on the service levels of
all the users combined, so depending on the size
of the budget some or all the users may need to be
moved to a lower service level or may be able to
benefit from higher service levels. Managing this
process manually is a painstaking process, espe-
cially given the fact that not only budgets, but
also pricing schemes of the outsourcing provider,
and user utilities, change with time. This service
level management problem can be formulated as a
simple binary linear optimization problem: select
user service levels to maximize the total utility
of all users combined, subject to budget and re-
source availability constraints.

It is also common to allow for the creation
of privileged groups whose service levels must be
kept high irrespective of the other users. This is
included in the formulation below.

We further need to consider the fact that au-
tonomic systems will be in a position to take deci-
sions much faster than humans and thus the rate
of change of service levels could be unexpectedly,
and undesirably, high. For example, what if the
optimal decision is to degrade some users by two
levels at once? Such abrupt changes may gen-
erate unnecessary complaints on the side of the
users who could not foresee such a development.
For this and other reasons we include constraints
to throttle the system’s rate of change.

This leads to the following formulation of the
Service Level Management problem [SLM].

12



Sets
K: set of users
P : subset of privileged users (in K)
I: ordered set of service levels

Data
B: budget
u(k, i): utility of level i for user k

h(k): historical (previous) level for user k

w(k): minimum level for user in privileged group
P

c(i): cost of level i

r(i): resource requirements for level i

A: available resources
x: maximum level change

Decision Variables
l(k, i): (binary) level of user k

Objective
max

∑
k∈K

∑
i∈I l(k, i) u(k, i)

Constraints∑
i∈I l(k, i) = 1: a user is in exactly one level∑
k∈K

∑
i∈I l(k, i) c(i) ≤ B: budget∑

k∈K

∑
i∈I l(k, i) r(i) ≤ A: resources∑

i∈I 10|i|l(k, i) ≥ 10w(k): privileged user constraint

10h(k) ≤
∑

i∈I l(k, i) 10|i| 10x: level change∑
i∈I l(k, i) 10|i| ≤ 10h(k) 10x: level change

The last three lines of constraints exploit the
nature of binary variables and the fact that we
have used an ordered set of service levels so we
can take the ordinal value of a member of that
set (| |).

This is a basic formulation of the [SLM] prob-
lem. Utility for a given service level for a given
user is an input to the problem. This utility can
be the output of a forecasting system that mon-
itors user service usage (email activity in the ex-
ample mentioned). This formulation can be ex-
tended to take account of multiple planning peri-
ods and (statistically characterized) errors in util-
ity forecasting.

This example illustrates how a system can con-
tinuously adapt and optimize its configuration in
response to changes in its self (user utility levels)
and environment (price levels and budget).

7 Conclusion

In this paper we have defined and characterized
Autonomic Economics, that is, the inclusion of
economics within the decision making processes
of autonomic systems. We gave two examples of
how autonomic systems equipped with economic
reasoning will be able to respond to an environ-
ment where both technological and business con-
ditions change.

Identity and context give rise to value. Opti-
mization identifies the way to maximize this value
under the dynamic and unpredictable circumstances
autonomic systems will face in commercial real-
ity. The challenge for autonomic computer sys-
tem designers is to adequately characterize these
circumstances and enable a sufficient range of ac-
tions for the system to take without exposing this
complexity to human administrators.

Figures 3 and 4 provide some intuition of the
links and correspondences between autonomic sys-
tems characteristics and economic concepts and
methods. Summarizing, we list the tangible ben-
efits of including economic criteria in autonomic
systems:

• Economics provides a method to choose among
technically feasible alternative strategies, given
that adaptation and optimization will not
be at any cost.

• Borrowing and lending of resources between
autonomic systems will be greatly facilitated
by a common standard of comparison: equiv-
alent monetary value.

• Self-management activity is tied straightfor-
wardly to budgets and business objectives:
the costs of supporting business strategies
are made explicit for varying and unpre-
dictable conditions.

• System analysts can easily audit autonomic
actions in terms of cost, revenue and risk.
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Figure 3: Overview of Autonomic Economics (Part 1) showing connections between Autonomic char-
acteristics and economic concepts and methods.
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Figure 4: Overview of Autonomic Economics, Part 2.
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