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Dynamic Data Rate and Transmit Power Adjustment in IEEE

802.11 Wireless LANS

Pierre Chevillat, Jens Jelitto, Hong Linh Truong, IBM ZiriResearch Laboratory

Abstract

In this paper a novel link adaptation algorithm is propoget ts capable of adjusting the transmit
power level and the data rate jointly to the radio channeddmns. The proposed method relies
solely on link quality information available at the transt@i by employing the reception or non-
reception of the acknowledgment frames as a measure of #n@enehquality with respect to the
power level and data rate. The method is fully compatibléwie 802.11 wireless LAN standard. In
contrast to many other proposals, it neither relies on th8/RTS protocol nor requires a feedback
channel to transmit link-quality estimates from the reeeito the transmitter. Different strategies
for optimizing data rate and power level are given. Theseeddmn the scenarios considered, the
number of active stations, and the service requirements.tWwh main strategies are either to drive
the system towards the highest possible data rate and dadgisate and power levels accordingly
(“high-performance” mode) or to focus on power saving, gagdrading this for other performance
criteria such as throughput or delay performance (“low-pdwnode). Other special cases, such as
power or rate only adaptation, are also discussed. It cah®a&rsthat in most cases the best choice
for achieving low transfer times, maximizing throughpurgalleviating the hidden terminal problem
is to transmit at the highest possible rates and with highgodevels. This “high-performance” mode
of operation also minimizes the transmission times, whickurn maximizes the time for putting

idling components into a sleep mode, thereby minimizingaV@ower consumption.
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1 Introduction

Broadband wireless LANs (WLANSs) based on the IEEE 802.1]aftl 802.11g [2] physical layer
standards support multiple data rates, which enableseasgedtations (WSTAS) to select the appro-
priate transmission rate depending on the required quaflggrvice and the radio channel conditions.
To maximize the throughput or minimize the transmissioragelising a high data rate is the right
choice in many cases. However, if the distance to the rec&aveng, using a high data rate may
lead to an excessive number of retransmissions owing toothiesignal-to-noise ratio (SNR). This
may result in performance degradation or even in a totaldds®mmunication. In such a situation,
a more robust but lower data rate may achieve a better thpuig®ther parameters that affect over-
all system performance need also be considered. For bgtevgred devices such as laptops and
PDAs, transmission power awareness is crucial to save e prolong battery life. Reducing
the transmit power level, in particular when the distancéhwreceiver is small, also helps reduce
interference with neighboring WLANs. To achieve the highasssible system performance, it is
therefore mandatory to use an automatic link adaptatioorigtgn that allows a station to adapt its
transmission parameters to the actual conditions of thelegs channel.

The interest in designing a link adaptation mechanism f&.BD WLANS is large because the
basic 802.11 MAC standard [3] does not specify any proceétureate switching or power level
selection. Many papers have appeared in this area, mostofdealt either with rate adaptation [4] -
[11] or with transmit power control [12] - [15] only. A few peps described algorithms that combine
rate adaptation with power control [16] - [18].

The classical way for performing link adaptation is to refyfeedback from the receiver. In this
approach the channel quality is estimated from SNR, redesugnal strength, or packet error rate
measurements, and the transmit rate or power level to beiatire transmissions is derived. This
information is then sent back to the transmitter over a faekizthannel [19, 20]. Unfortunately, the
802.11 MAC standard does not provide any protocol meansh®receiver to inform the transmitter
about the link quality or the transmission rate to be usedk ladaptation methods relying on a
feedback channel can therefore not be employed or required#ioation of the 802.11 standard.

A number of proposed algorithms make use of the so-calle8/RTS” protocol to exchange the
information needed for the adaptation. The RTS/CTS prdtiscdefined in the 802.11 standard to
combat the well-known “hidden” terminal problem. Befor@dmg a data frame a transmitting station

makes a reservation for the wireless channel by sendingra“®eady-To-Send” (RTS) frame. The



receiving station replies with a “Clear-To-Send” (CTS)fig The transmitting station proceeds with
the transmission of the data frame after having received(i® frame. All other stations in the

vicinity of the transmitter and the receiver that have reegithese two frames will defer their own
transmissions until the end of the reservation. Thus, th8/RTS protocol can be exploited for the
exchange of link adaptation parameters such as rate anétpszk [4], or interference margins and
transmit power levels [12].

An interesting idea is described in [9], in which the accesis(AP) broadcasts special beacon
frames that allow the wireless stations (WSTAS) to deteeir ttocation relative to the AP and to
determine the transmit rate to be used.

Another alternative is to measure the received signal gthesnd derive the transmit parameters
from that measurement [11, 21]. The transmit power level @lan be included into the packets,
such as in the method described in [17], in which a combinexaad power adaptation for 802.11a
WLANSs operating under the Point Coordination Function (P@Fdescribed. The main idea is to
include the information about the transmit power level ia BERVICE field of a MAC frame which
is sent by the Point Controller (PC). This information wiloav the receiver of the frame to estimate
the path loss between itself and the PC, and to determinestedte-power pair to be used for future
transmissions. A similar method is defined in [18] for the 802Distributed Coordination Function
(DCF). It uses the RTS/CTS frames sent at full power priomy @ata transmission to estimate the
path loss. The WSTAs determine the best power-rate combmfom a table indexed by the packet
length, the path loss condition, and the retry counters @ QRF procedure. The table entries are
calculated off-line.

All algorithms described so far require either a modificatad the 802.11 standard or the co-
operation of the peer station, e.g. when making use of the &S procedure. These drawbacks
can be avoided by employing only information available & ttansmitter. In [5], the transmitter
switches between two fixed data rates, with the higher ratkeadefault operating mode. After two
consecutive transmission errors it uses the lower rateretndhs to the high one after ten successful
transmissions or after a time out. This technique was erdthind10] to handle multiple transmission
rates and varying channel conditions. In [22] the mechawisfh0] is employed to adapt the transmit
power levels to the channel conditions; however, the trassion rate is maintained at a fixed value.

In this paper we extend the ideas proposed in [10] and [22]rieva link adaptation algorithm

that is capable of adjusting jointly the transmit power lewed the data rate to the radio channel



conditions. The method is fully compatible with the 802.1liteless LAN standard. It relies neither
on the RTS/CTS protocol nor requires a feedback channehtstnit link-quality estimates from the
receiver to the transmitter. Instead, the proposed schelies solely on information available at the
transmitter by using the ACK frames.

In the next section we will discuss some fundamental linkpsatzon issues. In Section 3 the
proposed joint power and rate adaptation algorithm is ptese A comprehensive evaluation of the

performance of the proposed scheme is given in Section 4ll¥i®Section 5 concludes the paper.

2 Link adaptation principles

Our goal is to optimize throughput and transmit power forvaegichannel, i.e., to transmit as many
bits with as little energy as possible. The optimizatiomatstgy depends on several factors, such as
the service requirements (e.g. target data rate, delaytreamts), power consumption, and battery
lifetime, but also on coexistence and fairness considmratin a wireless network.

The parameters that can be controlled by a link adaptatgori#thm are the transmit powép,
data ratep, and packet length,. Although the throughput depends also on the packet ler&#h [
it has been shown in [22] that fragmenting large packets &setkin the 802.11 MAC standard
[3] is not an appropriate means for increasing throughpuoabse every fragment is acknowledged
separately. Hence, the overhead increases linearly vathumber of fragments. For this reason, only
transmit power and data rate adaptation will be considaretis paper. Let us define the effective
throughput of a WLAN as

TP= % (1)

whereN, is the total number of successfully transmitted data bitheobserved time interval.
The time intervall includes the transmit timek, of the data packets and overhead tirfigs such
asDIFS (“Distributed Interframe Space”gIFS(“Short Interframe Space”), acknowledgment times,
backoff times and other idle times (e.g. waiting times fowngackets in a system that is not in

saturation). In addition, let us define the average trangaviter as

=~ ZE:_ol PoxTok+ Z:':_ol Pon,i Ton,|

I:)tx = T (2)

wherePy i is the transmit power of thieth data frame transmittedp x the transmit time of th&-th
data frame, an& the total number of data frames transmitted, includingrezowus framesPoy IS

the power associated with theh overhead tim@oy, (e.g. to transmit an ACK frame, or the power
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consumed during idle timd3lF S, SIFS, andL the total number of overhead events. In the simulation
results presented in the next section, the power consunrathddle times (e.gDIFS, SIFS is not
considered and set to zero. Hence, as long as no RTS/CTS m&thia enabled in the system, the
overhead energy consumption is determined by the trangmipswerP, and transmission timé

of the ACK frames to acknowledge successful data transamssiNote that even in this caséand

L are not equal because of unsuccessful transmission agefpim these two definitions the power

efficiency can be derived as

n TP N,
TP= — = —— - )
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3)

The denominator describes the overall transmit energywuopson associated with the successful
delivery of N, data bits. To maximize the power efficiency, the tinfgsand Toy and the powers
PrandPoy should be kept as small as possible for the given servicaresgants.

The transmission time® (Ip,rp) andTa(la,ra) depend on the frame lengths andl, and the
transmission ratespandr, of the data and ACK frames, respectively. For 802.11a, time tio
transmit a data frame of bytes at ratepis [1]:

16+8'|D+6w @

To(lp; o) = Tea+ Tsic + Tsym - [ Noars(1)
whereTpa, Tsic and Tsyy are the times to transmit the preamble, the signal field ared @RDM
symbol of the 802.11a OFDM PHY layer, respectivel\pgps is the number of data bits en-
coded within one OFDM symbol and dependsrgn The operator| returns the smallest inte-
ger value greater than or equal to its argument value. In18@2.these parameters have the val-
uesTpa = 16s, Tsic = Tsym = 4US, Npgps = 4 - rp. Possible transmission rates age= 6, 9, 12,
18, 24, 36, 48, and 54 Mbps. If we assume a packet length ef 1000 bytes, the transmission
times for the different data rates afg(lp = 1000 bytesrp = {6,9,12,18 24, 36,48 54}Mbpg =
{1360912 692 468 356,244,188 172}pys. Hence, folp = 1000 bytes, the transmission time at a
rate of 54 Mbps is approximately 1/8 of the time required ata of 6 Mbps.

The necessary transmit power for a certain service regeinéohepends on the transmission rate,
the distance between communicating devices, the chanaehcteristics and other factors; there
exists no simple relationship. Assuming a fixed distancevéen transmitter and receiver, a rough
estimate of the relative transmit power requirement as etioim of the transmission rate to support a

desired packet error rate (PER) can be extracted from Flgprlan AWGN channel and a desired PER

of 1072, let the necessary transmit powermRgr,= 6 Mbps) = Py. The power levels required for the
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different rates are roughli?o(rp= {6,9,12,18 24, 36,48 54}Mbps = {1,2,2,4,8,16,32,64} - P.
Hence, a power difference of about 18 dB, or 64 times the pdsve, is required to maintain the
same PER at a rate of 54 Mbps as at 6 Mbps. This power ratio oBi8 also confirmed by [24].

The transmit rates, for the ACK frames are defined by the standard, hence the timese
given. As the immediate ACK procedure and its reliabilitg arucial for the system, it is assumed
that all ACK frames are transmitted at the highest powerlleve

From the above results, several observations can be madke tfansmit power is fixed, one
should try to transmit at the highest possible rate. Thisgases the power efficiency and minimizes
the air time. This in turn increases the system throughpditnaimimizes the collision probability. If,
on the other hand, the rate is fixed (as might be required bgveceg the lowest possible power level
should be used to save energy. However, this strategy migtsten the hidden terminal problem. If
both the transmit power and data rate are adaptive, the aisopaf the transmit time ratio (1/8) and
the transmit power ratio (64/1) for 54 Mbps and 6 Mbps suggstransmit at the lowest possible
data rate and then to optimize the transmit power accorgiftpwever this statement is only valid if
we consider the power efficiency for a single communicatiok. IThere are several issues that need

to be taken into account:

e The power efficiency does not take into account the energgwaption of the baseband and
MAC layer signal processing. Higher data rates allow théor&@nt-ends as well as the PHY

and MAC engines to be put into an energy-saving sleep moderiger time periods.

e The reduced transfer times associated with higher datamaselt in a reduced collision proba-
bility. This will result in a reduced retransmission rateldetter throughput performance than

a low data rate transmission.

e Higher power levels associated with higher data rates leaddss pronounced hidden terminal

problem, as more stations can “hear” a station transmitttreghigher power level.

e To optimize the aggregate throughput in a cell, the bestegjyas to use the highest possible

data rates for data transmission.

¢ The transfer times depend on the data rate, backoff timelsietransmissions needed. Hence,
as long as higher data rates do not considerably increagetti@smission probability, using

the highest possible data rates will result in the shortesster times.



The arguments given above suggest that the best strateggetetct the highest possible data rate

and to adjust the transmit power accordingly.

3 Joint power and data rate adaptation

3.1 Proposed algorithm

The link adaptation algorithm proposed here makes use ohthediate ACK strategy defined in
the IEEE 802.11 MAC protocol [3]. Error-free data frames enenediately acknowledged by the
receiver. Frames are protected against errors (due tontissi®n errors or collisions) by means
of a frame check sequence (FCS) field containing a 32-biticyedundancy code (CRC) and a
simple send-and-wait ARQ mechanism. If the receiver detadCRC error the frame is discarded.
Otherwise, the receiver sends an ACK frame back to the tratesmif no ACK frame is received
within a specified time, the frame is re-sent after a randook-udf time. This process is repeated
until the transmitter receives an ACK, a packet lifetimeueais exceeded, or a maximum number of
retries is reached. In the latter two cases, the transnditeards the frame.

As no channel state information (CSI) is available at thednaitter, the proposed algorithm ex-
ploits the immediate ACK procedure’s ability to detect fafoss. If the transmitter does not receive
an ACK within a specified time interval, the algorithm corass that link quality was insufficient and
that a lower data rate or a higher transmit power should be. 3e the other hand, if the transmitter
succeeds in sending multiple data frames, it assumes thikquality is sufficient and that a higher
rate or a lower transmit power can be used.

This adaptation scheme can be implemented in the transwittea pair of counters for a every
destination MAC address: one for successful transmiss@msl one for failed transmissioris. If
a frame is successfully transmitted, courgés incremented and countérmreset to zero; similarly, if
a transmission fails, countdris incremented and countsreset. If the success countereaches a
certain threshol&nyax, then the data rate is increased or the power decreasedpémddunters are
reset to zero. Similarly, if the failure countéreaches a certain threshdiglay, then the data rate is

decreased or the power increased, and both counters aréoreseo.



3.2 Dynamic threshold adaptation

The values of parametefs ax andSyax are critical for the performance of the link adaptation sche
[10]. Throughout the paper we assume tRaix = 1. This conservative choice corresponds to an im-
mediate adaptation towards a more robust operating poii¢breasing the data rate and/or increasing
the power in the case of a failed transmission. This strapegyents unnecessary retransmissions at
the expense of a slightly suboptimal steady-state perfocma

The optimum choice fofyax depends on the channel dynamics. Fast-changing channelsere
a small value ofSyax, SO that the transmission parameters can keep up with thehsaariations.
On the other hand, for slowly changing channels, large wahi&,ax avoid ineffective switching to
higher rates or lower power levels when the channel has rnaioved.

Exploiting these observations, the basic algorithm dbsdriin Section 3.1 is enhanced with a
simple but powerful method that estimates the speed ofdumdity variations and switches dynam-
ically between two success threshold values, nargelgnd S, with S§; < $. In regions of high
Doppler spread or fast changing channel conditions, a loastiold Ghax = S1) improves the track-
ing performance of the algorithm. For low Doppler spreadlowk/ changing channel conditions a
higher threshold$nax = S) prevents throughput degradation due to premature swigchi

The state transition diagram of the complete adaptatioorihgn including dynamic threshold
adaptation is shown in Fig. 2. As indicated in the figure, agnaitting node may be in any one of the
three statesHigh, Low, andSpread? The states$ligh andLow reflect the current node’s assumption
about the changing speed of the channel quality. Atgk successful transmissions, the node adjusts
its transmission parameters to a higher rate or to a loweepdtsvel and enters the stafpread?

In this state, it waits for the result of the next transmisgio decide whether it should move to the
High or to theLow state. If the next transmission succeeds, the node asshatethié link quality

is improving rapidly, enters statdigh and setsSyax to the small values; to react quickly to the
changing link quality. If, on the other hand, the next trarssion fails, the link quality is assumed to
either change slowly or not at all, so that the former denisidchange the transmission parameter

was premature. Therefore, the statavis entered an&yax is set to the larger valus.

3.3 Strategies for data rate and power level selection

From the discussion in Section 2 it is apparent that there Emple analytical approach for deriving

a procedure to select the optimum adaptation parametg@essiafly in an environment where multiple
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stations are active. Therefore, we introduce two simpl@td@n strategies with focus on (i) com-
pliance with the 802.11 standard and (ii) low implementatomplexity. We differentiate between
two basic adaptation modes, a “High-Performance” (HP) nattka “Low-Power” (LP) mode.

In HP mode, the optimization goal is to transmit at the higpessible transmit rate. The transmit
power is of secondary importance. This mode is applied whethighest possible rate is required or
if the overall throughput should be optimized. The LP moddégres the dual operation to the HP
mode. Here, the optimization strategy is to work at the ldwessible power level, and the data rates
are adjusted accordingly. It can for example be used in pler@evices to save battery power and in

cases where the data rate or delay requirements of the apphi@re sufficiently low.

3.3.1 *“High-Performance” (HP) mode

The flow diagram for this mode is shown in Fig. 3. As mentionbdva, the primary goal in this
mode is to support the highest possible data rate. Thereéfier Syax successful transmissions
(i.e. it is assumed that the link quality has improved) thedate is increased until the maximum
rate is reached. Once the data rate cannot be increasedrfutta transmit power level is reduced
accordingly. In the case &},axfailed transmissions, the algorithm first attempts to insesthe power
level to keep the rate at its current value. The rate is ordyced if the transmit power has already
reached its maximum level.

A variablerate is introduced to mark a critical data rate, namely, the Iawete that cannot be
supported due to current channel conditions even at thermamwipower level. When this variable
Is set, indicating it does not make sense to increase therdegaorate,, it is more suitable to
reduce transmit power aft&,ax successful transmissions. The number of successful peawvel |
reductions is tracked in the countgent. If the data rate belowatey; can still be supported after
decreasing the power levBlax times, it is assumed that channel conditions have improMetice,
the algorithm increases the data ratadbe,; using the highest possible transmit power level and

rate.i; Is incremented or reset to zero to allow operation at the mar data rate.

3.3.2 “Low Power” (LP) mode

In LP mode, we try to use the lowest possible transmit poweaslJ@nd only adjust the transmit rate
when we can no longer decrease the power level. The flow drafmathis mode can be derived from

Fig. 3, as it performs the dual operation of the HP mode wighfeitlowing dualitiesirateis replaced



by pow, the increment operater+ by the decrement operater—, and min by max. In addition,
instead of locking the ratete.;; the powermow; is locked,pcntis replaced by the rate countent,
and the counter limiPyax is replaced bYRmnax.

The key operations in LP mode can be described as followsnvaheertain power level does
not result in a successful transmission even for the lowessiple data rate, then the unsuccessful
power level is stored ipow; and the power level is increased. If the power level abovetitieal,
currently unsupported, levgow; still results in successful transmissions after increase data
rate Rmax times, it is assumed that the channel conditions have inggtoMence, the algorithm tries
to decrease the power level fmwi; using the lowest possible data rate. To further decrease the
minimum power level, the critical valugow; is either decreased or reset to zero to allow operation
at the minimum power level.

The two strategies described above for HP and LP mode, riagggcrely on the assumption
that the discrete step sizes available for selecting thee rdé¢ and adjusting the power level provide
sufficient optimization potential to move the operatingmas closely as possible to the optimum

power efficiency value. This will be verified in Section 4 byans of simulation results.

3.3.3 Single-parameter link adaptation

Two special cases can be obtained if either the data rateeqrawer level is fixed. In [10] a “Rate-

Only” (RO) mode was studied, in which the transmit power levéxed and the data rate is adjusted
using the dynamic threshold adaptation scheme shown irRFignother possible optimization strat-
egy was considered in [22]. Here, the data rate is fixed anddiver level is adjusted. The data rate
is increased only if the lowest possible power level has beanhed. The performance of single-
parameter link adaptation will be addressed in Sectionggtteer with that of the proposed joint data

rate and power optimization schemes.

4 Performance Evaluation

To study and understand the behavior and performance of Vel with the link adaptation algorithm
proposed in this paper, we have implemented a discrete-swanlator which models the PHY and
MAC layers of 802.11a WLANSs in detail. A comprehensive dggmn of the simulator is given in

[10].
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We focus first on a simple WLAN link with only one AP and one WS(pbint-to-point WLAN),
and study the impact of the various parameters of the linlptadi@n algorithm on its throughput
and delay performance. Then, infrastructure WLANs with tipld WSTAs will be considered, in
Section 4.2 for Poisson traffic sources, and in Section 4tB wiore realistic source models for
data, telephony, and video services. Furthermore we disish between saturated and non-saturated
networks. In a saturated network the traffic at the nodesnegeed in such a way that the nodes
always have packets to send. In such a network the throughploe most important performance
value. On the other hand, in a non-saturated network, taégenherated load is rather small compared
to the capacity of the WLAN, and delays experienced by tha datkets are more important than the
achievable throughput.

Unless stated otherwise, the following parameter valuesised for the simulation runs:

e Fixed Doppler spread ofy =5 Hz (which is consistent with measurement results in office
buildings [25]);

e constant packet length of 1000 bytes;
e negative-exponential distributed packet arrivals;
e transmit power levels max +10 dBm, min =—10 dBm;

e transmit power step sizes up-~5 dB, down =—2 dB (the choice of these parameter values

will be explained later on);
e success threshol® = 3 andS, = 10; and

failure thresholdrnax = 1.

4.1 Point-to-point wireless LAN
4.1.1 Saturated point-to-point wireless LAN

In this section we study the performance of an 802.11a WLARN w0 stations as function of the
distance between the two nodes and the adaptation schereslidgrams are obtained by having
both stations saturated with a traffic load of 30 Mbps. Foad#dptation schemes the transmit power
level is fixed at+10 dBm, except for the HP and LP algorithms, for which it vaietweent- 10

dBm with step widths oft-5 and—2 dB. As reference the curves for the RO and the “genie-aided”
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adaptation schemes are also shown in the diagrams. The R@edh the one in which only the data
rates are adapted, while the power leMgremains fixed. The performance of this mode was studied
in detail in [10]. In particular it was shown in [10] that thmsode provides performance values very
close to those obtained with a “genie-aided” adaptatiors@hin which the transmitter knows the
CSl a priori.

The throughput of this point-to-point WLAN is shown in Fig. As expected, it decreases with
increasing distance between the nodes; furthermore, |loa rdées support larger ranges than high
data rates do. It can be seen that the HP algorithm (uppet kod) provides throughput values
very close to those of the “genie-aided” and the RO modesh@thines). The small throughput
degradation when compared to those two modes is due to itsgpent attempt to reduce the transmit
power level. This is also the reason it provides less thrpugthan the 54 Mbps fixed-rate mode in
the case of a short distance. Otherwise, it always achieves migher throughput than any of the
fixed-rate modes do.

In addition, we note that the LP mode (lower solid line) aghgehigh throughput values only at
short distances. Its throughput performance degradedlyapith increasing distances. However,
it remains as good as the 6 Mbps fixed-rate mode at large detanThis behavior results from
its strategy of using the lowest possible transmit poweellend only optimize (i.e. increase) the
transmit rate when the minimum power level has been reached.

It is interesting to observe how the throughput efficiencytied fixed-rate modes deteriorates
with higher data rates, even when the distances are shorteré&t the 6 Mbps fixed-rate mode
achieves a maximum throughput of approximately 5 Mbps, Witierresponds to an efficiency of
approximately 83%, the efficiency of the 24 Mbps rate is reduo approximately 70%, and that of
the 54 Mbps drops to 50%. This is caused mainly by the backaffACK procedures of the 802.11
MAC layer: these overhead procedures are independent afatee used. At high data rates the
transmission time of a MAC frame is reduced but not those efaverhead procedures, thus leading
to a higher throughput loss. An exhaustive discussion ofirtipgact of the MAC overhead on the
802.11 throughput performance can be found in [23].

Fig. 5 demonstrates how well the adaptation algorithms camage the transmit power problem.
In particular, at distances smaller than 20 m, both the HP ldhanodes (solid lines) reduce the
transmit energy significantly compared to the RO (dashe&j &nd the fixed-rate modes (dotted lines).

As mentioned in Section 2 the power consumed during the ioitess (e.gDIF S, SIF§ is setto zero

12



in all simulation results. Thus the average transmit poedisplayed in Fig. 5 contains only the
energy consumed during frame transmissions. For the RO niadiErst increases with increasing
distance then remains almost constant. As the transmitipfowthat mode is fixed ta-10 dBm, the
initial increase oP, is due to the switch to lower transmit rates at higher disgana/hich results in
longer transmission times and thus in higher energy consamgimilarly, the increase &%, for the

HP and LP modes (solid lines) is caused by both rate reduatidmpower increase to support larger
distances. As expected, at long distanceshef the HP, LP, and RO modes approach the values
of the 6 Mbps fixed-rate mode because the adapted transmrsdé@®has reached the lowest value of
6 Mbps and the transmit power level the highest valug-d® dBm. There is simply no adaptation
potential left.

It is interesting to observe the general behavior of the fpedd modes. With increasing distance
their P, values first decrease and then settle at constant valuestahcis where their throughput
approaches zero. This behavior corresponds to the facwittatncreasing distance between nodes
the probability of erroneous transmissions increases.s€qurently, nodes spend more time in the
backoff mode than in the transmit mode; hence the averagsrmriapower is reduced. At very large
distances, almost all transmissions are erroneous, lgaolia constant average transmit power in the
regions where the throughput is zero.

An attentive reader may notice the slight decrease of theagedgransmit power for the LP mode
at distances around 10 m. When the distance between theatianstis very short, a high throughput
is achieved by means of the highest data rate combined watlothest transmit power level for the
data frames. However, as mentioned before, we select dwegyrof sending the ACK frames with
the highest possible power level because of their vital ingoee for the adaptation algorithms; we
want to avoid retransmissions of data frames that are cdaysedoneous ACK frames. At very short
distances, the energy used to send ACK frames outweighsithased to send data frames. The ratio
of this ACK energy fraction to the one used to transmit daéan is then reduced as the distance
increases and lower data rates (i.e. larger transmissrastand higher energy consumption) have to
be used.

The power efficienciegrp of the various adaptation modes are compared in Fig. 6. Tgteshthe
Ntr is, the more efficient is the corresponding adaptation mé@deexpected, the LP mode achieves
the best power efficiency, followed by the HP mode. Both saseane very efficient, in particular for

distances up to 20 m. In this region the LP mode outperformmd#ii mode because of its strategy
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of first reducing the power level and only increasing the katee the minimum power level has
been reached. This superiority however comes at the prigergffast throughput degradation with
distance, as shown in Fig. 4. When the two nodes are very tdas&ch other, the efficiency of both
modes is almost the same, because in this case both modedeopethe maximum transfer rate
and the lowest power level. Compared with the HP and LP mddes;,emaining schemes are less
efficient.

Until now we have fixed the power step sizes used by the HP anchd@dRes, namely te-5 dB
when increasing the power level (tli size) and to—2 dB when decreasing it (theown size).
Fig. 7 shows the impact of different step sizes on the perdoice of the wireless link. Whereas the
throughput achieved by the LP mode changes only margindtlgnithe step sizes are varied, the
performance of the HP mode could be negatively affected bynanoper step size selection. Taking
the curve with the equal up-down sizes-62 dB as reference (solid line), we can see that a high
down size of—5 dB dramatically reduces the throughput of the link (dotied), whereas the same
value in the opposite direction (up+5 dB, down =—2 dB) improves the performance (dashed line).
This behavior is due to the fact that a large decrease inrramower level results in additional
transmission errors, whereas a large power level imprdneepriobability of successful transmissions.
A further increase of the up size #88 dB does not bring further improvement, because the power

levels used in the system considered were limitet¢t10 dBm.

4.1.2 Non-saturated point-to-point wireless LAN

In this section we study the performance of the various adigpt modes if the point-to-point wireless
link is not saturated. The distance between the two nodesad fo 20 m, and the total offered load
generated at both stations varies between 0 and 20 Mbps. &\atarested in the transfer times of
the data packets, which is an important performance measutefor delay-sensitive applications
such as telephony or interactive video. The transfer tinuefsied as the duration from the packet’s
arrival at the transmitting node until its successful rptely the destination node. Thus, it includes
the waiting time the packet experiences at the source natlalkits transmission and re-transmission
times.

The results for the average transfer time are shown in Filg.c&n be observed that the RO mode
(dashed line) has the best delay performance followed biiEhenode. Whereas the fixed-rate modes

can at best support an offered load of 16 Mbps before becoaviedoaded (see the curve for the 36
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Mbps fixed-rate mode), the HP and RO adaptation schemegmtilde finite mean transfer times
for loads as high as 20 Mbps. The LP mode can only supports lgado approximately 4 Mbps. It
is interesting that for the channel type considered her@hklbps fixed-rate mode achieves lower
delay values than the 36 or 54 Mbps ones, even for rather ladslrom 2 to 14 Mbps. This behavior
is caused by the large variance of the transmission timegatdata rates. As the data rate increases,
the transmission time of a frame becomes shorter if the friament without error. However, if the
frame is disturbed, its transmission time is increased lokdfatimes, which are independent of the
data rates. Hence the variance of the transmission timeases with higher data rates, which in turn
leads to larger mean waiting and mean transfer times.

The average transmit power and the power efficiency of thetgotpoint wireless link are shown
in Fig. 9. Again, similar to the non-saturated case, the LBerqarovides the best power efficiency at
the price of high transfer delays. The HP and RO schemes\acalimost the same efficiency at low
offered loads. The advantage of the HP mode becomes morecaprathe region of higher loads;
the more data are to be sent, the better the HP mode can adapanismission parameters to the

changing link states.

4.2 Infrastructure wireless LAN with multiple WSTAs

Until now we have studied the performance of a rather simpietgo-point WLAN. In the following

subsections we increase the system complexity by consglgviLANs with multiple WSTAs.

4.2.1 Saturated wireless LAN

Fig. 10 shows the throughput performance of a saturatedl@82NVLAN with 10 WSTAs placed
randomly within a circle of 60 m radius and the AP in the cemtaraffic load of 3 Mbps is generated
at each WSTA, and no traffic is generated at the AP. For eacptattan mode, 20 independent
simulation runs were performed using different random geoe seeds. All WSTAs employ the
same adaptation scheme during a given simulation run. Eaichip Fig. 10 represents one WSTA.
There are 20 runsl0 WSTAs = 200 points for each adaptation mode.

It can be observed that for the 54 Mbps fixed-rate mode as dnenes case, the generated load
of 3 Mbps can only be supported by stations that are not mare 30 m away from the AP. WSTAS
located farther away cannot communicate with the AP. In theroextreme case, where all WSTAs

communicate with the 6 Mbps fixed-rate mode, all stationsstiditommunicate with the AP but they
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achieve only a throughput of approximately 0.5 Mbps. The ld@lenshows a slightly better through-
put than the 6 Mbps fixed-rate mode, the HP improves the thmowicfurther, and the RO mode has
the best performance. For distances smaller than 30 m, e thodes HP, LP, and RO achieve lower
throughput values than the 54 Mbps fixed-rate one. This tilyput reduction is because WSTAs that
are located far away from the AP can now communicate whergukase adaptation schemes. Thus,
the total throughput of the system is more fairly distrilalite all WSTAs by the three modes HP, LP,
and RO than by the fixed-rate modes.

Compared with the power efficiency results obtained for thi@ggto-point case shown in Fig. 6,
Fig. 10(b) illustrates that while all other schemes achedweost the same power efficiency as in the
point-to-point scenario, the LP mode suffers a significdintiency degradation for stations that are
close to the AP. This performance loss is due to the well-knbwiden station issue. Stations that
are close to the AP transmit with low power. Therefore th@n$missions cannot be detected by the

other stations, which results in an increase in the numbeolb§ions.

4.2.2 Non-saturated wireless LAN

The transfer delay performance of a non-saturated 802rffiastructure WLAN with 10 WSTASs
distributed within a circle of 20 m is shown in Fig. 11. Each WS arries a traffic load of G Mbps.
Hence, even the 6 Mbps fixed-rate mode should be able to ditppdotal generated load of 3 Mbps.
As can be seen from Fig. 11(a), the shortest transfer delpsoisded by the RO scheme, followed
by HP and the 24 Mbps fixed-rate modes. The results for the 5dsMinde shows a steep increase
of the mean transfer time with increasing distance from tRe Phe LP mode provides low transfer
delays only to WSTAs that are close to AP; otherwise it acdselmost as long delays as the 6 Mbps
fixed-rate mode, but with a significantly lower average tnampower, see Fig. 11(b). Itis interesting
that the hidden station issue as experienced in the fornesasio (Fig. 10(b)) is not apparent in this
figure. The reasons are that the WSTAs now carry orifiOlof the traffic load, i.e. the probability

that two or more WSTAS have data to send at the same time idesmal

4.3 Infrastructure wireless LAN with realistic traffic mode Is

So far all simulation runs were done with traffic generated Pypisson process for the packet arrivals.
In this section we will consider a scenario with more readisaffic sources. It still is an infrastructure

WLAN with 1 AP and 10 WSTASs distributed within a circle of 20 radius, but now the stations
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support three types of services, namely best-effort dataractive telephony, and real-time video.
The best-effort data service is supported by all WSTAs amdadeled by sources generating packets
having exponentially distributed inter-arrival times. elpacket-length distribution is taken from a
real LAN trace, with a mean packet length of 501 bytes [26]. udownlink ratio of 20 Kbps/100
Kbps has been chosen to emulate the asymmetrical behawdelmfrowsing-like services.

Besides the data service, one half of the WSTAs supportphefey and the other half video
services. Telephony voice signals are modeled by a twe-8&iAlOFF process, emulating talk spurts
followed by silence periods. The talk-spurt and silenceatian times are exponentially distributed
with a mean value of 1 s and3b s, respectively [27]. During the talk spurts, the voiagnails
are encoded with the ITU-T G.711 speech codec [28], whicleggas 160-byte-long packets every
20 ms, corresponding to a constant bit-rate of 64 kbps. Eurthre, a header compression has been
assumed that reduces the 40 bytes of the RTP/UDP/IP headidytes [29].

The video service emulates a MPEG downlink streaming sed&tivered to the end user from a
storage database, e.g. a DVD player or a Web Video ContemeS&ke assume that the video flows
are generated by a CBR (Constant Bit Rate) source with a f&@0kbps and a fixed packet length
of 1500 bytes.

Fig. 12 displays the uplink and downlink mean transfer tifioeshe voice service. It can be seen
that the RO mode achieves the best delay performance, fddwy the HP and the 24 Mbps fixed-
rate schemes. The LP mode provides similar results as the ftked-rate mode. While the 54
Mbps fixed-rate scheme exhibits quite small values in thaklirection, its results for the downlink
direction are not visible in Fig. 12(b) because of their vieigh values. In general, the downlink
performs worse than the uplink because of the nature of frasiinucture WLAN in which all traffic
has to go via the AP, thus the AP has to carry a higher traffid tban the WSTAs. Note that the
points on the x-axis of Fig. 12 correspond to those WSTAs dloatot have telephony service. The
same applies to Fig. 14.

The results for the throughput of the best-effort data serare shown in Figs. 13(a) and 13(b).
With the exception of 54 Mbps fixed-rate scheme, all modesapable of supporting the offered
data traffic for distances up to 20 m. Similar results areiobthfor the throughput of the downlink
video stream as shown in Fig. 14, in which the video througkgpsiightly reduced when the WLAN
operates in the 54 Mbps fixed-rate mode.

The average transmit power and the power efficiency of the Ag%ife shown in Fig. 15. Again,
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it can be seen that in terms of power efficiency the two adaptatodes HP and LP provide the best
values compared to the other modes without power regulatdute that for each mode there are
two sets of points, corresponding to WSTAs with and with@lgphony traffic; here, WSTAs with

telephony traffic have a better efficiency. The more datateostaas to send, the more efficiently it
works. Furthermore, those that receive video streams spdwotdof power acknowledging the video

frames coming from the AP.

5 Conclusion

In this paper, we have introduced new, simple but powerfuladyic link adaptation schemes for
802.11a and 802.11g WLANSs. These schemes utilize the imateediCK strategy for adjusting
the link parameters. Hence, the algorithms work autonoigaasthe transmitter; no additional
feedback is required from the receiver side, which in tuovyates a fully standard-compliant solution.
The required additional implementation complexity is ven: Because the approach only counts
successful and unsuccessful transmissions, there is noehastimation or other expensive operation
involved. Compared with most of the approaches discusgbé &eginning of the paper, no RTS/CTS
scheme is required here. It can however be applied as angndept option if necessary.

Throughout the paper, we have analyzed several possbititi adapt the link parameters power
and data rate dynamically in dependence of the channel wonsli It has been shown that the opti-
mization strategy depends on the scenario consideredutheear of active stations in a system and
the service requirements. However, it turns out that in meases the strategy to transmit at the
highest possible rates with rather high power levels, a®medn the HP mode, is the best choice.
The most important arguments to support this statementha@r@dhievable low transfer times, the
supported higher overall throughput, and the relaxatiothefhidden terminal problem. Moreover,
when also taking into account the overall power consumplimng idle times, the strategy to keep
the transmission times as small as possible provides tlagegtgpotential for putting idle components
into a low-power mode.

The HP mode suffers some throughput degradation compatbdive RO mode because of un-
successful switching attempts; it is however much more peaffecient for low distances between
the transmitter and the receiver. The LP mode should be deresd only if energy is the most critical

issue and the required data rates are low.
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10 WSTASs as a function of the distance to the AP.
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Figure 13: (a) Uplink and (b) downlink data throughput in &28 1a infrastructure WLAN with 10
WSTASs as a function of the distance to the AP.
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Figure 14: Downlink video throughput in an 802.11a infrastuare WLAN with 10 WSTAS as a

function of the distance to the AP.
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ture WLAN with 10 WSTASs as function of the distance to the AP.
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