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Abstract

We are interested in designing a pulse-based Ultra-WidedBdWB) sensor network.
This network consists of a large number (in the order of 1G0)ioeless sensor nodes
(SNs) that sense the environment and transmit the resulting datbseveral (1-10)luster
heads (CHs), that collect the data packets sent by the SNs and forward theacentral
server (C9) for further processing. The goal is to have a network withpdénand low-cost
SNs that can support low data traffic rate (10 kbps on aver@ge)) WB wireless receiver
circuit in this case is much more complex than a transmittes, @nd it is prohibitively
expensive to integrate a receiver in a simple SN. We thussfatusensor networks in
which the SNs can only transmit data to CHs (transmit-onhs)SEnd we are interested
in the optimal architectures of the SNs, CHs and CS such lieatamber of packets sent
by the SNs and received successfully by the CS is maximized.

At the physical layer we decide to use a non-coherent receiltk an energy detector
because of its implementation simplicity and low-power stonption. Furthermore we
prefer a robust modulation scheme over those with high deesrand select 2-PPM as
modulation scheme. At the MAC layer we propose a novel pavare multi-access
scheme that allows both the SNs and the CHs to turn off thdio taansceivers and save
energy during idle periods.

We find that the system performance can be drastically iseckly introducing a de-
tection threshold at the CHs: only packets whose receivegepds larger than a certain
detection threshold are to be captured. By using an adagtiveme that varies the detec-
tion threshold proportionally to the total traffic load gemted by the SNs, we show that
the system performance can be doubled during high traffistbuvithout additional cost
at the receiver. We also show that an additional improvernantbe made by introduc-
ing an extra detection circuit, which detects packets withngier power and switches the
main receiver to that packet when it happens. We also findctivabining data received
from several CHs at the central server improves the coveegge without decreasing the
throughput. Finally, we find that FEC coding of packets dossimprove performance.



1 Introduction

1.1 Wireless Sensor Networks

There is a recentincrease in interest for wireless sensaonks, due to its simplicity, low cost
and easy deployment. Those networks can serve for differegpbses, from measurement and
detection, to automation and process control.

A typical wireless sensor network consists of a large nunalbsensor nodes (SNs) and a
few sinks. SNs are wireless nodes equipped with sensingekewhose goal is to gather data
and transmit it to a central server (CS) where the gatheredslarocessed. It is important that
the transmission is wireless, since the number of senstypiclly very large, and the cost of
deployment of a wired infrastructure is prohibitively exgere.

In order to have a long life time, SNs typically use small sramssion powers. The area
covered by a sensor network may be large, hence we need ed&ta devices to relay data.
These devices are called cluster heads (CHs). A CH is a devhose task is to capture
transmissions of SNs in its environment, optionally do sdiméing processing of the data,
and forward it to a central server. One CH is responsible éardinating a number of SNs:
for a network of 100 SNs, we envisage to have less than 10 Géperdling on the network
area. Since there are much fewer CHs than SNs, they can beexpmeasive. They can rely on
more sophisticated wireless technology to transmit dathaaentral server, or in some cases
they can also be wired. In this work we focus only on the comigation between the SNs and
CHs, and we assume that all CHs have reliable (wired) linkkedCS.

1.2 Ultra-Wide-Band Physical Layer and Coding

One of the promising physical layer technologies for futwmieeless sensor networks is the
ultra-wide-band (UWB) physical layer. The characteristfit/WB is that it uses a large band-
width, typically of order of several GHz, which allows torisder data at high data rates while
using low transmit power levels. Even though sensor apidica typically do not require very
high data rates, the whole network may require a high agtgelgda rate due to a large number
of simultaneously transmitting SNs.

One particular implementation of UWB is a pulsed-based UWiisical layer. It consists
of sending very short pulses (of order of 1ns). A benefit o tieichnology, derived from
radar systems, is an accurate distance estimation. Segtsayrks based on pulse-based UWB
are location aware, which is an important feature for apgilbms like location tracking and
intrusion detection.

Another benefit of pulse-based UWB architecture is a simalesimitter architecture. A
typical modulation scheme for such physical layer is 2-PRNfansmitter needs a pulse gen-
eration circuit, and the position of a pulse is a simple fiorcof a transmitted symbol. On
the contrary, an alternative UWB technology based on OFDdires a much more complex
transmitter that will generate multiple carrier frequesacyl distribute the load accordingly.

A pulse-based UWB receiver is a significantly more complegwi. There are two main
types of receivers: coherent and non-coherent. A coheeeeiver achieves high data rates,
but it needs to estimate the channel impulse response angt ac@irate synchronization. On
the contrary, non-coherent receiver does not estimatenghhand needs less accurate synchro-



nization. It has a simpler architecture, but it yields lowlata rates. We assume that SNs and
CHs are equipped with a non-coherent UWB physical layerithd¢scribed in [7].

Fundamental design parameters of a physical layer arentitimgy power, coding and rate.
In order to achieve long range communication, one has toigbetansmission power or pow-
erful codes to cope with signal attenuation. However, duegalatory limit, high transmission
power implies longer delays between pulses and thus a lcatardte. The same holds for cod-
ing: more powerful codes are more error-prone but decrdeseate of communication. Our
choice of these parameters are explained in detail in Se2tio

1.3 Transmit-Only Sensor Nodes

A sensor network comprises a large number of SNs. It is thpsitant that these nodes are as
simple and as low-cost as possible. We want a sensor netewatkpiport relatively high data
rates and location capabilities, and focus on a pulse-bd¥¢l physical layer. As discussed
in Section 1.2, pulse-based UWB transmitters are low-aodsanple to implement. Neverthe-
less, even a simpler, non-coherent receiver, requires lexrefements, such as synchronization
circuit, and may be prohibitively expensive for low-costsSN

Therefore, we assume a network of transmit-only SNs, egaippth sensing and transmit-
ting devices. These SNs measure some data and transmithktdoThe SNs cannot sense the
medium nor can they receive any feedback from CHs or other B&ige SNs are completely
unaware of the global state of the network. This choice of &ditecture implies that most of
the design complexity is in the CH and the CS.

1.4 System Requirements

Sensor networks are usually low data rate networks, asitdeddn [6]. The main reason is
that low traffic, hence lovaverage data rates imply low power dissipation and long network
lifetime. However, we emphasize that we are talking abowtdwerage data rate. The peak
traffic may still be high, but only during very infrequent #nmtervals. A typical sensor traffic
thus may vary from a few packets per hour up to 400 kbps forovitl@nsmissions. Note
that these numbers represent average data rates: sentnansmit packets at physical layer
data rate (which is of order of MBps), and the average ratedgpend on time gaps between
packets.

A typical network consists of up to hundreds of sensors. dioee, even if a video trans-
mission from a single sensor is considered low traffic, a #sneous video transmissions of
tens of sensors is several times larger than the rate of trsqathlayer itself. A network should
thus be designed in such a way that it can maximize its pegoo@ both during low traffic
intervals and high traffic bursts.

We assume there exist low- and high-priority SNs. High4itydSNs are located near the
CHs and are expected with high probability to successfulipamit packets. Low-priority
SNs are expected to deliver packets only when the totaldraffid is low and may be placed
far away from the CHs. This facilitates the deployment of amoek and makes it more cost
effective.



1.5 Application Scenarios

In order to better understand the system requirements)wstrdte them on by using an exam-
ple of a surveillance system, based on scenario 21 from [BJurAderground car park is filled
with SNs. There are several types of SNs. Some are of lowifyitike those for tempera-
ture and humidity measurements. They generate very lofict(af 10 kbps) and one or a few
transmissions can be lost. Other SNs are of high priorkg,seismic, infrared and microphone
SNs that are used to detect movements of an intrudeiOkbps traffic), and cameras that are
transmitting live videos from the area (400kbps traffic). Typical network of this type consists
of 10-100 SNs, and when cameras are active the aggregatmagtgo up to several tens of
Mbps. The scenario is depicted in Figure 1.

o | CENTRAL
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Figure 1:An illustration of a transmit-only sensor network in the intrusion detection scenario. SNs are
denoted with circles, and CHs with crossed boxes. Empty circles are low-traffic SNs and solid circles
are video SNs. SNs that are placed in shaded areas around CHs are high-priority SNs. Others are
low-priority SNs.

Camera and movement detection nodes are placed near the/@ids the traffic is high,
there will be a lot of collisions between SNs’ transmissiossnce SNs are unaware of the
current network traffic intensity, collisions cannot bevaeted. However, if high-priority SNs
are close to the CHs, interference from distant transmmssi® going to be low compared to
the received signal power, hence the packet error ratesoamg tp be low. On the contrary,
low-priority SNs may be significantly farther away. Theircgats will be correctly received
only when there is no intrusion detection, which is suffitien this type of application.

Similar frameworks are described in scenarios 15 and 26]o8@&nario 15 discussed po-
sition monitoring for training purposes. A typical netwar@ntains 100 SNs and the maximal
rate is 100 kbps. Scenario 26 presents a smart shelf managantemonitoring system. The
system is required to accommodate up to 1000 nodes with o&t#8-100 kbps. Although
hardly ever all nodes will be active at the same time, thd tmgregated input traffic of the



network can easily go to tens of Mbps.

A similar example is a fire detection sensor network [5]. SMsdistributed on an area,
and their goal is to detect a fire, and to monitor its spreadigrmally, the traffic in such a
network is very low. However, in case of fire, there is a bufgtackets transmitted by those
SNs that detect the fire. Most of these information are redntith some extent: it is sufficient
to get packets from one SN to detect the fire. In order to geempogcise information on fire
spreading, we need to capture more packets.

Another important application parameter is the commuroocatange. As described in [6],
a range of communication in LOS for this type of applicati@om 10m to 100m. We select
the target communication range to be 60m. Network coveragebe further improved by
deploying more CHs.

1.6 Performance Metrics

Summarizing the above requirements, we focus on sensorewith low average data
rates and a large number of SNs, but with high peak data r@iasgoal is to develop network
architecture that will be available to sustain the burstsope with peak transmission rates,
defined by these examples, and which will at the same time fo@eat during low-traffic
periods.

When the traffic is low, collision probability is low. In thisase the goal of the CHs is to
capture packets from as many SNs as possible, thus to cavérgest possible area. There-
fore, in low-traffic regime, our performance metria@ége maximization.

On the contrary, when the traffic is high, there will be a lotcoflisions. All SNs are
transmit-only, hence they cannot sense the actual tratengity and avoid collisions. In this
regime, CHs should concentrate only on receiving data frgh-priority SNs in their neigh-
borhood and maximize the total number of packets they catuafrom these SNs. Thus, in
high-traffic regime, our performance metrigdisoughput maximization.

The throughput maximization metric does not explicitly sigier fairness issues. By max-
imizing throughput some distant SNs may starve. Howevenestorm fairness is already
implied by the network topology design itself. As descrilo@dpplication requirements, high-
priority SNs are expected to be placed near to the CHs. Tdwexeall high-priority SNs will
get approximately the same attention, while low prioritysShill only starve during traffic
bursts (which is one of the design assumptions). More ds&sonon performance metrics can
be found in Section 5.1.

1.7 Sensor Node (SN) Architecture

As explained above, since SNs are transmit-only devices,MAC layer is extremely simple.
SNs do not know the state of the network so their medium adsdsszsed on local decision.
We propose several scheduling strategies to improve thacitgpand decrease CH’s power
dissipations.

Another important aspect of SN architecture is to choosegxanogriate coding and signal
power. The average UWB signal power is limited by regulaidhone wants to increase the
rate, i.e. send more pulses per second, than the transmgyenfea pulse has to be decreased.



This in turns yields lower communication range since dis@ids will not be able to detect
weak pulses.

In order to receive a packet, a CH first needs to synchronieTdis is possible if the bit
error rate is lower tham0—! [7]. Once synchronized, a packet is correctly receiveddfehare
no bit errors. A forward error correction (FEC) code can belamented to protect payload
from errors and to increase sustainable bit error rate. Aarotvay to address the range/rate
trade-off is to change coding. More powerful code will alsorease range but will decrease
rate.

Issues arising in SN architecture are thoroughly explain&gction 2.

1.8 Cluster Head (CH) Architecture

Once a packet is transmitted from a SN, it will be succesgfaiteived by a CH if the signal
strength is high enough, and if the level of interference iognfrom concurrent transmissions
is low enough.

The goal of the CHs is to successfully receive as many paclepossible. If the sensor
network is lightly loaded, the optimal strategy of a CH isital: it should try to receive every
packet it can detect. Since CHs do not control the mediumsacokthe SNs, they cannot
prevent transmission failures that occur due to collisions

However, the story is different when the network load is hightypical wireless receiver
has only a single receiving circuit, thus can receive onlg packet at a time. While a CH is
receiving a packet from a distant SN, another transmissiay start from a near-by SN. This
new transmission will interfere and may corrupt the pacleghd received. At the same time,
the CH will not be able to receive the interfering, new padiate its receiving circuit was
busy when its transmission started. Hence, both packetbeviost.

This problem can be overcome if a CH is equipped with sevecaliving circuits. However,
such a solution is expensive and difficult to implement. Iotle@ 3 we present alternative CH
architectures that alleviate this problem.

1.9 Central Server (CS) Architecture

All CHs send data they received from the SNs to the CS. In tmplgist approach each CH
tries to decode a received packet. If the decoding succdddmsfers the decoded packet to
the CS. Otherwise, it discard the received information.

However, it is known from the theory of multi-antenna syssehat different ways of com-
bining can improve the packet reception. In particular,tipld CHs attached to a CS can be
viewed as a multiple input antenna system. Each CH thus duesegode a packet, but sends
demodulated soft samples to the CS. The CS combines theedsamples and then performs
the decoding. We consider both a simple architecture witbamobining, and one with a max-
imum ratio combining principle which is know to be optimalmultiple-antenna systems with
Gaussian noise. We explain this issue in more details in@edt



1.10 Problem Definition and Main Findings

We consider a pulse-based UWB sensor network with transniyt-SNs, and we seek for
networking architectures that will maximize the number apbtured packets.

We first consider a choice of the optimal transmit power andirgpat SNs. We select
minimum transmit power to still be able to synchronize atriégguired communication range,
defined in Section 1.5. We then numerically evaluate theoperdnce of different coding
schemes. In most of the cases it is optimal to use no additcameing. However, for certain
CH architectures and high loads, it is optimal to use coding.

We describe various multiple access schemes that are aplgito our transmit-only SN
architecture. In particular we propose a novel power-awau#ti-access scheme that allows
both the SNs and the CHSs to turn off their radio transceivei$ save energy during idle
periods.

Next, we study the performance of three different CH arciitees. The first is a conven-
tional one where a CH tries to receive any packet to which nagas to synchronize. We call
this CH architecture with no threshold.

The second one is based on an adaptive detection threstad.@H has a single receiver
circuit with a detection threshold which is adapted as ationmf the traffic sent by the SNs.
It starts receiving a packet only if the received signal poisebove the detection threshold.
In addition, the CH tracks the incoming traffic intensity atmhstantly adapts the detection
threshold to the actual traffic load. We call tiidbl architecture with adaptive threshold.

The third architecture assumes that each CH contains oee/irgg circuit, and an addi-
tional detection and synchronization circuit. A CH stadsaiving the first packet it observes
on the wireless medium. The goal of the additional detedtitouit is to monitor the medium
in parallel, and to detect if a packet, stronger than the oamesntly being received, appears. If
this happens, the receiving circuit drops the ongoing trassion and switches to the stronger
packet. We call thiswitched CH architecture.

We analyze the performance of the proposed CH architedtusemjunction with different
codes and CS architectures. When total traffic is low, we firad tombining at the CS can
increase the range for up to 20m. When traffic is high, we fiatitthe approach with the adap-
tive detection threshold yields great improvements comgao the simple architecture, while
maintaining the same level of architectural complexitye Bwitched architecture introduces
an additional performance improvement but with a slightease in CH production cost.

2 Sensor Node (SN) Architecture

There are four parameters that define the SN architectuckepsizes, transmit power, coding,
and medium access. They are described in the following.

2.1 Packet Sizes

SNs typically send small chunks of data. Here we assume padeeis fixed to 100 bytes
(800 bits) with preambles. Similar performance resultsidde obtained with different packet
sizes.



2.2 Transmit Power

As defined in Section 1.5, we require communication rangeet6@m. The upper limit on
power spectral density of a UWB signal, defined by FCC, is28HBm/MHz. The goal is to
transmit data at a power sufficiently high such that a CH 6Gensedway can synchronize to
the signal. As described in [7], synchronization is pogsibthe bit error rate is lower than
10

We choose pulse energy to be 30 pJ, which implies that thelt@tveeen consecutive pulses
is 400 ns. This in turn yields a rate of 2.5 Mbps. The bit erate mt 60m links is arounth .
Although this is sufficient for synchronization, it is notergh for successful packet receptions.
Additional forward error correction or signal combiningsita be performed to cope with this
error rate. This is described in the following subsectiod enSection 4.

2.3 Coding

As mentioned before, the transmit power is tuned to achieeeget bit error rate of0~! at
60m links. In order to receive a packet at that distance, fieisessary to use some form of
forward error correction.

We use a simple model of coding. We assume the underlyingehéetween a SN and a
CH is a binary symmetric channel [2]. This means that everatiihe output will be flipped
with some probability, called error probability. The capacity of this channel is

C(p) =1—H(p) =1+ plogy(p) + (1 — p)logy(1 — p).

In other words, we can construct a code of infinite block lartgat will be able to achieve
capacityC'(p). For example, if error probability = 0.1, the achievable capacity G(p) =
0.5 which means we can transmit 0.5 bits per channel use, or ierdadconveyn bits of
information, we need to transniit, symbols. We also say that the code rate in this case is 1/2.

We assume that during a design time we can select a maximueirsalde error ratp. We
then construct a code to cope with that error rate. The erehtbdata rate will be the physical
data rate multiplied b¢’(p). Again, if we want to cope with 10% error rate, the end-to-bitd
rate will be 1.25 Mbps (the physical data rate is still 2.5 Mibpt in order to transmit a packet
of 800 bits we need to send 1600 coded symbols).

Since the maximum tolerable error rate for synchronizaisoh0%, there is no need to
consider codes for higher error rates than that. In the padace analysis part we will evaluate
performances of different codes in conjunction with défier CH and CS architectures.

Note that our model of coding is just a simple approximatidmeal implementation would
apply coding on soft samples, and not on hard ones, as we adsem®. This would increase
the performance of codes hence possibly change some of nalusmn. An implementation
of coding remains as a future work.

2.4 Multiple Access Schemes

While the physical layer defines how and when the pulses beigrio a certain PHY protocol
data unit (PDU) are sent over the wireless medium, the melapcess scheme at the MAC



layer governs how and when the SNs are allowed to access thiemei.e. how and when
they are allowed to start transmitting with the first pulséhafir PHY PDUs.

Because of the lack of a receive capability at the SNs, abkscschemes that require the
SNs to sense the medium (e.g. CSMA) or to receive accessotamisrmation (e.g. IEEE
802.15.4) cannot be applied. The SNs have to share the mediamtotally uncoordinated
manner. Some possible access strategies are describedfalldlving.

Note that all the access schemes described in the followibgextions share the same
"weakness” of being able to operate efficiently only in a tighhoaded network; at high load
they may lead to an useless system due to excessive cadligitmwever, it should be recalled
that we are designing a LDR/LT sensor network, in which thénmaad critical design points
are low cost, low complexity, low power consumption, andimgh data rates.

Furthermore, since the SNs do not have a receive capalbiigysuccessful reception of
a packet by a CH cannot be guaranteed. However, its protyabdin be increased by the
use of appropriate channel coding (e.g. repetition or R&&ldmon codes) and in particular
by a sophisticated cooperation between the CHs. This willliseussed in Sections 4 and
sec:perfeval.

2.4.1 Immediate Access (IA) Scheme

Whenever a SN has a packet ready to send, it just accesse®tlienmand sends it straight
away. This simple strategy may work well in lightly loadedwerks, has no access delay, but
may lead to catastrophic collisions when multiple SNs haaekpts to be sent almost at the
same time.

2.4.2 Random Access (RA) Scheme

To reduce the probability of catastrophic collisions whaultiple SNs have packets to be sent
almost at the same time, the SNs wait for a random time befag dccess the medium and
transmit.

This scheme is similar to the well-known unslotted ALOHA hed. However, due to the
transmit-only characteristic of the SNs, there are no mstrassions due to collisions.

2.4.3 Power-Saving Scheduled Access (SA) Scheme

In many sensor applications, the SNs are idle for long tinmikensing event happens. To
save energy the SNs can turn off their radio and sleep dunioggtidle times. They need only
to wake up when they have something to send. Although the Rfscheme described above
is well appropriate for those low traffic conditions, it hle tlisadvantage of requiring the CHs
to have their radio receivers always turned on, becausedbeyt know when a SN would
start sending, thus wasting energy for idle listening.

The scheduled access (SA) scheme described in the follomilhgllow the CHs to switch
their receiver off and save energy during those idle phases.

In its most general form, the SA scheme allows an SN to acbeswsiteless medium only
at scheduled time instants. When there is a packet to beisengent at the next scheduled
time instant. If the SNs now inform the CHs about their nektestuled transmit instants, then
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the CHs could sleep during the idle periods and only wake upase instants to receive the
packets sent by the SNs. The SNs can inform the CHs abouttaegmit schedules by using
one of the following methods:

e Constant transmit intervals

All SNs transmit at constant and specific intervals and iaigién their data packets the
remaining time until their next transmit instants. A CH ficgtllects this information
during its initialization phase. Then, based on this infation it can go to sleep and
wakes up at the scheduled transmit instants to receive tfaéd.a scheduled transmit
instant a SN does not have any data to send, it just skipst$iigrit. Since the intervals
between two transmit instants are constant, the CHs camndet the next scheduled
instant.

To avoid catastrophic collisions the SNs can freely seleeir town transmit intervals,
e.g. using RDMA [8]. In this case, they can indicate in theitadpacket the rate that
they are using instead of the remaining time until their rsekteduled transmit instant.

e Pseudo-random transmit intervals

All SNs generate the time intervals between two consecuitargsmit instants using a
common pseudo-random generator with the same seed. Thesdhence of the ran-
domly generated transmit intervals are the same for all $hNghermore this sequence
is known by the CHs. The data packets sent by the SNs conindlex of the next time
interval to be used, thus allowing the CHs to determine thext scheduled transmit in-
stants. If the CHs miss one transmission of a certain SN (Isecaf transmit collisions,
or packet errors, or because the SN does not have any datatjptee CHs can still
determine the next transmit time of that SN based on the eglthey received in former
data packets from that SN.

To avoid catastrophic collisions the first index to be useslected randomly by the SN.

A variation of this method is that the SNs use different randgenerators and/or dif-
ferent seeds. In these cases information about the selgetetator/seed needs also be
indicated to the CHs, so that they can reconstruct the trautisne sequences.

3 Cluster Head (CH) Architectures

3.1 CH Architecture Based on Detection Threshold

We first consider a CH with a single receiving circuit and dafale detection threshold, which
we denote withP,,. If the signal strength of a received packet is lower tRanthen the packet
will be ignored. Otherwise, the CH will try to receive it. Waysthat a packet idetectedif the
received signal is stronger tha&f);. Only then a CH will try to receive it.

For simplicity of presentation, one can assume that theasgftenuation is a time invariant
function of distance and that all SNs send with the same poWean there exists a threshold
region of radiusR, such that if a SN is outside of this region, a CH will not staxdeiving
packets sent by this SN. This is illustrated in Figure 2.



11

Figure 2:An illustration of the detection threshold. Transmissions of SNs whose received signal at the
CH is higher than P;; are denoted with solid lines. The transmissions of SNs whose received signal is
below P,;; are denoted with dashed lines. The equivalent detection region of radius Ry, is represented
with a shaded circle.

The main reason why a CH does not want to start receiving agbaskhat if it starts
receiving a packet whose signal strength is low, there igja probability that the packet will
be dropped due to collision. In the meantime, other packeissibly with a higher signal
strength, will be rejected since the only receiving circsiibusy.

An obvious drawback of this approach is that distant SNs mall be able to convey any
information at all to the CS. However, this drawback is a eguence of the constraints on the
SN architecture, and not of the protocol. Since SNs canregtattieir medium-access policy,
there is no way to receive packets from distant SNs when #ifictis high, regardless of the
CH architecture. Nevertheless, this problem can be méat several ways. Firstly, as one
can see from the examples in Section 1.5, a burst of traffisusilly triggered by an event.
Therefore, even if some packets from distant SNs are droppednight not loose too much
information due to a correlation among data. However, ifialbdity of information is crucial,

a simple solution is to add more CHs on critical places, toimae the capture probability.
Since the number of CHs is anyway expected to be significémlgr than the number of SNs,
the solution will be cheaper than implementing a receivesach SN.

3.1.1 Theoretical Analysis

In order to better understand this issue, we define a simptkehad the system and we analyze
it analytically. First we assume that the traffic of every SN\Pibisson. This is a somewhat
reasonable assumption, since if a system is heavily loathedpptimal medium access for
every SN is to defer each transmission for some random tim&l&s to random backoff in
ALOHA). We also assume a simplified physical layer model: @l receives a packet from
a node at poweP", and if an interfering packet, which overlaps even for a $ifnattion
of time, comes with power larger tha < — A, then the received packet will be lost. We
tested this approximation on physical model in [7], usintywoeks with 2 nodes, and we found
that that approximation holds. This simplification negéeitte impacts of multiple concurrent
interferences, but as we will see it fits well with the simathtesults.

We now consider a scenario depicted on Figure 2 with one CHeBds. Signal from SN
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1 is received at the CH with powét ;. Each SN generate a Poisson traffic with distribution
A;. Let the detection threshold k&;, which means that we will try to decode packets whose
received power is larger thafy,;. The total traffic generated by those nodes is

Ma(Pi) = D A

i:PchiZPdt

We first estimate the probability that the receiver is idl@aay given moment in time. The
receiver is idle if it has finished decoding a previous pa¢ketcessfully or unsuccessfully),
and if no other packet has arrived in the meantime with recepower largei’;;. The state
of receiver (busy or idle) is a stationary process in time socadl the probability of receiver
being idlePyqy igle- Ve can describe this process with a continuous Markov crashwe get
the stationary probabilityy, igle = 1/(1 + Aa(Par))-

We next model the probability that a SNwill successfully transmit a packet. This will
happen if the receiver is idle at the time a packet transonsstiarts, and if the packet does not
overlap with any packet whose received power is higher &ty — A. We assume all packets
have a fixed length and we assume that the packet transmisgsierns one. Similar to non-
slotted Aloha, we have that if a packet arrives at time 0, #ngnother packet arriving within
[—1, 1] will interfere with it and cause collision. Therefore, thacget capture probability of
nodei is

Feapturdi; Pur) = Prey idle(Par) exp(—2 > Aj)-

j:PTCUj ZPT‘CUifA

The average throughput of SNs then\; Peapturd?; Fu:) and the average throughput of all
SNs is
X(Pa)= > \iPcapturéi, Pa) 1)
i:PTev;> Py

The optimization problem of maximizing (1) can be solved euically. We solved it for
a large number of topologies and traffic distribution and we that it is always optimal to
maintain)\, = 0.75 which yields the efficiency of the mediuii of 25%. In other words, we
should estimate, (P,;;) and varyP, to obtain\, = 0.75.

We verify our model by simulations. We randomly distribu@SNs on 40m x 40m square
and look at the goodput of the system for different load. Thespral link rate is 5Mb/s, and
we can see in Figure 3 that the goodput is maximal when theeggtg traffic is around 75%
of the physical link rate. At that point, the utilization d¢f system is around 25%.

It may seems at the first sight that a simple model of nonesfoftloha can be use to
model the problem. However, in non-slotted Aloha, the maxmutilization is 18%, which
is achieved when the total load is 50% of the physical fixed.rdhese numbers have a high
discrepancy with the simulation results from Figure 3, leethey cannot be used to design an
efficient adaptive receiver.

3.1.2 Optimal Architecture of Adaptive Receiver

As described in Section 3.1.1, it is optimal to keep= 0.75. We propose a simple method to
track load)\, and utilizationX of the system, and to adap}; in order to keep utilization at
the maximum. We give a simple example of packet arrivals gufé 4 to illustrate the idea.
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Figure 3:We consider 50 SNs uniformly distributed on 40mx40m square, with one CH in the middle.
On x-axis we see the aggregate input SN traffic. On y-axis we see the aggregate goodput.

Tend T Tnext_succ

T

|
end succ Tdetect

Figure 4:An example of packet arrivals that illustrates the adaptation mechanism. Packet 1 has arrived
and is well received. Packet 2 was being received when it collided with packet 3 and is discarded.
Packet 4 is not detected because it arrives from a node outside of a detection threshold. Finally, packet
5 again is well received.

We first show how to estimatk,, X. As shown in Figure 4, we denote wiff the average
idle time of a receiver, that is the average time between tackgts from sensors that are
detected. We keep track of the end tifhg,q of the last detected packet (successfully or
unsuccessfully received) and at the monmiEgtieciwhen we detect a new packet, we update
T, = o1y + (1 — a)(Tyetect— Tend- The estimate of the intensity of detected load is then
A, = packetduratiory7;.

Similar thing is done for estimating utilizatioN. We denote withl}, the average time
between two successful receptions. We then keep the timbeoénd of the last success-
ful packet transmissioffignqsyce At the instant of the next successful packet transmission
Thext succ We updatd’,. For updating, we use exponential weighted avefiage o7, +(1—
@)(Thextsuce— Tendsuca- The estimate of the utilization is theti = packetduratiory T,,.

We set the filter constamt = 0.95 in both cases.

In parallel, a CH also needs to learn about existing SNs agid distances. This is done

during packet receptions. Note that a CH does not need regdgd® successfully receive
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a whole packet to perform this estimate. It might be suffictendecode the header, and to
estimate signal strength. As a result of this estimation ak€gps a list of active sensors and
their received power§i, P";},_, ... ,, ordered decreasingly by powers.

The key idea of the algorithm is to keep utilization at 25% detected load at 75%. In
theory it should be sufficient to use detected load as an agimbut we use both detected load
and utilization to have better robustness. First weset 0 and we are able to detect any SN.
We start receiving packets, and we updatel,, and the list of SNs. Initially, at the bootstrap,
the estimated detected load and utilization are low. Oneelétected load goes over 75% and
at the same time the utilization drops below 25%, it meansweshave passed over the top of
the curve on Figure 4, hendg, is too small and has to be increased.

The decision on the size of the detection threshold happesry me a new packet is
sensed on the medium. It is important to notice that it is ndaegerous to overestimate
the detection threshold than to underestimate it. This & tduthe shape of the curve on
Figure 3. If we overestimate the detection threshold whendtal input traffic is low (left side
of the curve), this means that we further decrease the imafficthence further decrease the
effective output. Similarly, when the total input traffichggh (right side of the curve), if we
underestimate the detection threshold, we increase thertomber of detected packets and
again decrease the effective output rate. However, as weamifrom Figure 3, the slope of
the curve is much steeper for lower input rates, hence thengiat loss when overestimating
the detection threshold is higher.

Therefore, we perform a conservative decreasg,af if it happens 4 times in a row that
the detected load is higher then 75% and the utilization ialwan 25%, only then we will
increase the detection threshold by removing one SN from dther words, if we assume that
Py = P™;, then we updaté’;, = P™Y;_q,if i > 1).

On the contrary, when decreasing the detection threshadare less conservative. The
first moment when the detected load is lower then 75% and thzatibn is lower than 25%,
we setPy = P™;4 (if i < n, or elseP; = 0).

Another important point is to keep updatifij andT,, even when no packet arrivals are
being detected. In case when a traffic intensity suddenlggror nearby nodes cease trans-
mitting, we might have the detection threshold too high. rie&v packet arrives at tiniBnow,
we will take the following values of,, X:

\ packetduration
“ aT;+ (1 — a)(Thow — Tend)’
% - packetduration

aT, + (1 — a)(Thow — Tendsucd

This way, the detection threshold will gradually drop inénrvhile there is no detected packet.
At the end, for completeness, we give the pseudo code of ipesa Operation

start _transm ssion(j) is called at a CH when a packet from nofles sensed. Oper-

ationend_t ransm ssi on(j ) is called when a packet transmission is finished. Note that

end_transm ssi on(j ) iscalled only if a packet was detected (the received powadrase

the detection threshol8y,).

start_transmission (from node j):
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| anbda_a = packet duration
[ (ALPHA = T | + (1-ALPHA) * (now - T _end));
X = packet _duration
/ (ALPHA = T u + (1-ALPHA) * (now - T_end_succ));

if (X< 0.2) count = count + 1;
el se count = O;

if (lanmbda_a < 75% and X < 20%

begin
=1 +1;
P dt = Prcv_i;
count = O;

end

else if (count >= 4 and | anbda_a > 75% and X > 20%
begin

o= i-1;

P dt = Prcv_i;

count = 0;
end

if (Prcv_j >= P_dt)
begi n

!/ Receive

Tl = ALPHA = T | + (1-ALPHA) * (now - T_end);
| anbda_a = packet _duration / T_I;

end
end_transmission:

i f (successfully received)

begin
t u=ALPHA x t _ u + (1-ALPHA) * (now - |ast_rcv);
util = packet _duration / utine;

T end_succ = now,
end

if (packet_was_detected) T _end = now
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3.2 Switched CH Architecture

As we have seen in the previous section, the main reasonvicefliciency of a CH is that if it
starts receiving a weak packet, and a stronger packet auiveng this reception, the weaker
packet will be dropped due to the interference, and the g&opacket will not be received
because the receiving circuit was busy when the packeealriv

The most general way to solve this problem is to include sgveceiving circuits in paral-
lel so that a CH can cope with all arriving packets. This ismextessary in most of the cases.
We propose an alternative solution that offers a similafgparance while being simpler and
cheaper to implement.

The basic idea is to include another circuit for detectioth synchronization, in addition to
the full receiving circuit. This additional circuit is caiagitly monitoring the wireless medium
for a newly arriving packets. If a transmission of new padhtatts, if its signal is stronger than
the signal of the packet currently being received, and igngicantly overlaps with the current
packet, the CH stops receiving the current packet and sasttththe new, stronger packet. We
call this architecturewitched CH architecture.

4 Central Server (CS) Architecture

The goal of a CS is to collect information from CHs about reedipackets. In its most simple
implementation, a server only receives packets that areesstully decoded by at least one
CH. If no CH successfully decoded a packet, the packet is lost

In order to improve the performance of the system, we alspgse a more advanced CS
architecture. It is based on ideas from multi-antenna syst&everal CHs connected to a CS
can be viewed as a multiple input antenna system. If a CH ¢adetode the packet, it just
send the demodulated soft samples to the CS.

If at least one CH successfully decodes the packet, there meed for further processing.
However, if all of them fail, the CS then combines the recgiseamples from multiple CHs and
tries decoding it.

It is known that the optimal combining for channels with dd@ white Gaussian noise is
maximum ratio combining [1]. As we can see from the analysis in [7], our physical |agem
be closely approximated with a 2-PAM channel with Gaussiaise) hence maximum ratio
combining should also be the optimal combining. In this waxle will compare these two
approachessingle antenna approach(the approach without combining) and timaximum-
ratio combining.

In the presence of interference, the interference is no iBaigssian, hence the maximum
ratio combining is not anymore the optimal combining. Modeanced techniques, like min-
imum mean-square error (MMSE) receivers should be appligdwever, this approach is
difficult to pursue for two reasons. Firstly, it is difficuti lerive the optimal receiver in case of
interference, since the interference introduces the ntixeds (as explained in [7]), and is not
purely Gaussian. Secondly, to design an optimal receivevawdd need the perfect estimate
of total interference at any point in time, which is diffictdtimplement.

Finally, as we will see in the performance evaluation secttombining is used to increase
the range in case of low traffic. In that case, the dominargencomponent is background
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Gaussian noise. When the traffic is high, CHs will focus orrimgaensors, hence there will
be no use in combining. For the above reasons we do not analgee advance combining
schemes but we focus solely on maximum ratio combining.

5 Performance Evaluation

In this section we numerically evaluate performances ofptfogposed concept using a home-
made cross-layer simulator [4]. We first discuss in moreildetiae performance metrics used
in evaluation, and then we present results for each of tHeqmeance metrics.

5.1 Performance Metric
5.1.1 Range Maximization

As we have seen in the application requirements, describ8egtion 1.5, there are two main
application scenarios for sensor networks. The first on@wsttaffic scenario. Each SN sends
packets sporadically and the probability of collision isylew. The goal of the CHs is then to
capture packets from as many SNs as possible, thus to cav@artest possible area. There-
fore, in low-traffic regime, our performance metriac&ge maximization.

We say that theange of a network is the maximum distance from the central point of a
network at which a single SN sending packets will have moaa ®80% of captured packets.
The central point of is defined as the circumcenter of a potyigomed by CHs (if a network
comprises only one CH, than the central point is the CH itself

5.1.2 Throughput Maximization

On the contrary, when a traffic is high, there will be a lot oflismns. All SNs are transmit-

only, hence they cannot sense the existing traffic and awdigions. In this regime, CHs
should concentrate only on high-priority SNs in their ndaigthood and maximize the total
number of packets they capture from these types of SNs. Thusgh-traffic regime, our

performance metric ithroughput maximization.

Note that we do not explicitly consider issue of fairnessasecof the high traffic scenario.
Potentially, it can happen that we maximize total captute bg receiving packets only from
very close SNs and ignore the distant SNs. However, by ougiesquirements, high priority
SNs are always close to the CHs, and they will all have sirpilarities even using this metric.
Only low priority SNs will starve, which is a trade-off we haalready accepted in system
requirements.

5.1.3 Fairness Metrics

As a future work, we plan to evaluate more metrics that wilbet the fairness issue. The first
one isproportional fairness [3]. Each SN is assigned a log utility which is log of the numbe
of successfully transmitted packets. The goal is to mayerthe sum of log utilities of all SNs.
This metric is widely used in networking. The second one-ioverage time It is the time
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until at least one packet is received frenfraction of deployed SNs. It depicts the capability
of the CHs to extract information from the whole network.

5.2 Range

In this section we give numerical results on range maxinonatWe consider a setting with
one SN and 1, 2 and 4 CHs, as depicted on Figure 5. We look atitieoi of packets captured
by the CHs for various distancds

O E O E O E

o i
10m 5m 10m

Figure 5: Topologies for measuring range: 1, 2 or 4 CHs are placed on a line. A SN is placed at a
distance d from the line. We look at the fraction of packets captured by CHs for various d.

As explained in Section 2, we use pulses of 30 pJ. In Figure &hasv the fraction of
captured packets for uncoded transmissions, assuming8hes€s maximum ratio combining.
We see that a single CH can achieve ranges of up to 30m. Howk@Hs can increase the
range up to 55m.
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Figure 6: Fraction of captured packets for different SN's distances (scenario from Figure 5). We fix
pulse energy to 30 pJ and use no coding. At the CS side we use maximum ratio combining.

In Figure 7 we fix SN distancé = 60m and we vary the pulse energy. We see that
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considerable energy can be saved by increasing the numBténd using combining at the
CS.
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Figure 7:Fraction of captured packets for different pulse energies (scenario from Figure 5, d = 60m).
We use no coding and at the CS side we use maximum ratio combining.

Finally, in Figure 8 we fix the distanaé= 60m, pulse energy to 30 pJ and we vary code
rate (code rate means the code is capable of sustaining error probapijlgge Section 2.3 for
more details).

We see that when we have one CH, coding can significantlyaseréhe range. However,
when we have 4 CHs, the improvement with coding is very small.
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Figure 8:Fraction of captured packets for different coding and numbers of CHs (scenario from Figure 5,
d = 60m, pulse energy 30 pJ). We use use maximum ratio combining at the CS side. On the left is the
case with 1 CH and on the right with 4 CHs.

We conclude that to achieve the range of 60m we have to use@@gek and either coding
or combining with multiple CHs. We also see that a use of bothrgy and combining does not
additionally improve the range. As we will see later in thestson, a use of coding decreases
total throughput. Therefore, we opt for using no coding amdriprove range by putting a
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sufficient number of CHs.

5.3 Total Throughput
5.3.1 Random Networks

We first analyze random networks with 20 and 50 SNs uniforngyridbuted on a 40nx 40m
square (note that all SNs are within range). We let them ak the same packet rate. We put
1, 2 or 4 CHs, as depicted on Figure 9. We vary the packet ratelaserve the rate of captured
packets.

Figure 9: Static case: SNs are uniformly distributed on a 40m x 40m square, with 1, 2 or 4 CHs
positioned as depicted on the figure.

CH architectures: The results are depicted on Figure 10 - 13. When the total iachall,
there is no improvement due advanced CH architecture girsooptimal to detect and receive
packets from all SNs. We also see that in this case codingaegmades the performance. The
use of coding increases packet sizes (in this case roughiydyy while allowing only 10% of
error rate.
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Figure 10:A scenario with 50 SNs and 1 CH: All SNs are assumed to generate Poisson traffic with
the same intensity. On the x-axis we plot the aggregated input SN traffic, and on the y-axis we plot the
aggregate goodput.

When the total load increases above 10 Mbps, the differeéngasrformance between the
different CH architectures become significant. The adeptiveshold architecture performs
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Figure 11:A scenario with 50 SNs and 2 CHs with no combining: All SNs are assumed to generate
Poisson traffic with the same intensity. On the x-axis we plot the aggregated input SN traffic, and on the

y-axis we plot the aggregate g

3r

N
3
:

o
3
:

Aggregate effective output rate [Mbps]
=
ul

N
T

[an
T

oodput.

—— Simple, code = 0.00

- - Simple, code = 0.10

—— Adaptive, code = 0.00

-~ Adaptive, code = 0.10
Switch, code = 0.00
Switch, code = 0.10

[

10 15 20 25
Aggregate input rate [Mbps]

Figure 12:A scenario with 50 SNs and 4 CHs with no combining: All SNs are assumed to generate
Poisson traffic with the same intensity. On the x-axis we plot the aggregated input SN traffic, and on the

y-axis we plot the aggregate g

oodput.

twice as good as the simple architecture with no thresholdo,Ahe switching architecture
performs roughly twice as good as the adaptive architecture

Another interesting conclusion can be made about codingtheosimple CH architecture
coding does neither improve nor degrade performance. Foadaptive threshold architec-
ture, coding slightly improves the performance, while floe switching architecture coding
drastically outperforms the no-coding approach.

So, the phenomenon is that coding improves performanceefgrhigh packet rates; on the
contrary, when rates are low, coding makes things worse.

Let us first consider the low traffic case. Then, collision8 miainly occur because two
strong packets overlap, since the probability of havingertban two packets overlapping is
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Figure 13:A scenario with 20 SNs. All SNs are assumed to generate Poisson traffic with the same
intensity. On the x-axis we plot the aggregated input SN traffic, and on the y-axis we plot the aggregate
goodput. On the left is the scenario with 1 and on the right with 2 CHs.

small. The overlapping is thus highly correlated: if two kats overlap at time t, then they
will likely overlap at time t + delta (since both packets agerig transmitted). In other words,
if packets overlap, they will likely overlap for a period afne longer than 10% (which is the
error resilience of the maximum code), and coding will ndpre all. Instead, it is better to
use no coding, have shorter packets, and try to avoid amlissaltogether. In case of switching
architecture, a collision with a stronger packet is conghjetivoided by CH design, hence there
is no decrease of performance if we code, as can be seen ireRigu

Next, let us consider high traffic scenario. In the case opada architecture, we have
small detection region. Packet from detection region wvill kave relatively low rate (75%),
and there will be many more packets from outside of the exmtuisegion. Now these weak
packets are more likely to cause collisions. But since tipas#ets are distant, it is not suffi-
cient to have one interfering packet; we need to have seweaker packets overlapping with
a strong packet to cause collision. Now this interferengaush less auto-correlated as it is
composed of a large number of interfering packets. In thsg caoding can successfully cope
with errors.

If the case of switching architecture, all collisions witlstaonger packet will be elimi-
nated, and all collisions will be caused by a large number @fkvpackets. Therefore, the
improvement with coding is even higher.

Note that for example in Figure 13 there is an increase of timeler of captured packets
with the increase of traffic when the traffic is high. Simild\gmomenon can be observed in
Figure 12. This is an artifact of random topology generatianng the simulations. Namely,
we first select traffic rate, then create 5 random topologied for the same topologies vary the
other parameters. However, for different values of traffied we created 5 different random
topologies. Therefore, thisincrease is artificial and cofram the fact that the topologies used
for 10 Mbps loads on the figure on the right had an inherentijpéi throughput due to better
SN positioning. It is thus a good idea to rerun simulatiorchdihat the same 5 topologies are
used for all different traffic loads, in order to avoid thestiaial variations.

Combining: We next consider the effects of combining. We have seen nhie low-traffic
case combining at the CS can increase the range of a netwaskdér to analyze the effects of
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combining in high-traffic cases, we consider random netwevikh 50 uniformly distributed
SNsin a (90mx 90m) square, and 2 CHSs, placed as shown in Figure 9. We cornipmedfect
of combining in conjunction with different codes and CH atettures. We use a larger area
than in the previous cases. This way in most cases we have Shimén the corners of the
square that are outside of reach of a single CH and can bevegcenly by combining. The
results are depicted in Figure 14.
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Figure 14:Fraction of captured packets with and without combining. Scenario from Figure 9: 90m x
90m square, 50 SNs, and 2 CHs. On the left is the case with no coding and on the right with 10% error
code.

We see from the results that combining does not help at afierhtgh-traffic case. This is
expected, since packets from distant SNs are anyway loasmaf high-traffic, and combining
does not improve reception from nearby SNs. Moreover, coimbidoes not decrease the
performance, regardless of chosen SN or CH architectuesgehit can be safely used in any
network design to increase the range. The results preskatedare for networks with 50 SNs
and 2 CHs, but we obtain similar results for networks with 4sGidd/or 20 SNs.

5.3.2 Detecting Weak Packets in Presence of Strong Packets

As we have discussed in Section 1.5 and Section 5.1, for ragg rite applications, it is re-
quired that high-priority SNs are placed close to a CH. Ia Haction we analyze what happens
when this requirement is not fulfilled. To that end, we camstta special example of a network,
showed in Figure 15.

All SNs transmit data with the same rate. However, SNs in ¢t left corner are de-
tecting a fake event. The CS discovers this and drops alldbkgis coming from that region.
Therefore, we count only packets coming from SNs from uppgtrcorner. Packets from
lower left corner are thus pure interference, whose signatronger then the signal of data
packets. What is important is that we do not particularlypadae architectures of SNs or CHs
to this situation. We take the proposed architectures andnatyze how well they can handle
this degeneric case.

The results are depicted in Figure 16. We see that the goasipaice as small than the
one shown in Figure 13 on the left (which represents a sirstanario with 20 SNs, 2 CHs
and a larger square). We also see that the maximum is readhexd tive aggregate load is
approximately 4 Mbps (unlike in the other example where re&ched for 2 Mbps). This is
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Figure 15:A special example of a network that tests the performance of a network when high-priority
SNs are not well covered by the CHs. We consider a (20mx20m) square. There are 2 groups of 10
SNs, one in the lower left and one in the upper right corner (shaded areas on the figure). SNs in the
lower left corner detect a fake event and CHs are not interested in their packets. We count only packets
detected from SNs from the upper right corner.

the case since the example from Figure 15 can be roughly dies@ network with 10 nodes
in the upper right corner where some packets are randoméyete(during the interference).
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Figure 16:Numerical results for the scenario from Figure 15. On the left is the case with no combining
and on the right with maximum ratio combining. On the x-axis we plot the aggregated input SN traffic
(including sensors from both corners), and on the y-axis we plot the aggregate goodput (considering
only SNs from the upper right corner).

Another interesting thing that can be observed from Figuwaslthat switching is still
better than adaptive threshold, which is still better therthreshold. However, the difference
is smaller. The explanation is that in most of the cases tharagkd CH techniques successfully
detect when a stronger packet from a lower left node woulttolea data packet from an upper
right node, so the pre-selection of packets does not penidleperformance. On the contrary,



25

advanced techniques still help in preselecting data pacat@nhing from upper right corner,
thus they still increase the performance in case of higliigrat his superficial analysis only
offers a first effort to understanding the problem. It rersaas a future work to do a more
thorough analysis of the above emphasized phenomena.

Finally, we can also verify, similar as itis done in Figure ¥t combining in this case does
not bring any improvement. However, the size of the squaratiser small. We suspect that
combining would improve the performance if SNs that transhata packets are sufficiently
far away, and it remains to be verified as a potential futurekwo

5.4 Dynamic Behavior of the Adaptive Algorithms

The goal of this section is to show how fast the threshold &d@&m algorithm can adapt to
a change in network traffic. We analyze a dynamic scenaripictesl on Figure 17. The
framework for the scenario is defined in Section 1.5. We asstirat the traffic generated
during measurements is 830 kbps and otherwise is 1kbpsdker &f visualization; otherwise
it could also be 0).
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Figure 17:Dynamic case: 50 SNs are uniformly distributed in a (40mx40m) square, with one CH in
the center. An event is generated on line 1-2 at 0.5s and lasts 0.1s. It is detected by SNs that are 8m far
away from the line. An another event occurs on line 3-4 form 0.6s to 0.7s and the third one on line 5-6
from 0.65s to 0.8s. When a SN detects an event it starts sending data with rate 830 kbps. Otherwise it
sends only 1kbps.

Thick lines represent events, and shaded boxes reprekergssias in which SNs can sense
these events. Event 1-2 occurs from 0.5s to 0.6s, event@dr6s to 0.7s and event 5-6 from
0.65s to 0.8s. We assume that the entire lines are activar@gdhe denoted periods. The
goal of the CH is to collect as many information as possildenfthe SNs at all times. When
the traffic is high, it will decrease the detection region aniticapture more information from
a smaller surface. Otherwise, it will try to detect packebsif a wider area.

The results of simulations are depicted in Figure 18 andreigQ. On the left of Figure 18
we see the rate of captured packets and on the right we sealtlesof the adaptive detection
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Figure 18:0n the left, we give rate comparison of the two approaches applied on the scenario from
Figure 17. On x-axis is time, and on y-axis are achieved throughput. On the right we depict how the
threshold is adapted as the traffic varies, for the same scenario. On x-axis is time, and on y-axis is the
threshold in SNR (minimum SNR of the packet needed to be detected).
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Figure 19:0n the left we see relative improvement of adaptive threshold over no threshold approach
and on the right we see the relative improvement of switching over no threshold approach. On x-axis is
time and on y-axis is the relative improvement.

threshold. The rate increases around 0.5s when event 1t2s0cAt that time the switched
architecture is twice better than the one with adaptivestiod, while the latter is twice better
than the one with no threshold, as can be seen in Figure 18ndptirat time, the adaptive
threshold increases.

At 0.6s, two additional events occur, and the rate dropsussctne system is saturated with
too much traffic. While the rates drops regardless of the @Hitacture, the ratios stay similar.
The same pattern is observed until the end of the simulation.
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6 Conclusion

In this report we analyzed different SN's, CH’s, and CS’sh#iectures for transmit-only wire-
less sensor networks.

We first considered SN design. We derived the power of a pulsk that the range of
communication satisfies the application requirements. Mggved that in most of the cases the
use of coding deteriorates the performance. And we propageitver-aware, pseudo-random
scheduled access scheme for the SNs, which allows the CHstoff their receivers during
the idle periods.

We next analyzed three different CH architectures: nosthwokl architecture, adaptive-
threshold and switched architecture. Adaptive-threshobtiitecture requires the same hard-
ware as no-threshold architecture, therefore has the saste Switched architecture intro-
duces an additional detection and synchronization cirduiis thus expected to be more ex-
pensive.

We find by numerical simulations that the three CH architecperform equally good for
low traffic. For high traffic, the switched architecture isd¢erbetter than the architecture with
adaptive threshold, and the architecture with the adaftneshold is twice better than the one
with no threshold.

Therefore, adaptive-threshold architecture brings afstgmt performance increase during
high-rate traffic bursts and can be implemented with no autdit costs. If this is not sufficient,
an additional improvement can be introduced through thécked architecture, at a slightly
increased cost of a CH.

Finally, we analyzed different CS architectures. We fourat tn case of low traffic, com-
bining techniques can significantly improve the range of manmications. We also found that
in the high-traffic case combining does not improve but alsesdnot deteriorate the perfor-
mance.

The design presented in this paper is performed for netwaitkstransmit-only SNs. The
presented numerical results are based on physical layeriloed in [7]. Nevertheless, the
ideas are applicable to other physical layers as well, witésgorohibitively expensive to put
areceiver in each SN.
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