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Abstract 
 
We address a hierarchical synchronization distribution 
architecture for high-performance and low-latency opera-
tions. Furthermore, the bandwidth overhead is minimized, 
and the accuracy can be adjusted to the application. A 
novel signaling channel with an open, user-extendable 
protocol is proposed. An approximation method to 
estimate system-wide clock jitter is introduced and 
applied to the Optical Shared MemOry Supercomputer 
Interconnects System (OSMOSIS). First measurement 
results, which reveal the challenges of future system syn-
chronization requirements and the potential of the defined 
architecture, are presented. 
 
 
1. Introduction 
 

Synchronization is the art of distributing timing and 
signaling information over a set of connected processes 
within a specified area. Much work has already been done 
on various aspects of synchronization because almost all 
emerging technologies and any networked application 
require synchronization techniques: Hu and Servetto 
discuss the algorithmic aspects of synchronization in 
large-scale wireless sensor networks [1]. Sheu et al. have 
proposed an algorithm for dynamic clock synchronization 
in an ad-hoc multi-hop network [2]. Kelly and Manohar 
reported a simulation method for latency-critical applica-
tions in large networks [3]. Chen analyzed the effect of 
satellite networks on real-time applications [4]. Work 
based on the network time protocol (NTP) or coordinated 
universal time (UTC) has been reported by Mils [5], 
Butner and Vahey [6], Pásztor and Veitch [7], and 
Schossmaier and Weiss [8].  Liebing et al. [9] and Abali 
et al. [10] discuss the synchronization of core networks 
within the service server infrastructure using massively 
parallel systems. Furthermore, high-performance super-
computer interconnect system synchronization is reported 
by Feehrer et al. [11] and Gambini et al. [12]. Efforts 

targeting internal synchronization at the system and chip 
levels with high reliability are discussed by Yashiro et al. 
[13]. Mitra analyzes a hybrid master-slave and mutual 
synchronization architecture [14]. 

In our paper, we focus on the synchronization of a 
small packet-switched interconnection system based on 
electro-optical technologies for high-performance com-
puters, named Optical Shared MemOry Supercomputer 
Interconnects System (OSMOSIS) [15]. As a full optical 
data path contains no buffers, the most challenging 
requirements of such an application are in terms of syn-
chronization. Specifically, the input/output participants 
have to be phase- and frequency-synchronized over the 
entire space of the system. Figure 1 depicts a simplified 
view of OSMOSIS. 
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Fig. 1. The central unit is the electro-optical switch of the 
OSMOSIS. The upper box represents the optical data switch, 
whereas the lower box symbolizes the synchronization function. 
The input and output participants are shown on the left- and 
right-hand side, respectively. The straight arrows are synchroni-
zation channels, and the dashed arrows the optical data paths, 
which are shown only for the sake of clarity. Physically the two 
channels may be multiplexed together. 
 
We address a generalized top-down strategy of an 
overall system-wide architecture for synchronization. 
The paper is organized as follows. Sections 2 to 5 define 
the structure, clock, signaling, and protocol required by 
the system. Section 6 introduces an experimental setup, 
Section 7 presents results on real-time signaling and 
reference clock transfer jitter, and Section 8 contains the 
conclusions. 



2. Synchronization Distribution Structure 
 

As shown in Fig. 2, a high-accuracy system-wide syn-
chronization leads to a hierarchical, tree-like domain 
architecture, with a master clock source at its top (process 
P0). This, however, does not preclude that participants 
maintain additional synchronization channels. As there is 
always a channel having the highest quality of service 
(QoS), which is shown in Fig. 2. If a synchronization 
channel breaks down, as indicated in Fig. 2 by the dashed 
line between P7 and P10, P10 will change to act as a 
master clock source for the processes P10 to P14. By 
definition, the sub-domain of processes {P10 … P14} 
will sooner or later lose synchronization to the P0 refe-
rence unless a redundant synchronization channel is 
found. A more comprehensive description of the 
redundant synchronization channels is given in Section 5. 

How to synchronize or re-synchronize a single process 
or a sub-domain onto a higher QoS domain without af-
fecting ongoing user tasks is one of the most challenging 
topics in synchronization theory. Two basic functions are 
required to initialize and maintain reliable synchronous 
processes: 
1. A phase-stable system-wide reference clock. 
2. A signaling channel protocol. 
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Fig. 2. Structured master-slave synchronization tree. P0 is the 
system master because it has the highest quality of service. The 
dashed line between P7 and P10 shows a broken synchroni-
zation channel. The sub-domain {P10 ... P14} is being 
mastered by P10, but runs plesinchronously to the domain 
mastered by P0. The dotted line between P9 and P12 indicates 
a redundant synchronization channel. 
 
 
3. Reference Clock 
 

The stability of the reference clock can be characterized 
either by the phase noise, which is a frequency-domain 
view of the noise spectrum around a reference frequency; 

or by the jitter, which is an equivalent measure of the 
accuracy of the clock period in the time domain. 

From an engineering point of view, a synchronization 
channel consists of a number of different components, 
such as oscillators, phase-locked loops (PLL) and trans-
mission lines, all of which cause noise. Accordingly, a 
large body of literature exists: The 1/f noise and clock 
jitter in digital electronics systems were described by 
Zhang et al. [16]. An analysis of jitter in high-speed serial 
links was given by Hanumolu et al. [17], and theoretical 
insights on white noise, flicker noise, and modulation in 
oscillators and PLLs were presented by Mehrotra [18] 
and Herzel et al. [19]. Behavioral models and simulations 
were discussed in the papers of Hinz et al. [20], 
Manganaro et al. [21], and Lau and Perrott [22]. 

As the total system synchronization is a tree-like archi-
tecture, the effects of chaining synchronization channels 
should be considered. An analysis of jitter peaking using 
cascaded surface acoustic wave (SAW) filters for clock 
recovery is given by Fishman et al. [23], and the theory of 
jitter accumulation in synchronous networks is discussed 
by Yim and Hartmann [24]. 

Consider the system-wide distributed clock and its jitter 
by the means of a model. If tn refers to the n-th zero node 
at the full wavelength of the reference signal, then the 
clock period is defined as Tn = tn+1 – tn. Any deviation 
from this ideal reference signal (TRef is the mean period) 
is called jitter and noted as ∆Tn = Tn – TRef. In [25], Herzel 
and Razavi presented definitions for three kinds of jitter, 
which are widely applied. The first one is absolute or 
long-term jitter: 
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which accumulates the total error signal. The second type 
is cycle jitter: 
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which represents the magnitude of fluctuations as the 
RMS value of ∆Tn. The third type is cycle-to-cycle jitter: 
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which defines the RMS difference between two con-
secutive periods. 

Fakhfakh et al. [26] present a solution for the conver-
sion of the jitter to phase noise in the case of independent 
white noise sources. σ∆Tabs is the standard deviation from 
the “absolute jitter”, 
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where ∆t is the measurement time interval. 
As a first-order approximation, the synchronization 

channel can be treated as an oscillator. This is based on 
the fact that the PLL configurations on a serialized syn-
chronization channel only contribute in a minor way to 
the low-frequency system jitter (see Section 6). 
 
 
4. Signaling Channel 
 

The purpose of the signaling channel and its protocol 
are the distribution of information to initialize, optimize, 
and maintain reliable channel timing. A sketch of the 
signaling channel is given in Fig. 3, where only the path 
from master to slave is depicted. A real implementation 
scenario also consists of an additional backward channel.  

The synchronization transmitter has a local oscillator 
(OSC). If the master clock (MC) is lost, the switch-over 
unit (Switch) activates the OSC, which obtains a master-
ship. The timer unit contains a real-time register. If the 
transmitter is master, then timer synchronization (TS) and 
command synchronization (CS) signals are generated 
locally. All slave processes receive their TS and CS syn-
chronously with the MC. Another task of the timer unit is 
to manage the time delay for lower-QoS processes, which 
is discussed in Section 5. Finally, the synchronization 
information is modulated onto the data channel (Mux). 
Much work on this topic has been published: For example 
the 8B/10B coding scheme introduced by Widmer and 
Franaszek [27], or a variant thereof, modified by Chen et 
al. [28], is characterized by high transition rates for trans-
ferring the clock signal and includes some out-of-space 
symbols to carry the TS, CS, and possible user exten-
sions. 
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Fig. 3. Architecture of a simplex signaling channel. The clock 
and signaling information are multiplexed onto a data channel 
by the means of coding and out-of-space symbols. The 
backward channel is symmetric and therefore not shown in the 
figure. See text for further details. 

The synchronization receiver consists of a de-mux 
(DeMux) to extract the MC, TS, and CS from the data 
channel. These signals are fed to the transmitter for the 
backward channel and to all lower-QoS processes. 
 
5. Signaling Protocol 
 

The master synchronization transmitter uses MC or 
OSC as reference to synchronize the data channel. The 
slave synchronization receiver locks onto the data 
channel. The TS signal is a periodically distributed bea-
con from the higher-QoS processes (master) to all 
processes with lower QoS. It indicates the calibration 
state of the real-time register in the system. The maxi-
mum beacon frequency is determined by the maximum 
delay, which is given by the longest possible path in the 
entire distribution tree. 

The TS frequency divided by the MC frequency yields 
the minimum real-time register length. The CS signal 
appears arbitrarily and is used for exchanging information 
between master and slave.  

To achieve high performance, the channel delay under 
operation has to be analyzed and corrected. Therefore, the 
synchronizing transmitter starts the measure unit and 
sends a “measure-delay” CS to the synchronization 
receiver. The receiver feeds the CS via the loop signal to 
the measure unit of the backward channel, which sends 
the command back. Finally the returning “measure-delay” 
CS arrives at the synchronizing transmitter measure unit. 
The result is a number of MC cycles plus a phase delay, 
which is of very high accuracy. The synchronizing trans-
mitter is now able to calculate the real synchronization 
channel delay by dividing the result by two. This is the 
synchronization channel delay compensation, relative to 
the system-wide master process, which can be applied to 
calibrate (pre-load) the real-time register on the slave 
side. This simple protocol allows maintaining very high 
accuracy without interrupting the data channel operation. 
The “measure-delay” process can be initiated indepen-
dently of either the master or the slave side. 

Other important QoS arguments are the minimization of 
the number of processes to the MC origin, and the 
indication of isolation from the MC origin, as shown in 
Fig. 2. Therefore, three cases have to be considered: 

1. In Fig. 2, the synchronization distribution is in a 
static configuration with the dashed channel be-
tween P7 and P10 connected. P0 broadcasts all syn-
chronization information down to the tree. The CS 
shows that P0 is the actual synchronizer (MC), and 
the distance, given as a number of hops, is incre-
mented in each process and sent to all lower-QoS 
processes (slaves and redundancy channels). 

2. If the channel between P7 and P10 breaks down, the 
sub-domain {P10…P14} continues to synchronize 



on the independent base of P10. P10 keeps broad-
casting all synchronization information to the sub-
domain members, as new pseudo-master. The CS 
indicates by a tag that P10 is no longer synchronized 
by P0. The QoS is now interpreted as very low. 

3. If a sub-domain is being reconfigured or runs inde-
pendently as mentioned above, the redundant 
channels will be activated. In Fig. 2, as long as the 
channel between P7 and P10 exists, the dotted line 
between P9 and P12 indicates a redundant channel 
of low QoS (high number of hops). However, when 
the channel between P7 and P10 breaks, the channel 
between P9 and P12 now is of higher QoS than any 
other channel in the sub-domain. Therefore it 
becomes the new synchronizing channel to the P0 
domain, and the entire sub-domain is reconfigured, 
with P12 connected to P9 as a master. 

Contention in the process of reconfiguration or oscillation 
in a reconfiguration sequence can be excluded: The basic 
condition that reconfiguration only occurs if the QoS is 
higher than that of the existing synchronization channel, 
by definition, leads to stability in the system. 
 
 
6. Experiment 
 

For the experiment, the clock distribution has been 
applied to an optical shared-memory supercomputer inter-
connect system, see Fig. 1. The data channels run conti-
nuously at 40 Gbit/s, and the synchronization channels at 
2.5 Gbit/s. A single switch node contains 64 data 
channels. The system-wide synchronization distribution 
can be represented as shown in Fig. 2. 

The experimental setup, which consists of the following 
components, is shown in Fig. 3: 

On the synchronization master, which is the switch 
side, a 125-MHz MC is fed directly to the timer unit and 
the Mux (see Fig. 3). As the data channel is implemented 
as an optical transmission line, the Mux contains a PLL 
for clock multiplication up to 2.5 Gbit/s. This PLL is the 
main noise-inducing element on the transmission side, if 
we neglect thermal drift and channel skew of the hard-
ware devices. 

At the synchronization receiver side (slave side), the 
noise-inducing sources are the receiver photo diode and 
the run length of the 8B/10B-coded data channel together 
with the receiver PLL to re-synthesize the 125-MHz 
reference clock. The timer unit contains a second PLL, 
which is configured as a frequency synthesizer to gene-
rate the required system clocks, including the outgoing 
MC. The phase noise of the MC is improved by using a 
separate SAW-PLL on the backward channel path to the 
master and to all the connected slaves, including the 
redundant channels. 

7. Results 
 

Figure 4 shows the functionality of the timer unit at the 
synchronization receiver outputs. The waveforms 
represent the initial synchronization of the synthesizer 
PLL after power-up, all phases are synchronized simul-
taneously with the real-time register upon receipt of the 
MC and TS. Because the delay value is written to the 
real-time and phase-shift registers when the TS is 
received, all real-time registers in an entire domain are 
accurately synchronized. 

 

 
 

Fig. 4. Synthesizer PLL operations. From top to bottom, the 
topmost waveform depicts the output MC frequency. The next 
one represents an internally used 156.25 MHz frequency, which 
is phase-synchronized to the MC. This is initiated by the next 
waveform, which is the initial TS signal, i.e. prior to enabling 
the synchronization operation. The fourth waveform is the unit 
cell in which the phases of the first two waveforms match. The 
units per division for the X and Y axis are 5.00 ns and 1.500 V, 
respectively. 

 
Figure 5 depicts an example jitter measurement, 

acquired with a Tektronix TDS 744, which is 3536 ns 
delayed from the trigger. Shown is a data accumulation 
over 72 h under ambient conditions. Equation (4) can be 
rewritten as 
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Substituting σ∆Tabs, TRef, and ∆t with 300 ps, 8 ns, and 
3536 ns, respectively, results in an average cycle-to-
cycle jitter of only 20 ps. This number agrees with our 
expectations. 

As Eq. (5) neglects any effects of the measurement 
setup, the value of 20 ps includes the trigger jitter of the 
oscilloscope. A systematic discussion of such measure-
ment setups can be found in the paper of Zamek and 
Zamek [29]. 



 

 
 

Fig. 5. MC output signal of the synthesizer PLL, measured at 
the synchronization receiver side. The measurement shows the 
442-th clock period after trigger position. The units per division 
for the X and Y axis are 1.00 ns and 500 mV, respectively. 

 
 
8. Conclusion 

 
A high-performance system-synchronization distribu-

tion architecture consisting of a highly accurate reference-
clock distribution with real-time synchronization and a 
signaling channel with a novel flexible protocol has been 
defined and successfully implemented. The results 
obtained meet the requirements for accuracy, latency and 
flexibility, as required by the high-performance-com-
puting systems research community. 

The derived formula for ∆Tcc can be used to determine 
the cycle-to-cycle jitter from a simple measurement. From 
this result, the RMS jitter can be calculated with Eq. (4). 

The synchronization architecture contains a “measure-
delay” feature together with a real-time register-calibra-
tion option. This is crucial to future research and engi-
neering projects in precision real-time fields, where 
mixed configurations with static and mobile participants 
are highly likely. Theoretically, the proposed synchroni-
zation architecture is able to deliver the same accuracy to 
all participants, at no additional cost. 
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