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The structure of the interface between SiO2 and Si(100) is investigated using the replica-exchange
method driven by classical molecular dynamics simulations based on ab initio-derived interatomic
potentials. Abrupt interfaces are shown to be unstable, whereas a sub-stoichiometric oxide forms at
the transition between the two materials that exhibits Si atoms in all three intermediate oxidation
states, in agreement with experiment. A number of physical characteristics are found to be consistent
with experimental data, including the distribution of Si atoms with different oxidation states, the
increase in atom density at the interface and the stability of a pseudo-cristobalite configuration for
the surface layer.

The outstanding physical and chemical properties of
the SiO2/Si(100) interface have been central to the sus-
tained success of silicon-based technology and have moti-
vated extensive experimental studies and numerous mod-
els and simulations. The performance of SiO2 as gate
dielectric in CMOS devices is known to dramatically de-
grade for film thickness ≤ 2nm, which makes its replace-
ment probably unavoidable in the near future [1]. How-
ever, there are several reasons why the study of this in-
terface continues to be of great importance. Not only
is an exhaustive understanding of the dependence of its
physical characteristics with the film thickness still lack-
ing, but it is hard to predict which modifications are
induced by processes such as nitridation currently used
to improve the dielectric screening [2]. Moreover forma-
tion of a SiOx region seems unavoidable at the interface
of silicon with the high-k oxides so far considered for an
alternative gate dielectric [3].

Experiments reveal a complex behavior of all ox-
ides/silicon interfaces, and computer simulations are ex-
pected to be crucial for a more extensive and deeper in-
sight. However, even in the apparently simplest case of
the SiO2/Si(100) interface, an independent picture from
simulations is still missing because structural models—
the basis of any such investigation—so far had to rely on
empirical information. In particular, as the pioneering
work of Himpsel et al. [4] first revealed, the silicon in-
terface with thermally grown oxide is not abrupt but a
few layers of sub-stoichiometric oxide (“suboxide”) form
in the transition region between the two materials. Thus
far even in the most advanced computational studies the
presence of a “suboxide” and its features have generally
been enforced by removing oxygen atoms in the input
and adjusting oxygen-deficient models further so as to re-
produce characteristics observed in selected experiments
[5–7].

A more flexible scheme is needed to enable one to
predict—solely on the basis of simulations—how the in-
terface may be affected by the change of physical condi-
tions and/or by chemical modifications such as those in-
troduced by nitridation processes. The primary purpose

of this Letter is that of introducing such a scheme for
the simulation of semiconductor/oxide interfaces and ap-
plying it to determine the structure of the SiO2/Si(100)
interface without imposing any restraint beforehand.
Starting from an abrupt crystalline interface in condi-
tions of moderate oxygen excess, our simulations show
that a suboxide region spontaneously forms and exhibits
characteristics consistent with experimental data, in-
cluding a graded distribution of all sub-stoichiometric
species SiOx, with x = 0.5, 1 and 1.5, and the appear-
ance of a cristobalite-like pattern in the proximity of Si
as detected by high-resolution transmission electron mi-
croscopy (HREM) [8] and X-ray diffraction [9], but un-
accounted for in the models of Refs. [5–7, 10].

Our choice for the computational procedure is the
replica-exchange method [11] driven by classical molecu-
lar dynamics (REMD). The advantage of REMD lies in
the efficient sampling of the configurational space and
simultaneous recording of the system behavior over a
range of temperatures. We employ our newly developed
inter-atomic potentials [12]. Their expression can be con-
sidered as an extension of the Tersoff potential for Si
[13] and their parameters were derived from energy- and
force-matching [14] to the results of extensive density-
functional-theory calculations [15] of SiON(H) systems
[12] in the Perdew–Burke–Ernzerhof approximation [16]
for the exchange-correlation energy functionals (DFT-
PBE). Their accuracy has been tested on a number of
physical properties of relevance to this investigation, and
in particular on their prediction for structural stability of
the crystalline phases, for the formation and relaxation
energies of defect configurations and on abrupt interfaces
with crystalline phases. In both classical and ab initio

schemes, the minimum interface energy (calculated as in
[6]) pertains to β-quartz; α-quartz and β-cristobalite are
higher by 0.025 and 0.015 eV/Å2, respectively, in the for-
mer and by 0.019 and 0.015 eV/Å2 in the latter. These
calculations gave us confidence in the reliability of the
potential scheme. On the other hand, we note that the
simple Keating [10, 17] or Stillinger–Weber models [18]
used in previous large-scale simulations, were not sub-
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jected to similar tests.

In our model systems—whose unit cell contains ∼2000
atoms—the oxide slab is sandwiched between two ∼8-Å-
thick silicon slabs to prevent spurious truncation effects.
Indeed this model is physically interesting because it rep-
resents the environment of the oxide in MOSFET devices,
where it is sandwiched between silicon and polysilicon,
better than a simply terminated solid. The global thick-
ness of the oxide corresponds to 18–20 Å; the periodically
repeated cell has dimensions 32.54 Å × 32.54 Å × 33.70
Å.

MD runs starting from abrupt interfaces were invari-
ably observed to collapse and oxygen to diffuse inside two
silicon layers. The latter suggested to us an acceleration
of the optimization procedure by adding a few oxygen
atoms on the silicon back-bonds in the initial configura-
tion, which we did with a random distribution. Oxygen
atoms were introduced on silicon back-bonds also in [19],
but in an ad-hoc manner, to provide a distribution of
the silicon oxidation states (SOSD) that would fit their
data for the Si 2p chemical shifts, namely Si+1, Si+2, Si+3

densities in the ratio 1:2:3. This model however collapsed
as soon as we let it undergo a structural relaxation. In
our case, the initial configuration of the replica-exchange
search corresponds to ∼1.25 ML of excess oxygen, and af-
ter relaxation to a relative distribution of about 1:1.8:2.1
for the silicon atoms with 1, 2 or 3 oxygen atoms in their
first neighbor shell [20]. The entire REMD search con-
sisted of ∼2.8 ns MD runs for each of the 128 replicas.
The low-temperature geometries thus generated exhibit
a strong rearrangement of the atomic positions on and
near the interface layers [see e.g. Fig. 1(a)]. However the
relative SOSD stabilizes itself around values not too dis-
similar from the initial ones. For example the statistical
average taken at RT corresponds to 1:1.4:1.6. Figure 1(b)
illustrates the evolution of the SOSD - averaged over all
replicas in the temperature range 200–400 K - over the
entire simulation time (∼2.8 ns). We do not observe im-
portant changes of the SOSD with increasing tempera-
ture up to ∼1500 K. Figure 1(c) shows the SOSD pro-
file averaged over the RT configurations. A chemically
graded distribution is apparent, with Si+1 slightly pen-
etrating into the substrate and Si+3 protruding into the
bulk SiO2. There is indeed a general agreement on the
wider extension of the Si+3 component, from the earli-
est XPS study [4] to more recent angle-resolved Si 2p
photoemission [21].

An estimate of the width of the suboxide can also be
inferred. For example, the distance between the two out-
ermost maxima is 6.5 Å in Fig. 1(c) and increases slightly
with increasing temperature. This value is consistent
with the values deduced from a variety of measurements
on films of different thickness (see e.g. [21–23]). However,
from O1s K-edge EELS an upper limit of 1.6 Å has been
inferred for the suboxide thickness [24] on a 40-Å-thick
film.

Values derived for the SOSD from fitting to experi-
mental data exhibit a non-negligible scattering (e.g. from
1:1:1 [25] to 1:2:2 [26] to 1:2:3 [19, 21]). These results
depend on the type of experiment and on a number of
factors related to the sample itself, such as film thick-
ness [26] and growth conditions [27]. Moreover, a certain
degree of uncertainty exists, related to the indirect na-
ture of their determination, which must rely on a given
fitting procedure. However, the Si+1 atoms are gener-
ally indicated as the minority species and also the ones
whose distribution is less affected by either thickness or
temperature. Their penetration, although modest, into
the substrate is caused by oxygen diffusion, which we
observe over the entire temperature range studied but
especially at low temperatures. Another interesting fea-
ture of our results is the cristobalite-like structure of the
surface layer that is likely to have been driven by our in-
put geometry with excess oxygens on silicon back-bonds.
In spite of the strong rearrangement of the atomic posi-
tions, this pattern rapidly established itself and, remark-
ably, remained throughout the simulations. This finding
corresponds closely to the structure detected by HREM
[8] on very thin films and also by XRD [9] on thicker
samples. The formation of this ordered cristobalite-like
pattern in the vicinity of Si layers drives an increase in
the atom density over the transition region: on average,
we calculate a 10% enhancement over 6 Å towards the
Si layers. This fact is consistent with—although not di-
rectly comparable to—the observation of a “high-density
layer” of 10 Å in the transition region in thicker films
(40A) [28].

Unlike previous models that were constrained to be
defect-free [7, 10], our results show the presence of
the characteristic defects of this system, namely, under-
coordinated Si and over-coordinated O atoms, the latter
having maximum concentration in the proximity of sil-
icon. Being forcedly diamagnetic, no direct comparison
with ESR experiments can be made. As expected, how-
ever, their average density (taken over the 200–600 K
temperature range) is higher than what ESR indicates
for real systems, namely, by a factor of 2 to 10, depend-
ing on the reference system (see e.g. [29]).

By reducing the size of the periodically repeated cell
of the slab (522 atoms), we could afford full relaxation of
the atomic coordinates under forces evaluated ab initio

(DFT-PBE) as well as calculation of the electronic struc-
ture [15]. Geometry changes were minor, confirming the
validity of our classical potential scheme. As seen in Fig.
2, the electron density of states varies smoothly over the
suboxide region, from the dioxide (at lower energies) to
Si. The highest occupied orbital pertains to an under-
coordinated Si defect in bulk SiO2. The valence-band
offset we obtain from Fig. 2 is ∼3 eV, a value that is
typical of simple one-electron pictures as shown by DFT
calculations made on a variety of interfaces [30] and more
than 1 eV lower than experiment.
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FIG. 1: (a) Snapshot of a low-temperature configuration; (b) time variation of the SOSD over RT configurations, and (c)
density profile of silicon atoms in the different oxidation states.

FIG. 2: Density of the occupied electron states in the energy
window of the silicon valence band, and its projection over
the three different components (see legend).

In conclusion, simulations of a SiO2/Si(100)interface
based on REMD and using accurate (ab-initio-derived)
potentials were able to predict structural characteristics
consistent with the quantitative picture provided by ex-
periment, without the aid of specific ad-hoc restraints
on the model. While some refinement or more extended
simulations may be desirable to solve particular issues
such as the possible dependence of specific features of
the material on processing, the method is mature for the
investigation of the effects induced on the microscopic
interface structure by the unavoidable presence or the
incorporation of foreign atoms in the system which often
elude experimental probes. Further applications in view
include the extension to more complex silicon interfaces
with oxides such as HfO2.
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