
 

RZ 3636 (# 99646) 11/07/2005 
Computer Science 3 pages 
 
 
 

Research Report 
 
 
 
Advanced Pipelined Crossbar Arbitration 
 
 
 
Cyriel Minkenberg, Ilias Iliadis, François Abel 

IBM Research GmbH 
Zurich Research Laboratory 
8803 Rüschlikon 
Switzerland 

 
 
 
 
 
 
 
 
 
 
 
 

LIMITED DISTRIBUTION NOTICE 
 
This report has been submitted for publication outside of IBM and will probably be copyrighted if accepted for publication. It has been 
issued as a Research Report for early dissemination of its contents. In view of the transfer of copyright to the outside publisher, its dis-
tribution outside of IBM prior to publication should be limited to peer communications and specific requests. After outside publication, 
requests should be filled only by reprints or legally obtained copies (e.g., payment of royalties). Some reports are available at 
http://domino.watson.ibm.com/library/Cyberdig.nsf/home. 

 Research 
 Almaden • Austin • Beijing • Delhi • Haifa • T.J. Watson • Tokyo • Zurich  



AdvancedPipelinedCrossbarArbitration
Cyriel Minkenberg, Ilias Iliadis, François Abel

Abstract— Pipelined crossbar arbitration schemesovercome
the time constraints of iterati ve matching algorithms, allowing
support for higher line rates. One such schemeis the fast low-
latency parallel pipelined crossbar arbitration scheme (FLPPR)
intr oduced in [1]. We optimize its performance by applying
advanced pre- and post-filter functions. By meansof simulation
we show that we can simultaneously achieve excellent latency–
thr oughput characteristicsunder uniform traffic, high maximum
thr oughput under nonuniform traffic, and prevent starvation.

Index Terms— Packet switching, scheduling,pipelining.

I . INTRODUCTION

Heuristic,parallel, iterative matchingalgorithmsfor input-
queuedcell switcheswith virtual output queuing(VOQ) re-
quire

���������
	��
iterationsto achieve goodperformance.If the

hardwareimplementationof the numberof iterationsrequired
is not feasible within the cell duration, we can pipeline or
parallelizethematchingprocessto obtaina matchingin every
cell time slot. Examplesof suchschemescanbe foundin [1]–
[6]. Most of the existing approachesare basedon the same
principle: As the matchingprocesscomprisesa number  of
serializedsteps,theexecutionof thesestepscanbespreadover
multiple, say � , time slots.As a result,only ���� serialized
stepsneedto be performedper time slot, thus relaxing the
timing constraints.By computing � independentmatchings
in parallel in a time-shifted fashion, such that exactly one
matchingcompletesin a given time slot, the overall matching
ratecanbe matchedto the line rate.

We have proposedthe fast low-latencyparallel pipelined
arbitration (FLPPR) framework in [1], which is tailored to
low-latency applicationssuchas interconnectionnetworks for
high-performancecomputing [7]. The most important dif-
ference to the related PMM scheme[5] is that, in every
time slot, FLPPR allows requeststo be submittedto all or
any subsetof the allocators(i.e., subschedulers)in parallel,
insteadof to just one specific allocator. This has somekey
advantages:First, latency at low utilization is independentof
the number of pipeline stages,becausethere is a shortcut
through the last allocator, thus allowing new requeststo be
grantedimmediately, without incurringthelatency of theentire
pipeline. In addition, this allows us to take into accountthe
most recentarrivals in any matching,whereasin PMM the
outcomeof any matchingis basedonly on arrivals up to �
time slots ago. Finally, it achieves preferentialtreatmentof
long VOQs,which significantly improvesperformanceunder
nonuniformtraffic.

Figure 1 shows the FLPPR arbiter architecture,which
comprises� pipeline stages.New requestsare storedin the
VOQ state unit. Dependingon this state information (and
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Fig. 1. FLPPRwith allocators( ��� ), pre- ( � �� � ) andpost-filters( � �� � ).
TABLE I

METHODS 1, 2 & 3.

filter Method1 Method2 Method3� �� � � � ����� � � ����� � � ���! � �� � " � ��# � � ��$% 
&'� true true

possiblyother variables),the pre-filters ( determinea set of
requestsper allocator. Every allocator computesa matching
on the requestsit receives,ignoring requestsfor portsalready
matched.The post-filters ) may modify a matchingbefore
returningthe resultsto updatethe VOQ state.Beforethe next
time slot, every stagesendsits currentmatchingto the next
stage.The matchingfrom *,+ determinesthe grantsto issue,
whereasthe matchingof *,-/.10 is reset.

The performancecharacteristicsdependon the pre- and
post-filter functions that manipulatethe requestsand grants,
respectively, basedon variablessuch as VOQ length, new
or existing matchings,or allocator position. 24365 denotesthe
length of VOQ 78395 , :8365 denotesthe numberof new grants
for 78365 , ;=<395 denotesthe currentmatchingof * < , >�<365 denotes
the newly matchededgesof * < , (8<365 and )?<395 denote the
pre- and post-filters of 7 365 at * < . Table I summarizesthe
pre- and post-filters for the existing methods1, 2, and 3
introducedin [1]. Although thesemethodseachexhibit some
advantages,none achieves optimal performancein terms of
meanlatency underuniform traffic and maximumthroughput
undernonuniformtraffic. Here,wewill introducenew methods
that use more sophisticatedrequestand filter functions to
optimizeperformance.

I I . ADVANCED FLPPR

We improve the performanceof the methodsintroducedin
[1] by usingmoresophisticatedpre- andpost-filters.We first
explorea methodthatemploys anexactpost-filterin Sec.II-A
andonewith anexactpre-filterin Sec.II-B. We thenintroduce
a methodthatoptimizesthroughputwith nonuniformtraffic in
Sec. II-C, and finally a method that in addition guarantees
fairnessin Sec.II-D.
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A. Method4: Broadcastrequests,exact post-filtering

This methodemploys a broadcastrequestfunction as do
methods1 and2, which canleadto excessgrants.Whenthere
areexcessgrants,i.e., : 395?@ 2 365 , we cancelexactly : 365�A 2 365
grants,so that :CB395?D 2 365 . To achieve low latency, we cancel
the grantsfrom the beginning of the pipeline,i.e., ascloseto*,-/.10 aspossible.We first introducethevariable E B395 . Assume:8365 @ 243658FHG . Considerthe following function:1

I 395 ��JK� D LM
<ON +QP

� > <395 �OR,S�TUJWV �YX (1)

Note that I 365 is a discrete,monotonicallyincreasingcontin-
uous function on the interval

SZT[J\V � , that I 395 �]S^�_TG T 2`395 , and that 2`395 V I 365 � � A G � D :8395 . It follows thata EbB395?ced SfR � A Ghg , for which I 365 � EbB395 � D 2`395 . If :8395 T 24365 , we
define E B395 D � A G . Note that, in general,E B395 is not uniquely
defined.However, the selectionof EbB395 in suchan ambiguous
casedoesnot affect thefiltering outcome.Using EbB365 asdefined
above, we definemethod4 as follows:

( <395ji � 2`395 @ Sk�lR (2)) <395mi � E T E B365 � X (3)

Note that (2) correspondsto broadcastingrequestsand(3) to
filtering out exactly the numberof excessgrantsstartingfrom
the startof the pipeline.Note that (3) dependson >�<395 (the set
of newly matchededges)and E .
B. Method5: Exact requestfunction

This methodappliespre-filtering to prevent excessgrants
from beingissuedby submittingno morethan 2`395 requestsin
parallel.Thedifferenceto method3 is thatmethod5 takesinto
accountwhich allocatorshave alreadybeenmatchedfor the
correspondingVOQ and skips those.Similar to the functionI 365 introducedin Sec.II-A, we introduce no395 :

np395 ��Jq� D LM
<ON +QP

�sr ; <365 �OR,StTUJWV ��X (4)

Analogousto the discussionon I 365 , if : 395u@ 2 395 thereexists
a E B365 cvd SfR � A Glg such that n 395 � E B365 � D 2 395 . Otherwise,letEbB395 D � A G . Note that (4) countsthe numberof allocators
in which an edge

�]wxRzyb�
has not yet been matched.Hence,

submitting requeststo all allocators * < with E T EbB365 will
not result in any excessgrants.Using EbB395 as definedabove,
we definemethod5 as follows:

( <395mi � 2 395C@ S�{ E T E B395 �lR (5)) <395mi |~}��f� X (6)

Note that (5) dependson ;=<395 (the set of existing edges)andE , and that no post-filteringis required.

1 ���]� � is the identity function: �����z�s���~� &��O� �������x�6�z��� &'� .

C. Method6: Exact requestswith threshold

Method 3 achieves better throughput under nonuniform
traffic than methods4 and 5 do becauseit reserves access
to the first allocator * -/.10 in the pipeline for long queues.
Becauselong queuesdo not compete with short ones in
this allocator, and becauseedges,once matched,will never
be removed further down the pipeline, long queuesreceive
preferential treatment,which achieves the sameeffect as a
weighting scheme.However, becausemethod 3 employs a
simplepre-filter, it haspoorperformanceunderuniform traffic.

In method6 we combinethe pre-filter of method5, thus
obviating the need for post-filtering, with the preferential
service for long queuesof method 3. To achieve this, we
introducea threshold� , with

S�T � V � . We definemethod
6 as follows, with E�B395 asdefinedin Sec.II-B:( <365 i � 2 395C@ S�{ E T E B365 {e� E V ���'2 3958@ � ���OR (7)) <395mi |~}��o� X (8)

The practical meaning of the threshold � is that all
nonemptyVOQsareallowedto submitrequeststo *,+ through*,� .10 , whereasonly VOQs with more than � packets are
allowed to submit requeststo *%� through * -/.�0 . Note that
method6 is identical to method5 if � D S or � D � .

However, method 6 has a serious fairness issue: Short
queuesare never allowed to submit requeststo *%-/.10 ; so in
principle they could be starved indefinitely.

D. Method7: Exact requestswith thresholdand age

This methodaddressesthe starvation issueof method6 by
addinganage � 365 to every VOQ.Age � 365 is resetto zeroevery
time a packet from 7 395 is served. It is incrementedin every
time slot in which 7 395 is not served.

We employ an agethreshold*,��� � to determinewhethera
shortqueue( 24365 T � ) is eligible to submita requestto * -/.�0 .
As a result,shortqueuescanno longerbestarvedindefinitely,
yet the weightingeffect is preserved. We definemethod7 as
follows:

( <365ji
¡¢ £ 2 395C@ S�{ E T EbB395 ¤�¥ � 395 T * ����� R{�� E V �_�'2`395 @ � �2`395 @ S�{ E D � A G ¤�¥ �b395 @ *������ R (9)

) <365mi |�}~�f� X (10)

I I I . PERFORMANCE

We studytheperformanceof methods4 through7 by means
of simulation. We use the steady-statesimulation method
to determinethe meanthroughputand latency with random
traffic. Throughputis sampledat the switch egressin every
time slot as the ratio of busy to total outputports.Latency is
measuredendto endandsampledfor eachpacket deliveredto
the egress.The confidenceintervals achieved are better than
0.2%with 99% confidenceon the throughput,andbetterthan
5%with 95%confidenceon thelatency. Notethattherecorded
minimum latency equalszerotime slots (cut-through).

Figures 2(a–d) show the performancefor
	 D§¦k¨ with

uniform Bernoulli traffic for the proposednew FLPPRmeth-
ods.Every allocatoremploys oneiterationof the dual round-
robin matching (DRRM) algorithm [8]. As a reference,the
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Fig. 2. (a) to (d): Latency–throughputwith uniform Bernoulli traffic. (e) to (h): Throughputvs. nonuniformity « with Bernoulli traffic. ¬ &'O® .
performanceof the

w
-SLIP algorithm[9] is alsoincluded,with���k�k¯�� ¦k¨ � D±° iterationsper time slot (5-SLIP; � = 1). We let� rangefrom 1 to 5, and let � D � A G for methods6 and

7.

To study the performanceunder nonuniform traffic, we
adopt a destinationdistribution characterizedby a nonuni-
formity parameter ² [10], where ² D S

correspondsto
uniform traffic and ² D G to fully unbalanced,contention-
free traffic: ³o395 D ³!´z²¶µ 0x.K·¸º¹ if

w D y
, ³ 0O.q·¸ otherwise.

Here, ³p365 representsthe traffic intensityfrom input
w

to outputy
,
SvT[wxRzy»V[	

; ³ is the aggregate offered load, and ²
the nonuniformity factor. Note that no input or output is
oversubscribedandthat traffic is admissibleaslong as ³ T G .
Wevary thevalueof ² from 0 to 1 andmeasurethethroughput
achievedat an offeredloadof 100%.Figures2(e–h)show the
resultsfor

	 DZ¦k¨ and Bernoulli traffic for � rangingfrom
1 to 5.

Figures2(a–d)show that the latency–throughputcharacter-
isticsunderuniform traffic areexcellentfor all methods:There
is a quick convergenceon the reference5-SLIP performance
as � increases.All schemesperform better than any of the
existing methods.Becausemethods6 and 7 reserve *,+ for
long queues,they need one allocator more to achieve this
convergence.Figures2(e–h) show that with methods4 and
5 the maximumthroughputwith nonuniformtraffic is limited
to approx.85%when ² D S X ¼ . Methods6 and7, on the other
hand, achieve close to 100% throughputunder nonuniform
traffic for any value of ² with � D½° . Note that this is a
considerableimprovement,not only over methods4 and 5,
but alsoover the reference5-SLIP.

It turns out the thresholdsetting � D � A G is optimal,
which in effect reserves one allocator ( *,+ ) for long queues.
This is sufficient to achieve the preferentialtreatment;setting
a lower � only reducesthe effectivenessof the remaining
allocators.

IV. CONCLUDING REMARKS

We proposednew pipelined crossbararbitration schemes
basedon our FLPPRarchitectureby optimizing the pre- and
post-filters to manipulatethe requestsand grants.We have
shown that it is possibleto simultaneouslyachieve excellent
latency–throughputcharacteristicsunderuniform traffic, high
maximumthroughputundernonuniformtraffic, and fairness.
The addedimplementationcomplexity consistsof addersand
comparators,in particularto computethevalueof EbB365 . Further
FLPPRvariantsarepossible;theframework couldbeextended
to allow manipulationof existing edges( ;W<395 ).
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